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Artificial intelligence (Al) is increasingly shaping modern healthcare by improving the accuracy and
efficiency of disease diagnosis. This review summarises the modern advancements in Al-driven diagnostic
technologies, with a focus on machine learning (ML) and deep learning (DL) applications for the detection
and characterization of cancer, cardiovascular diseases, diabetes, neurodegenerative disorders, and bone
diseases. Al models, particularly those employing convolutional neural networks, have demonstrated
expert-level performances in interpreting medical images, genomic profiles, and electronic health records,
often surpassing traditional diagnostic methods in terms of sensitivity, specificity, and overall accuracy.
Using advanced methods like machine learning and deep learning, Al systems can analyze large and
complex medical datasets—including images, electronic health records, and laboratory results—to detect
patterns linked to various diseases. While integration of Al into clinical practice has shown significant
benefits, challenges remain in ensuring the reliability, interpretability, and broad adoption of these systems.
Thus, continued research and careful implementation are needed to maximize the potential of Al in
transforming diagnostic processes and improving patient outcomes.

Received 4th August 2025,
Accepted 8th October 2025

DOI: 10.1039/d5sd00146¢

rsc.li/sensors

Open Access Article. Published on 08 October 2025. Downloaded on 1/26/2026 11:54:26 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

[{ec

1. Introduction

Artificial intelligence (AI) has become a groundbreaking
technology in medical diagnostics, providing enhanced
analysis of multifaceted clinical data and assisting in
precise and effective decision-making for the diagnosis of
various  diseases.  Artificial  intelligence  (AI)  has
progressively become a more useful and reliable tool for
multiple applications, particularly in healthcare. By
facilitating improved efficiency and organization, it has
the potential to enhance clinical practice, thus improving
patient care and outcomes. John McCarthy defined the
term artificial intelligence (AI) as “the science and
engineering of making intelligent machines”. Al started as
a simple series of “if, then rules” and has expanded and
developed over the years to include more complex
algorithms that achieve a similar performance to the
human brain." In the field of healthcare, the diagnosis of
a disease plays an important part, where any source or
circumstance that leads to pain, dysfunction, illness or,
eventually, the death of a human being is called a
disease. Disease diagnosis could be easy or tricky and
complicated depending on the area of disease. For
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numerous diseases, conventional diagnostic methods are
often manual and susceptible to human error.
Incorporating AI enables automated diagnosis, potentially
improving accuracy and minimizing mistakes when
compared with traditional human-based assessments. It
has gained attention due to its low cost, minimal need
for manpower, and limited infrastructure and equipment
requirements. Although extensive datasets are available,
there is a lack of effective tools capable of accurately
identifying patterns and making reliable predictions.?
Advanced algorithms are used by AI in a number of
healthcare domains, such as diagnosis support, treatment
planning, patient profiling, and disease prediction.®
Artificial Intelligence (AI) is basically a computational
system designed to carry out tasks that require human
intelligence, such as reasoning, learning, and decision-
making, often autonomously, while machine learning (ML)
is a subfield of AI, where algorithms learn patterns from
data to make predictions without any explicit
programming for each task. Deep learning (DL) is a
branch of ML using neural networks with multiple layers
to model complex data patterns, which is particularly
effective for large-scale and high-dimensional datasets
such as medical images. ML requires preprocessing of the
input data to determine results and avoid false
predictions, whereas DL requires dealing with large data
sets and development of a deep data structure with
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multiple processing layers. Similar to the neural networks
and connections in the human brain, “deep learning” is
skilled to automatically mine and learn features from “big
data” of healthcare (ie., genetics, imaging, healthcare
records, and most “-omics” data) through the use of a
multi-layered architecture known as convolutional neural
networks (CNNs).® CNNs are a type of deep learning
algorithm used in image processing, which have been
designed to replicate the functioning of biological neural
connections in the brain. A CNN consists of several layers
that examine an input image to identify patterns and
create specific filters.'”> Deep convolutional neural
networks (CNNs) show potential for highly variable tasks
across many object categories.®’ AI analyzes huge
datasets and recognises patterns that would be tough for
humans to detect, which has led to advances in various
horizons of healthcare.”*™ In CNN for diagnosis, the
input data is wusually multiple images for the
characterization of specific diseases such as MRI,
endoscopy, and sonography. The final results are produced
by the combination of all features by the fully connected
layers. Fig. 1 illustrates the key advancements in field of
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Al and their roles. These advancements play a significant
role in the development of a model/system for the
diagnosis of specific diseases.

One of the pioneering Al-based detection systems was
created using patient data provided by physicians and built
on a knowledge base consisting of approximately 600 rules,
ie., the “backward chaining” AI system called MYCIN
designed in the early 1970s.">'® MYCIN generated a list of
potential pathogens and recommended antibiotic treatments
tailored to the patient's body weight. Its rule-based
framework later served as the foundation for developing
other systems, such as EMYCIN. INTERNIST-1, a larger
medical base to help primary care physicians in diagnosis,
was later developed using the same framework as
EMYCIN.""” Various Al techniques, which include machine
learning and deep learning, are widely used in healthcare for
tasks such as disease diagnosis, drug discovery, and
identifying patient risk. To achieve accurate disease diagnosis
using AlI, a variety of medical data sources are essential,
including ultrasound, magnetic resonance imaging (MRI),
mammography, genomics, and computed tomography (CT)
scans.

*A deep learning architecture designed for spatial data
using convolutional layers to detect
hierarchical features,
based diagnostics.
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Fig. 1 Overview of key Al advancements in healthcare, including models and techniques like CNNs, LLMs, NLP, and medical imaging using Al, with

their core applications and roles in diagnostics and clinical workflows.

1048 | Sens. Diagn., 2025, 4,1047-1059

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sd00146c

Open Access Article. Published on 08 October 2025. Downloaded on 1/26/2026 11:54:26 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Sensors & Diagnostics

2. Framework for Al in disease
detection modelling
2.1 Building prediction model

Artificial intelligence (AI) refers to the ability of machines to
learn in ways like humans, such as recognizing images and
patterns in complex situations. In healthcare, AI is
transforming how patient data is collected, processed,
analysed, and used to improve care.'®

System design is the core conceptual structure of any
system. It includes how the system is organized, how it
operates, and how it responds under different conditions.
Understanding system design helps users recognize its
capabilities and limitations. Before applying any algorithm,
real-world data must go through a preparation process to
ensure its quality.'® This is necessary because real-world data
often contains errors that must be addressed. Data pre-
processing involves cleaning, correcting, and organizing raw
data for better analysis. The data pre-processing includes
several steps. In data cleaning, techniques are used to fill
missing values or remove unwanted symbols. In data
integration, information is combined from various sources
and corrected for errors before use.””*! Data transformation
involves adjusting the data format or scale based on the
algorithm requirements. Normalization is often used here to
make the data consistent.>” This step is crucial for many data
mining techniques. After cleaning and transforming, the data
is refined and optimized, along with the symptoms of the
patient. Data reduction aims to shrink the dataset to a

Medical Dataset
(Symptoms, imaging and
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manageable size without losing valuable information. Once
prepared, the dataset is divided into training and testing sets.
The training data is used to identify patterns, while the
testing data evaluates the performance of the model, as
shown in Fig. 2.>> These sets usually come from the same
dataset. After data preparation, the next step is to assess the
accuracy of the model. Analytical models are then applied to
evaluate the likelihood of specific outcomes based on input
factors. These models are useful for predicting diseases by
analysing symptoms and past medical history.>***

2.2 Neural network for detection

A neural network functions by processing complex data
patterns, such as medical images and patient records,
through interconnected layers of artificial neurons. In disease
diagnosis, this enables the network to automatically extract
meaningful features and learn associations between input
data (e.g., X-rays, MRIs, and lab results) and disease states,
often detecting subtle abnormalities that may be missed by
traditional methods (Fig. 3).

A neural network for disease diagnosis is structured in
layers. The initial input layers analyze basic features from
medical images or data, such as edges and simple shapes,
and the results are called feature maps, which represent
where and how strongly certain features appear in the image.
As the data moves through deeper layers, the network detects
more complex patterns and combinations of features. The
pooling layer decreases the size of these feature maps by
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Fig. 2 Framework to understand the development of diagnostic systems/models. Visual model for disease detection using machine learning and
deep learning methods, which shows the framework of the disease detection system. Before training the model, the data should be pre-processed
and filtered accordingly with symptoms. After that, model training begins to evaluate the test data. The test data also must be pre-processed and
filtered before the evaluation. Once the model starts prediction, the results are analyzed and compared with the validated data to determine the
sensitivity, specificity, and other evaluation parameters, which are discussed in the upcoming sections.
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Fig. 3 Basic functioning of neural networks for disease diagnosis.

summarizing the information in small regions. The final
layer interprets these patterns to help determine if a disease
is present and, if so, which one. This layered approach
enables the network to process and interpret medical
information efficiently, supporting accurate and rapid
diagnosis.

2.3 Model evaluation parameters

For every diagnostic system, there are certain parameters
commonly used in the evaluation and interpretation of
artificial intelligence (AI) models for medical diagnosis,
enabling readers to better understand the performance and
reliability of the presented diagnostic system. Clarifying these
concepts is essential for transparently communicating the
strengths, limitations, and clinical relevance of Al-based

Table1 Common metrics in Al diagnostic results

diagnostic tools. They are used to explain the results of their
scientific findings, along with their explanation and examples
(Table 1).

Apart from them, some other parameters that have been
used in neural network architectures for medical diagnosis
are convolutional layers, which extract features from imaging
data using filters, and activation functions such as ReLU
(rectified linear wunit) that introduce non-linearity by
outputting positive values unchanged and zeroing negatives.
Pooling layers, such as average pooling, help shrink the
spatial size of feature maps, while conserving significant
information. Dropout layers help prevent overfitting by
randomly disengaging neurons during training. Collectively,
these metrics and neural network components enable
systems such as GRAIDS and TumorDetNet to achieve expert-
level diagnostic accuracy, streamline clinical workflows, and

Term Explanation

Example

Sensitivity (true positive
rate)

Specificity (true negative
rate)

Accuracy

AUC-ROC (area under the
receiver operating
characteristic curve)
Positive predictive value
(PPV)

Negative predictive value
(NPV)

Cohen's kappa

1050 | Sens. Diagn., 2025, 4,1047-1059

Calculates the percentage of real positives that the
model correctly identified. High sensitivity reduces the
chance of missed diagnoses

Calculates the percentage of real negatives that were
correctly identified. High specificity reduces false
positives

Percentage of accurate predictions the model made,
including both true positives and true negatives

Checks model performance across all classification
thresholds; the higher the value, the better the
distinction between classes

The likelihood that individuals who test positive
actually have the disease

The likelihood that individuals who test negative
actually do not have the disease

A statistical measure of inter-rater agreement adjusted
for chance; values >0.6 indicate moderate to
substantial agreement

8428 endoscopic images achieved sensitivity of 98%,
which means 98% of people with the disease will be
correctly identified as positive®®

OsteoSight achieved specificity of 0.852 for detection,
which means it is 85.2% accurate at identifying healthy
individuals®’

Random forest achieves 93% accuracy in predicting stroke
recurrence risk, which means 93% of all test results (both
positive and negative) are correct*®

X-rays, achieved an AUROC of 0.834 (95% CI: 0.789-0.880)
compared to DXA*’

PPV of 0.814 for GRAIDS vs. 0.974 for competent
endoscopists, stating 81.4% chance that the person truly
has the disease”

GRAIDS achieved a high negative predictive value (0.978),
comparable to experts (0.980), meaning there is 97.8%
chance the person truly does not have the disease®
Cohen's kappa of 0.62, comparable to the range of 23
expert uropathologists of (0.60-0.73), where <0: poor,
0.01-0.20: slight, 0.21-0.40: fair, 0.41-0.60: moderate,
0.61-0.80: substantial, 0.81-1: almost perfect®®

© 2025 The Author(s). Published by the Royal Society of Chemistry
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enhance outcomes in oncology. Understanding these terms
will help in understanding the results and conclusions drawn
by researchers in their diagnostic studies.

3. Diseases diagnosis

This section presents recent and notable advancements in
the diagnosis of several major diseases through machine and
deep learning approaches. It explores the prediction methods
and their outcomes for conditions such as cancer, diabetes,
heart disease, neurodegenerative disease, and bone disease
detailing the diagnostic methods enabled by these
technologies.

3.1 Diagnosis of cancer

Cancer is one of the most complicated diseases humankind
has faced. Recent developments in ML and DL have taught Al
systems to analyse medical images, genomic data, clinical
reports and electronic health records with high sensitivity
and specificity. Early diagnosis can prevent the further
development of cancerous cells if proper treatment is
provided on time. Among researchers, the diagnosis of
cancer has been one of the biggest obstacles. There are
several AI models that help in the prediction or recurrence of
cancer. One of them is METACANS, a multimodal artificial
intelligence (AI) model that integrates whole screen images
with clinicopathological features to predict axillary lymph
node (ALN) metastasis. METACANS was developed using data
from 1991 cases and validated externally on five different
cohorts comprising 2166 cases. It recorded an area under the
curve (AUC) of 0.733 (95% CI, 0.711-0.755), negative
predictive value of 0.846, sensitivity of 0.820, specificity of
0.504, and balanced accuracy of 0.662. Even without extra
labelling or annotation, METACANS can detect features such
as micropapillary growth, infiltrative patterns, and tissue
necrosis through pathological imaging linked to metastatic
behaviour. This highlights its potential in supporting
preoperative axillary evaluation in breast cancer.* Apart from
breast cancer and its metastasis, another study leveraged
deep neural networks to automate the detection and grading
of prostate cancer in needle biopsy samples of a group of
people with the same characteristics. This was a population-
based STHLM3 diagnostic study of 6682 slides from 976
participants and external validation datasets. The AI system
demonstrated an exceptional distinguishing performance,
achieving an AUC-ROC of 0.997 (95% CI 0.994-0.999) for
identifying benign from malignant cores in internal testing
and 0.986 (0.972-0.996) on external validation. Tumor extent
predictions showed strong correlation with pathologist
measurements (r = 0.96 internal, r = 0.87 external) and or
Gleason grading, and AI achieved a mean pairwise Cohen's
kappa of 0.62, which is comparable to the range of 23 expert
uropathologists (0.60-0.73). These results suggest that the
system could reduce pathology workloads and provide expert-
level grading consistency.’"**

© 2025 The Author(s). Published by the Royal Society of Chemistry
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A wide range of images can be used to train a model for
diagnosis, for example, using 1036496 endoscopy images
from 84424 individuals across six Chinese hospitals, the
gastrointestinal artificial intelligence diagnostic system
(GRAIDS) was developed and validated for detecting upper
gastrointestinal cancers. GRAIDS showed high diagnostic
accuracy across validation sets, as follows: 0.955 (95% CI
0.952-0.957) in internal validation, 0.927 (0.925-0.929) in
prospective testing, and 0.915-0.977 in external validation.
Compared to experts and endoscopists, GRAIDS matched the
expert-level sensitivity (0.942 vs. 0.945; p = 0.692) and beat
competent (0.858; p < 0.0001) and trainee (0.722; p < 0.0001)
endoscopists. Although its positive predictive value (0.814)
lagged competent endoscopists (0.974), GRAIDS achieved a
high NPV (0.978), which is comparable to experts (0.980).>
To determine whether the tumour is malignant or benign, a
system was developed to detect upper gastrointestinal
subepithelial lesions (SELs) on endoscopic ultrasonography
(EUS) images, prioritizing the differentiation of
gastrointestinal stromal tumors (GISTs) from benign lesions.
They trained the model with 16110 EUS images from 631
pathologically confirmed cases. The system achieved an
accuracy of 86.1%, outperforming all endoscopists. In
distinguishing GISTs from non-GISTs, it demonstrated 98.8%
sensitivity, 67.6% specificity, and 89.3% accuracy, surpassing
everyone.*® These models can help physicians and healthcare
providers in treatment.

Apart from that, a system was trained to detect tumor-
infiltrating lymphocytes (TILs) in testicular germ cell tumors
for prognosis. Manual TIL annotations from 259 regions
across 28 hematoxylin-eosin-stained whole-slide images
(WSIs) were used to train the algorithm, and then it was
tested, which was subsequently applied to WSIs from 89
patients. This AI showed potential for better early
prognosis.®® The use of transfer learning and deep learning
in an IoT (internet of things) system has helped to assist
doctors in the diagnosis of melanoma or skin cancer. The
CNN models used included neural architecture search
network (NASNet), dense convolutional network (DenseNet),
visual geometry group (VGG), MobileNet, inception, residual
networks (ResNet), inception-ResNet, inception
(Xception), the Bayes, random forest (RF), support vector
machines (SVM), K-nearest neighbors (KNN) and perceptron
multilayer (MLP) for the classification of injuries. Among the
combinations, the DenseNet201 extraction model, combined
with the KNN classifier achieved an accuracy of 96.805% for
the ISBI-ISIC (examined lesions between nevi and
melanomas) dataset and 93.167% for the PH2 (based on
lesions of common nevus, atypical nevi, and melanomas).**
An AI model was developed using a Single Shot Multibox
Detector (SSD) and 523 OSCC images and tested on 66 OSCC,
49 leukoplakia, and 405 other oral disease images to detect
oral squamous cell carcinoma (OSCC) and dysplastic
leukoplakia from 1043 clinical images captured with a single-
lens reflex camera. For OSCC-only detection, it achieved
93.9% sensitivity, 81.2% specificity, and 98.8% negative

extreme

Sens. Diagn., 2025, 4,1047-1059 | 1051


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sd00146c

Open Access Article. Published on 08 October 2025. Downloaded on 1/26/2026 11:54:26 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Critical review

predictive value (NPV). When simultaneously detecting both
OSCC and leukoplakia, its performance remained robust with
83.7% sensitivity, 94.5% NPV, and maintained 81.2%
specificity. The proposed method could diagnose oral cancer
and leukoplakia with higher accuracy and reliability and can
help in avoiding unnecessary biopsies (Fig. 4).%°

3.2 Diagnosis of diabetes

Diabetes is a chronic disease where the body cannot properly
regulate blood sugar levels either due to insufficient insulin
production or the inability of the body to use insulin
effectively. Currently, diabetes is most often diagnosed using
a blood test; however, the early diagnosis of diabetes is
crucial and it significantly reduces the risk of severe
complications such as heart disease, kidney failure, nerve
damage, and vision loss, and can even lower rates of
hospitalization and death. One study explored how nonlinear
heart rate variability (HRV) parameters can be used to predict
diabetes employing artificial neural networks (ANN) and
support vector machines (SVM). Electrocardiogram (ECG)
signals from two groups of male Wistar rats, i.e., healthy
controls and those made diabetic through streptozotocin
administration, were collected by researchers. Each group
had five rats, aged between 10 to 12 weeks and weighing
around 200 grams. According to the ECG recordings, a total
of 526 data samples was generated, and thirteen nonlinear

View Article Online
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HRYV features were extracted from them. Then, these features
were used to train and test an ANN model with a structure of
13 input neurons, 7 hidden neurons, and 1 output neuron.
They achieved a classification accuracy of 86.3% at a learning
rate of 0.01. When the same features were applied to an SVM
classifier, it improved with accuracy of 90.5%. The findings
indicate that diabetes causes noticeable changes in nonlinear
HRV patterns, and it can help us in early prognosis.®’
Another approach for classifying heart rate variability
(HRV) signals to distinguish between diabetic and healthy
individuals was done using a deep learning-based system.
Utilizing models such as long short-term memory (LSTM),
CNN with a hybrid CNN-LSTM architecture, this method was
developed to capture the complex temporal patterns present
in HRV data. After feature extraction, these representations
are provided into a support vector machine (SVM) for the
final classification task. The integration of SVM led to slight
performance improvements of 0.03% for CNN and 0.06% for
the CNN-LSTM combination compared to previous models
without SVM. The system achieved a high classification
accuracy of 95.7%, indicating its strong potential as a
diagnostic aid for detecting diabetes using ECG-derived HRV
signals.*® To predict the type 2 diabetes mellitus (T2DM) risk,
a system was developed by a machine learning framework
using six classification algorithms. Evaluated on two datasets,
a custom 18-question survey dataset and the standard PIMA
Indian Diabetes Database, the models were compared using

/ Base training stage

Input Dataset

(PASCAL VOC) Pre training

4

KFine tuning stage

Input Dataset
(Images of
Oral Cancer)

Single Shot Multibox Detector (SSD)

INPUT

Close examination
required

Region selection

DETECTION MODEL

OUTPUT

Close examination
required

Region of
interest

Unnecessary

Fig. 4 SSID detector for the diagnosis of oral cancer. It outlines the detection model construction. The deep neural network is pretrained using
the large-scale PASCAL-VOC 20128 dataset. Later, the model is fine-tuned with images of oral cancer, and the model is constructed using a deep
learning method. The model is trained to detect targets of regions of oral cancer and leukoplakia in each image (red frame) drawn by an oral
surgeon. The red boxes in the images represent the location of the lesions as annotated by an oncologist. This model can be used to identify the
presence and location of oral diseases that require close examination by inputting the oral image.
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accuracy, precision, recall, and sensitivity. Random forest, an
ensemble learning method that generates multiple decision
trees, and merging their outputs to improve the prediction
accuracy and reduce overfitting, making it especially effective
for complex classification problems such as diabetes risk
prediction outperformed others. It achieved 94.10% accuracy
on the custom dataset and the highest accuracy on the PIMA
dataset.*®

3.3 Diagnosis of heart-related diseases

Heart diseases are conditions that affect the heart and blood
vessels, including problems such as blockage in arteries,
irregular rhythm of heartbeats, and weakness in heart
muscle. These diseases are the leading cause of death
worldwide and can develop silently over time or present
suddenly with symptoms such as chest pain and shortness of
breath. Currently, heart-related diseases are mainly
diagnosed using tests such as electrocardiograms (ECG/EKG),
echocardiograms, and blood tests to check for markers of
heart damage or risk factors. With a sensitivity of 94.2%,
accuracy of 99.37% and specificity of 99.66%, a 1D-
convolutional neural network model (1D-CNN) was developed
for the detection of arrhythmia, a heart disease. This Al is
fast, accurate and simple to use.** To understand and
diagnose hypertension, a study analyzed health examination
data (2005-2016) from 18258 individuals, focusing on health
parameters recorded at hypertension diagnosis [Year (0)] and
during two preceding annual visits [Year (-1) and Year (-2)].
Machine learning models (XGBoost, ensemble) and
traditional logistic regression were applied to predict the
XGBoost is an advanced gradient boosting
algorithm designed for speed and performance, while
ensemble methods combine multiple models to improve the
predictive accuracy and robustness. The data were randomly
partitioned into a derivation cohort (75%, n = 13694) for
model training and a validation cohort (25%, n = 4564) for
performance evaluation. This ML-based approach achieved a
strong predictive performance, with AUC-ROC scores of 0.877
(XGBoost) and 0.881 (ensemble model) in validation. These
results surpassed traditional statistical methods such as
logistic regression, highlighting the advantage of advanced
algorithms in identifying subtle risk patterns.*'

Between 2008 and 2016, researchers compared 709
patients with idiopathic pulmonary arterial hypertension
(IPAH) to over 2.8 million similar patients without IPAH. They
built a prediction model using information such as how
often patients saw specialists, other diagnoses, and age.
When tested, this model was very specific (99.99%) but not
highly sensitive (14.10%), meaning it rarely detects people
incorrectly but missed many true cases.”> An Al system was
developed with the aim to reduce stroke recurrence risk
through a real-time patient monitoring framework. By
tracking critical biomarkers (e.g., blood pressure, heart rate
variability, and neurological indicators) via wearable sensors,
the system employs machine learning classification

outcomes.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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algorithms to detect deviations from baseline parameters and
provide automated alerts. Tree-based ensemble methods
such as random forest achieved 93% accuracy in predicting
risk thresholds.®® Nowadays, there are many wearable
technologies that monitor heart rate, pulse rate, and blood
oxygen level using AI. Many Al systems developed for heart-
related diagnosis can be very efficient given that these
diseases have silent symptoms.

3.4 Diagnosis of bone-related diseases

Bone diseases are conditions that weaken the structure or
function of bones, such as osteoporosis, osteoarthritis,
Paget's disease, and osteogenesis imperfecta, making them
more prone to pain, deformity, and fractures. These disorders
can result from genetic factors, injury, poor nutrition, aging,
or underlying medical conditions and often progress silently
until considerable damage occurs. Thus, the early diagnosis
of bone diseases is essential because it improve treatment
outcomes, maintain mobility and independence and can
prevent further damage. One recent study demonstrated that
OsteoSight™, an AI tool for detecting low bone mineral
density (BMD) from routine hip/pelvic X-rays, achieved an
AUROC of 0.834 (95% CI: 0.789-0.880) compared to DXA,
with the specificity of 0.852 (minimizing false positives) and
sensitivity of 0.628 (moderate true positive detection). These
results are significant given that OsteoSight™ can address
critical gaps in osteoporosis screening by enabling
opportunistic detection during routine imaging. Early
identification of at-risk patients may reduce fracture-related
morbidity and healthcare costs.”” One of the studies explored
the application of deep learning to orthopedic radiographs.
They used 256000 wrist, hand, and ankle images from a
hospital database. Later, they categorized images into four
classes of fractures, laterality (left/right), body part, and exam
view. Five publicly available deep learning models were
adapted and trained on this dataset, with the highest-
performing network evaluated against a gold standard for
fracture detection, and the performance of the model was
compared to assessments by two experienced orthopedic
surgeons, who analyzed the images at the same resolution as
the algorithm. The results showed that all the networks
achieved >90% accuracy in recognizing laterality, body part,
and exam view. The top model demonstrated 83% accuracy
in fracture detection, matching the diagnostic performance
of experienced surgeons under standardized conditions. The
interobserver agreement between surgeons, measured via
Cohen's kappa, was 0.76, indicating substantial consistency.
This system outperformed the specialist, proving to be an
efficient and reliable detection system.*’

A team of researchers developed a high-throughput bone-
on-a-chip system that replicates the natural bone
environment for evaluating osteoporosis treatments. This
platform integrates mouse osteocytes and osteoblasts co-
cultured within a 3D osteoblast-derived decellularized
extracellular matrix (OB-dECM), offering a more biologically
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accurate model than standard collagen-based systems. The
engineered microenvironment significantly improved the cell
survival, osteocyte development, and expression of osteogenic
markers. To validate its utility, the system was used to assess
the therapeutic effect of an anti-SOST antibody, a drug
relevant to osteoporosis treatment, by measuring f-catenin
nuclear translocation in osteoblasts. The results showed a
notable increase in both B-catenin intensity and nuclear
presence in the treated samples.**

3.5 Diagnosis of neurodegenerative diseases

Neurodegenerative diseases are conditions where nerve cells
in the brain or nervous system gradually lose function and
die, leading to problems with movement, memory, or
thinking. These diseases, such as Alzheimer's, Parkinson's,
Huntington's, and ALS, typically worsen over time and are
more common as people age. Currently, neurodegenerative
diseases are diagnosed using a combination of clinical
assessments, neuropsychological tests, and advanced tests
such as brain imaging (MRI and PET) or analysis of
biomarkers in blood or cerebrospinal fluid. Early diagnosis is
crucial because it enables timely interventions that can slow
disease progression, help maintain independence longer, and
improve the quality of life. In the case of Alzheimer's disease,
a study evaluated various automated classification techniques
for distinguishing Alzheimer's disease (AD) patients from
healthy individuals using FDG-PET imaging. The methods
assessed include the general linear model, scaled subprofile
modeling, and support vector machines (SVM). Among them,
the SVM combined with the Iterative Single Data Algorithm
achieved the highest performance, with a sensitivity of 0.84
and specificity of 0.95, validated through 10-fold cross-
validation.*”> One study explored the electroencephalography
(qEEG) as a biomarker for detecting functional brain changes
associated with Huntington's disease (HD), even before
noticeable motor or cognitive symptoms arise. Researchers
aimed to automatically differentiate between HD gene
carriers and healthy individuals using qEEG data and identify
EEG features that align with clinical indicators of disease
progression. The study involved 26 individuals carrying the
HD gene (average age 49.7 years) and 25 healthy controls
(average age 52.7 years), with EEG signals recorded for three
minutes while subjects were at rest. A statistical pattern
recognition approach was applied to a wide range of EEG
features to create an EEG-based classification index, which
was validated using 10-fold cross-validation. This index
ranged from 0 (normal) to 1 (indicative of HD), providing a
continuous measure of the disease state. The -classifier
achieved 83% sensitivity, 83% specificity, and 83% overall
accuracy, with an area under the ROC curve (AUC) of 0.9.
Employing AI and qEEG data, this can serve as a useful, non-
invasive biomarker for HD diagnosis and monitoring.*®
Diffusion tensor imaging (DTI) and diffusion kurtosis
imaging (DKI) are advanced MRI techniques used to identify
microstructural brain changes in conditions such as
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Alzheimer's disease. A group of researchers investigated
whether combining diffusivity and kurtosis parameters
enhances the ability of DKI to detect Alzheimer's-related
abnormalities more effectively than using either measure
alone. Using SVM, rigorous validation was performed to
ensure classifier reliability. Using the optimized classifiers,
brain abnormalities were identified in a sample of 53
individuals, including 27 diagnosed with Alzheimer's disease.
The combined approach achieved a high classification
accuracy of 96.23% and was more effective in identifying
abnormal brain regions than using diffusivity or kurtosis
alone despite the complementary nature of the two
measures.*’

In patients with amyotrophic lateral sclerosis (ALS), a
system was developed using clinical data with MRI-based
imaging through deep learning. A total of 135 ALS patients
was included, all of whom had MRI scans during their initial
outpatient visit. The patients were then closely followed over
time, and their survival durations were recorded. Based on
the survival time from the disease onset, participants were
categorized into short, medium, or long survival groups. For
the deep learning analysis, the dataset was divided into
training (83 patients), validation (20 patients), and testing (32
patients) sets. The models trained solely on clinical features
achieved a prediction accuracy of 68.8%, while models using
MRI-based structural connectivity or brain morphology each
reached 62.5%. Importantly, when all three data sources, i.e.,
clinical features, structural connectivity, and brain
morphology, were combined, the prediction accuracy
significantly improved to 84.4%. These results highlight that
the predictive value of MRI data in ALS prognosis can be
efficient.”® Although AI can detect based on smile and facial
features, a recent study demonstrated that combining facial
and speech features collected during natural conversations
with a chatbot, analyzed using machine learning, can
accurately distinguish individuals with Alzheimer's disease or
mild cognitive impairment from healthy controls; using 8
facial and 21 sound features, this system achieved a high
diagnostic accuracy (AUC = 0.94).*°

4. Comparative analysis

The comparative analysis illustrated in Table 2 shows
detailed information such as type of Al tool, disease type,
sample type, and the results of the work done by researchers
on different diseases.

5. Conclusions

Accuracy is vital in diagnosing diseases, given that it plays a
key role in treatment planning and ensuring patient health
and safety. Artificial intelligence (Al) is a broad and evolving
field made up of data, algorithms, deep learning, neural
networks, and analytical tools, which continues to adapt to
the growing needs of healthcare. A sew studies highlight the
importance of AI in identifying various illnesses and
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Sr. no. Al tool Disease Sample type Result References
1 DNNs Prostate cancer Slides from needle core biopsies AUC = 0.997 (95% CI 0.994-0.999) 50

on independent test dataset AUC =

0.986 (0.972-0.996) on external

validation
2 Deep convolutional Periodontal disease Panoramic dental radiographs 73.04% in detecting an alveolar 51

neural network (CNN)

bone loss total accuracy for the
multi-classification was 59.42%

3 PyCaret 2.3.10 Headache disorders Patients' questionnaire sheets Micro-average accuracy, sensitivity, 52
specificity, precision, and F-values
for the test dataset were 93.7%,
84.2%, 84.2%, 96.1%, and 84.2%,
respectively
4 EALAI-CFDNBD and Cognitive fatigue Neurophysiological bio signal data ~ Accuracy value of 97.59% 53
BOOA
5 LIDGAX Xanthogranulomatous Clinical, imaging, and laboratory AUC 0.95 and accuracy 0.92 54
cholecystitis (XGC) data
and gallbladder cancer
(GBC)
6 Deep neural network ~ Neurodegenerative Alpha-synuclein (aSyn) oligomers Overall accuracy score of 94.66% 55
disease and fibrils at various known ratios
using immunoassay-coupled
nanoplasmonic infrared metasurface
sensor
7 Ensemble technique Type-1I diabetes Questionnaire based data collection Accuracy of 97.34% 56
8 Single shot multibox  Oral cancer and Oral lesion images Sensitivity of 93.9% versus 83.7%, 36
detector (SSD)-deep dysplastic leukoplakia a negative predictive value of
learning 98.8% versus 94.5%, and a
specificity of 81.2% versus 81.2%
9 JustNN tool-C 4.5, Liver disease Indian liver patient dataset-583 99% accuracy 57

random forest, CART,
random tree, and REP
tree classification
method

10 Decision tree, random
forest, classification,
regression tree

11 Artificial neural
network (ANN)

Thyroid disease

Oral cancer (OC)

demonstrate how machine learning and deep learning are
applied in diagnosing different diseases, while others take a
closer look at how Al is being used to support the diagnosis
of wide range of health conditions, ranging from Alzheimer's
and cancer to diabetes, heart disease, stroke, and skin and
liver disorders. By reviewing different techniques and real-
world applications, we tried to understand not just how these
systems work, but where they show the most promise. Along
the way, we highlighted some of the common challenges in
diagnosing these diseases and how AI might help overcome
them. We also compared various approaches using
performance measures such as accuracy, sensitivity,
specificity, AUC, and F-score to get a clearer picture of what
is working best. In the end, this study points to a future
where AI can become a valuable partner in healthcare, not
replacing doctors, but helping them make faster, more
accurate decisions, especially in complex or early-stage cases.
Despite the progress made, accurate medical diagnosis still
faces challenges. These issues must be addressed to keep up
with the discovery of new diseases and to improve treatment.
Although AI holds great promise, many healthcare providers

© 2025 The Author(s). Published by the Royal Society of Chemistry

Thyroid disease dataset

SERS spectra of exhaled breath

instances based on ten different
biological parameters

Decision tree: 98%, random forest: 58
99%

Accuracy of 99% (AUC) of 0.996 59

remain cautious and do not fully rely on AI systems due to
doubts about their reliability in detecting diseases and
interpreting symptoms. Therefore, it is still necessary to
improve and train AI models to enhance their accuracy in
disease prediction. Al can never be a medical professional
but it can assist them in delivering accuracy and save their
efforts. To assure how Al models works against real-life cases,
many researchers have created an extensive dataset with
patient profiles, each containing details such as age, gender,
risk factors, and specific symptoms. Using this data, they
trained and tested several models including decision tree,
random forest, naive Bayes, logistic regression, and K-nearest
neighbors. Each model was fine-tuned and validated through
10-fold cross-validation, confusion matrices, ROC-AUC, and
precision-recall curves, ensuring that they could handle both
well-balanced and tricky, imbalanced data scenarios. To see
how the models work with real-world cases, the teams tested
them using clinical vignettes, which are realistic medical
scenarios designed to simulate everyday hospital challenges
and most of them provide outstanding accurate results.
These AI solutions with accurate efficiency assist
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professionals to deliver early diagnosis and are making a real
difference in the way everyday healthcare is delivered.
Looking ahead, AI research should focus on solving these
shortcomings to strengthen the collaboration between AI
tools and healthcare professionals. A major obstacle for Al in
healthcare is the limited interpretability of complex models,
which often function as “black boxes” and offer little
understanding of how decisions are made. This lack of clarity
reduces the confidence of clinicians and makes it difficult to
justify results and interpretation in real clinical settings. To
tackle both transparency and privacy concerns, federated
learning (FL) has gained attention given that it allows
multiple healthcare institutions to collaboratively train AI
models without sharing sensitive patient data. Kumar et al.
and team showed that combining explainable AI (XAI)
techniques such as SHAP with FL enable interpretable and
privacy-preserving prediction of Parkinson's disease.
Similarly, Li et al introduced federated neural additive
models (FedNAMs), which break down neural networks into
feature-specific components, helping clinicians visualize how
each input contributes to a diagnosis, while maintaining data
security. Together, these studies show that integrating
interpretability into FL frameworks can enhance the trust,
transparency, and responsible use of Al in clinical practice.
Moreover, using decentralized federated learning models can
allow different medical centres to build shared Al training
systems using local data, helping with early disease detection
even in remote areas. Some challenges such as the quality
and quantity of training data may affect the precision of Al-
based diagnostic tools. Applying AI in healthcare also raises
ethical questions due to potential biases in algorithms and
the possibility of losing jobs for healthcare professionals.®®
Al relies heavily on the quality and completeness of the data
it is trained on. Consequently, if the training data lacks
sufficient information or contains errors, the system may
produce inaccurate disease predictions. This can lead to
serious consequences for patients, given that AI cannot
always guarantee the reliability of its diagnostic output.
Despite growing interest and research in this field, the
integration of AI into routine clinical practice is still limited,
with many solutions remaining in the development or
prototype phase.®” "
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