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Journal Name

Watch out electrons!: Positron Binding Redefines Chem-
ical Bonding in Be2

Rafael Porras-Roldana, Jorge Charryb, Felix Moncadac, Roberto Flores-Morenod Márcio T.
do N. Varellae, and Andrés Reyesa‡

Positrons, the antiparticles of electrons, serve as unique probes for fundamental interactions and
are crucial in diverse applications. We present a new mechanism in chemical bonding: the formation
of a positron-driven bond that fundamentally alters electronic bonding interactions. Investigating
the Be2 dimer with Quantum Monte Carlo (QMC) simulations, we construct the potential energy
curve of e+:Be2. Our analysis reveals a significant energetic stabilization of the Be–Be bond upon
positron attachment, a result that challenges conventional understanding. We show this stabilization
arises from a novel, two-stage mechanism: at longer distances, a positron bond forms via internuclear
positron accumulation, similar to that in positron-anion systems. However, as the atoms approach
equilibrium, the positron density undergoes a unique redistribution, moving out of the internuclear
region to accumulate in the outer molecular vicinity. This distinct positron localization, combined
with an otherwise repulsive electronic component, leads to overall system stabilization as the electron
density dynamically follows the positron. This work expands our understanding of chemical bonding
by strongly suggesting how an antiparticle can profoundly influence molecular stability.

1 Introduction
The positron, the electron’s antiparticle, annihilates upon con-
tact with an electron, yielding lifetimes ranging from 10−1 to 102

nanoseconds1,2. This pair annihilation serves as a key signature
of positron presence in the matter world and is exploited across
physics2,3, materials science4–6, chemistry1,7, and various tech-
nological and medical applications3,8–10. In recent years, positro-
nium imaging11,12 has emerged as a new medical technique,
complementary to positron emission tomography (PET), based on
measuring differences in positronium lifetimes to gather informa-
tion about the surrounding environment of positronium in living
tissues. Therefore, it is crucial to simulate positron-matter inter-
actions to refine the interpretation of emerging positron-based ap-
plications. Before annihilation, positrons can form bound states
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† Supplementary Information available: [details of any supplementary information
available should be included here]. See DOI: 00.0000/00000000.

with matter systems, either free electrons, atoms, or molecules.
Indirect detection via the vibrational Feshbach resonance (VFR)
technique has identified positron binding energies, hereafter
called positron affinities (PAs), up to 275 meV in approximately
100 molecules, including nonpolar species13–15. The technique
exploits the fact that higher electron-positron annihilation rates
are observed when a vibrationally excited positron-molecule com-
plex is formed, i.e., when the kinetic energy of the positron res-
onates with the vibrational frequencies of the complex, based ei-
ther on dipolar16 or non-dipolar17 positron-molecule coupling.
Consequently, PAs can be inferred from redshifts of the annihila-
tion resonances with respect to the infrared vibrational spectrum
of the isolated molecule.

Although the VFR technique cannot be used to measure atomic
PAs, due to the absence of vibrational degrees of freedom, the-
oretical predictions suggest a broader range of positron-binding
species. In general, accurate predictions of positron affinities re-
main challenging, requiring high-level computational methods to
reliably determine the magnitude of the PA18–24. In some cases,
such as nonpolar molecules, even predicting the existence of bind-
ing can itself be difficult22. Theoretical studies have also ex-
tended the findings to polar molecules not considered in exper-
iments, revealing significantly higher positron affinities, up to 1
eV, in highly dipolar systems such as alkali hydrides25. In all
those cases, the complexes are formed by positron binding to sta-
ble atomic or molecular targets accompanied by a mild relaxation
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of the underlying electronic structure.
Recent investigations have expanded from positron binding to

positron bonding. In the latter case, otherwise unstable purely
electronic systems are stabilized by the formation of positronic
bonds. Those studies have pointed out that positronic bonding in-
teractions are similar to the electronic counterparts, enabling the
binding of repelling anions, occasionally forming thermodynam-
ically stable molecules. One-positron (1e+) bonding is predicted
across systems involving two anions such as H– 26–29, F– , Cl– ,
Br– 29,30, CN– , and CNO– 29. Additionally, two-positron (2e+)
bonds have been reported in dihydride31,32, trihydride33, and di-
halide complexes34.

The discovery of positron-bonded systems has attracted consid-
erable interest among physicists and chemists, who are actively
investigating the nature of these bonds31,32, developing theoreti-
cal approaches to predict new systems, and designing experimen-
tal strategies for their production and detection. A major break-
through occurred in 2023 with the potential experimental forma-
tion of the F– e+F– complex as part of the mechanism for molec-
ular ion desorption from LiF crystals irradiated with positrons35,
in consistency with the prediction made by some of us in 202030.

However, the experimental realization and detection of e+-
bonded systems in the gas phase remain challenging. The ma-
nipulation of anions and positrons to form bonded complexes
presents significant technical difficulties. Additionally, detecting
these complexes via the VFR technique is not possible because it
requires energy transfer to vibrational modes of the purely elec-
tronic molecule, which are absent in the repulsive dianionic sys-
tems.

Taking currently available experimental techniques into ac-
count, such as VFR, the realization of positron-bonded systems
would be more feasible for positively charged complexes, i.e.,
neutral electronic fragments stabilized by a positron bond. While
these bonds have so far been primarily predicted for negatively
charged electronic fragments, neutral molecules emerge as viable
systems for detection of positron bonding, at least in principle.
A key advantage lies in considering non-reactive, neutral systems
that typically do not tend to form conventional chemical bonds
but are rather stabilized by intermolecular interactions. Such sys-
tems would favor the observation of positron bonds, which gen-
erally display lower energies than regular electronic bonds, be-
tween 10 to 20 kcal/mol26,30. Furthermore, studying positron
bonding in neutral systems could circumvent difficulties encoun-
tered with their anionic counterparts. Anionic positron-bonded
species require bonding species with positive positronium bind-
ing energies (PsBE > 0) for thermodynamic stability, as this con-
dition prevents dissociation into free positronium. This stringent
requirement significantly narrows the range of viable candidates
for anionic positron-bonded systems.

Although neutral apolar molecules emerge as the natural
starting point in the quest to identify neutral candidates for
positron bonding, the positronic complexes formed with cova-
lently bonded molecules usually show considerably delocalized
positronic densities around the molecular core, for example, with
aliphatic or aromatic complexes15.

This poses a significant challenge because positron bonding re-

lies on positron localization in the internuclear regions26,30. In-
sufficient localization may lead to low bond energies, comparable
in magnitude with dispersion-dominated interactions, which are
typically in the range of 2-10 kcal/mol36,37, thus making it diffi-
cult to distinguish positron bonding from electronic intermolecu-
lar forces.

In contrast, neutral polar molecules, characterized by positive-
negative (p – n) poles, exhibit higher PAs and positronic densi-
ties located around the negative pole, for example, in alkali hy-
drides or alkaline earth oxides38. In that case, the interaction
of a positron with two polar molecules could result in the for-
mation of an energetically stable p – n · · ·e+ · · ·n – p bond; the sta-
bilization from the positron interaction would need to counter-
balance the sum of the dipole-dipole interactions (n – p · · ·n – p)
and the PA of the dipole-bonded complex, e+:n – p · · ·n – p. As
a consequence, positronic bond formation in such a strongly
dipole-dipole bonded compound would require positron-induced
structural rearrangements, similar to those found in the electron-
induced binding in MX – MX systems39. The rearrangements
could involve high-energy barriers, as well as time scales compa-
rable to the annihilation lifetimes, thus hindering positron bond
formation and detection.

Alkaline-earth (AE) atoms are recognized for their ability to
form stable dimers40–43. Typically, AE dimers exhibit van der
Waals (vdW) interactions at large internuclear separations (more
complex bonding mechanisms emerge at shorter separations),
with a binding energy of less than 5 kcal/mol. AE atoms also have
positive PAs44, thus making AE dimers attractive candidates for
positron bonding in neutral systems. However, these dimers pose
challenges to theory and computation. Accurate calculations of
their atomic PAs are inherently difficult due to the weak electron-
positron correlation effects at long-range separation from the nu-
clei23,44–47, and even obtaining potential energy curves (PECs)
for the diatomic complexes demands advanced electron-electron
correlated methods to account for both static and dynamical cor-
relation41,48–50.

Recent work by Jordan44 highlights the challenges associated
with calculating positron affinities (PA) for some neutral apo-
lar systems, including small AE complexes, where a Hartree-
Fock (HF) reference is well-known to provide unbound states.
They primarily examined the suitability of various configuration-
interaction (CI) trial wavefunctions for Diffusion Monte Carlo
(DMC), finding that DMC with a single determinant (SD) and
a Jastrow factor can properly predict the PAs in Ben, Mgn systems
compared to multi-determinant (MD) ansatzes. It is important to
note, however, that their study did not extend to an investigation
of the physicochemical properties of these systems themselves nor
the positron binding mechanisms in those systems.

To delve into a possible positron bond in the Be2 dimer we first
derive an expression to estimate the change in the bond energy
(BE) of the Be2 dimer (dissociating into Be + Be) after binding a
positron to form the positronic complex e+:Be2 (dissociating into
e+:Be + Be). We define the PA for the beryllium atom as

PA[Be] = E[Be]−E[e+:Be] (1)

2 | 1–11Journal Name, [year], [vol.],
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i.e., the negative value of the energy change upon positron at-
tachment to neutral Be. The bond energies at the arbitrary inter-
nuclear distances R are given by :

BE[Be2(R)] = 2E[Be]−E[Be2(R)] (2)

BE[e+:Be2(R)] = E[Be]+E[e+:Be]−E[e+:Be2(R)]. (3)

Taking the difference of the above equations and rearranging the
terms, we obtain:

BE[e+:Be2(R)]−BE[Be2(R)] = PA[Be2(R)]−PA[Be] (4)

where PA[Be2(R)] is also denoted vertical positron affinity,
VPA(R). Employing Jordan’s MD-DMC reported PA values for Be
(91 meV) and Be2 (445 meV)44, calculated at the experimental
bond length of 2.453603 Å, we find that positron binding to Be2

results in the energetic strengthening of the Be – Be bond by 354
meV.

Such an unexpected result raises fundamental inquiries about
its origin as well as the effects of positron binding on other prop-
erties of the diatomic system, including equilibrium distance,
force constant, vibrational states, electronic structure, electron
density, and positron density distribution. In this work, we inves-
tigate some of these unexplored aspects to describe the bonding
mechanism in the positronic Be dimer, e+:Be2, using QMC meth-
ods.

We initially determine potential energy curves (PECs) for Be2

and e+:Be2 to assess the impact of positron binding on equi-
librium distances, binding energies, force constants, vibrational
states, and changes in PA along the PEC. Subsequently, we per-
form a simple energy decomposition of the QMC total energies of
Be2 and e+:Be2 to elucidate the nature of positron affinity along
the PEC. This analysis helps us to distinguish electronic bonding
interactions from positron binding ones. Finally, we evaluate the
impact of positron binding on the electron density along the PEC
and investigate the positron density itself along the PEC. Together
with energy component analysis, this helps us discern whether
stabilization is due to the formation of positron bonds or other
binding mechanisms.

2 Methods
This study utilizes diverse theoretical approaches previously re-
ported by some of the authors in related positronic studies23.
Here, we briefly review the key elements of such methods.

2.1 Hamiltonian

The non-relativistic Hamiltonian of a system comprised of Ne−

electrons, one positron, and Nc classical nuclei can be written un-
der the Born-Oppenheimer approximation as:

Ĥ =−
Ne−

∑
i

1
2

∇
2
i −

Ne−

∑
i

Nc

∑
A

ZA

|rrri −RRRA|
+

Ne−

∑
i

Ne−

∑
j>i

1
|rrri − rrr j|

− 1
2

∇
2
k +

Nc

∑
A

ZA

|rrrk −RRRA|
−

Ne−

∑
i

1
|rrri − rrrk|

+
Nc

∑
A

Nc

∑
B>A

ZAZB

|RRRA −RRRB|
. (5)

Here, i- j and k are indices for the electrons and positron, respec-
tively, while capital letters are used to denote nuclear indices. r
denotes the Cartesian coordinates of electrons and positrons and
R is used for the position of the fixed nuclei. The masses and
charges of the quantum particles are expressed in atomic units,
while Z is used for the nuclear charges.

2.2 Quantum Monte Carlo
The time-independent Schrödinger equation for the above molec-
ular electron-positron Hamiltonian can be numerically solved via
stochastic techniques51–53 through the integration of a given trial
wavefunction. Among the most common techniques, variational
Monte Carlo (VMC) and diffusion Monte Carlo (DMC) methods
for electron-positron molecular systems were previously extended
and implemented in the QMeCha code23,54.

In VMC, the stochastic integration of the energy functional is
carried out with the Metropolis-Hastings algorithm55,56 over a
trial variational wavefunction.

For this work, we employed the molecular orbital ansatz as the
trial wavefunction23, which consists of a Slater determinant for
the electronic part, a Jastrow factor to describe explicit correla-
tion between all particles, and a positronic orbital as

Ψ = det
[
Se↑

]
det

[
Se↓

]
det

[
Sp

]
eJ (r̄e,rp;R̄), (6)

where Se↑ and Se↓ are the electronic Slater matrices associated to
spin-up and spin-down electrons, Sp is the corresponding matrix
for the positron, and eJ is the Jastrow factor. A more detailed
description of the Jastrow factor is found in Ref. 23. Here we
summarize

J (r̄e, r̄p; R̄) =J en
c (r̄e, R̄)+J pn

c (r̄p, R̄)+J ee
c (r̄e)

+J ep
c (r̄e, r̄p)+J3/4(r̄

e, r̄p; R̄) (7)

five terms describing, respectively, the electron-nucleus
(J en

c (r̄e, R̄)), positron-nucleus (J pn
c (r̄p, R̄)), electron-electron

(J ee
c (r̄e)), and electron-positron (J ep

c (r̄e, r̄p)) cusps, and a term
that describes the dynamical correlation between the fermionic
particles in the field of the nuclei (J3/4(r̄e,rp; R̄)), which is an
extension of the one defined in ref. 57. For particle pairs with the
same charge, the Jastrow is built with slowly decaying functions,
while for particles with opposite charges, a faster decaying cusp
function is employed. Finally, the dynamical Jastrow factor23,57

is written as a linear combination of products of non-normalized
atomic orbitals.

All the parameters of the wavefunctions are variationally opti-
mized with the stochastic reconfiguration method58,59. The opti-
mized VMC wavefunction is then used as the DMC51 trial wave-
function to better describe the dynamical correlation among the
particles. In the long-time limit, DMC can converge towards the
exact ground state through a time evolution of the wavefunction
in imaginary time51. Nevertheless, it suffers from the sign prob-
lem, which appears for fermionic systems, making it necessary
to constrain the nodal surface of the wavefunction, commonly
known as the fixed-node approximation60. Yet, it can be shown
that FN-DMC, at least in the formalism employed here, is varia-
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tional with respect to the quality of nodal surfaces, which here
are defined by the optimized trial wavefunctions.

3 Computational details
VMC and DMC calculations were performed using the QMeCha
quantum Monte Carlo package23,54, which is available on GitHub
under an academic license.

The electronic and positronic wavefunctions for all systems
were constructed using a (15s5p2d) primitive Gaussian-type
function (GTFs) basis, contracted to [3s3p2d]. The initial elec-
tronic basis set parameters were adopted from the aug-cc-pVTZ
basis set61. Then, wavefunction optimization was carried out
using the stochastic reconfiguration method57. This process in-
volved variationally optimizing 414 non-zero parameters for Be2

and 562 non-zero parameters for e+:Be2. For VMC stochastic in-
tegration, 128 walkers were employed over 100 blocks, with each
block consisting of 1000 steps.

Fixed-node DMC calculations were performed with an imagi-
nary time step of 0.001 a.u., using 6400 walkers with 5000 blocks
of length 100. DMC density plots were generated by counting
the number of particles within each weighted configuration on a
three-dimensional grid. For DMC, we performed an energy de-
composition analysis, which required storing the weighted av-
erages for each local energy component, according to the esti-
mated MC expectation values of the operators of the molecu-
lar Hamiltonian (Eq. 5). We note that the distribution of the
DMC energetic components exhibits large fluctuations, as indi-
cated by their estimated error bars, due to the divergences on the
kinetic and Coulomb potential operators, which compensate each
other when computing the total energies. Therefore, only general
trends should be interpreted along the PECs.

4 Results and discussion

4.1 Be and e+:Be energy data

We start by analyzing positron binding to a beryllium atom from
the energies of Be and e+:Be obtained with the VMC and DMC
methods.

The calculated energies and PAs, along with the data from pre-
vious computational studies, are presented in Table 1. Our cal-
culated VMC and DMC affinities for atomic Be are 56 ± 6 meV,
104 ± 4 meV, respectively. Although our DMC value is in agree-
ment with the reported DMC value of 96±5 meV, obtained from
single-determinant (SD) reference, it is slightly larger than the
best multi-determinant (MD) DMC value of 91 ± 4 meV also re-
ported by Jordan, indicating a small lack of static correlation. Our
SD-DMC PA result is also statistically indistinguishable from the
SD-DMC result of Mella et al. (100±5)62 and also from the DMC
SD/HF//SD/NO rSDCIb result (104±4) reported by Jordan44.

4.2 Potential energy curves for Be2 and e+:Be2

The beryllium dimer (Be2), despite having only 8 electrons, repre-
sents a significant challenge for accurate electronic structure cal-
culations. The complexity primarily arises from two aspects: the
near-degeneracy of the 2s and 2p subshells in the Be monomers,
which makes the system multi-reference in nature, and the sub-

Table 1 Be and e+:Be total energies (a.u.) and positron affinities (meV)
at various levels of theory.

Method E[Be] E[e+:Be] PA

SVM63 -14.667106 -14.669042 46
FSVM64 - - 86
RXCHF65 - -14.5746 82
ECG66 -14.667338 -14.670519 87
CI67 - - 84
MBT68 - - 290
SD/DMC44,49 -14.65730(4) -14.66100(3) 96(5)
MD/DMC44,49 -14.66725(1) -14.67059(4) 91(4)
CCSD(T)47 - - 214
Present SD/VMC -14.64974(12) -14.65183(13) 57(6)
Present SD/DMC -14.65727(6) -14.66108(8) 104(3)

stantial dynamical correlation effects that demand large basis sets
in perturbative or excitation expansions. The binding interaction
in Be2 has been extensively analyzed. The potential energy curve
(PEC) deviates significantly from conventional potential models
such as Morse and Lennard-Jones, typical of covalent or van der
Waals interactions69,70. This intricate potential shape arises from
the evolution of configurational mixing as the atoms approach,
resulting in complex orbital hybridization as the weak chemi-
cal bond is formed50. Theoretical analyses indicate a delicate
balance between distinct energetic contributions to the stabiliza-
tion at the equilibrium distance: those typically associated with
covalent-like electronic rearrangements (chemical interactions)
and those deriving from dispersion forces and electrostatic polar-
ization effects (physical interactions)71–73. The quality of com-
puted PECs is generally assessed in terms of the reported bond
energies (BE), equilibrium distances (Re), harmonic force con-
stants (ke), and vibrational state energies.

-29.340

-29.335

-29.330

-29.325

-29.320

-29.315

-29.310

-29.305

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

E[Be2]
E[e+:Be2]

To
ta

lE
ne

rg
y

[a
.u

.]

R [Å]

Fig. 1 Potential energy curve for Be2 (green) and e+:Be2 (blue) com-
puted at the DMC level. Error bars represent one standard error on the
mean.

Figure 1 displays the computed PECs for Be2 and e+:Be2. These
DMC energies were fitted to a sum of fifth-order polynomial and
inverse power terms74. Our results and other theoretical results
for e+:Be2 are collected in Table 2, which also includes the ex-
perimental data for Be2. VMC results are reported for compari-
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son purposes and to qualitatively validate the trial wavefunction
ansatz. The VMC properties, as well as the VMC PECs in Support-
ing Information, show that VMC correctly predicts electronic and
positronic bound states for all the studied systems.

Our analysis of the DMC fitted potential energy curve for neu-
tral Be2 reveals a bond length of 2.448 Å, which closely agrees
with the experimental value of 2.454 Å. However, the calculated
binding energy is 146.1 meV, deviating from the experimental
value of 115.3 meV by 30.8 meV due to the use of a single-
determinant reference. On the other hand, deviations in the BE
in other DMC-SD methods49 are around 2.7 meV.

In turn, analysis of the DMC fitted potential energy curve for
e+:Be2 shows an equilibrium distance of 2.404 Å closely match-
ing that of the neutral Be2 (2.448 Å). The computed bonding en-
ergy for the Be + e+:Be dissociation channel is 520(4) meV, con-
sistent with Jordan’s MD/CISD//MD/rSDTCI DMC prediction of
466.6 meV using PA data from Ref.44 and Eq. 4. It is evident
that positron binding to Be2 increases its BE by a factor of three,
compared to the neutral dimer.

Analysis of the PECs in Figure 1 indicates that e+:Be2 maintains
significant BEs even at larger separations, as evidenced by the
deeper and wider minimum well, which decays slower than that
of Be2. For instance, e+:Be2 reaches the BE of Be2 around 6.0 Å,
and a BE of 50 meV around 10.0 Å, whereas neutral Be2 reaches
a comparable value at 3.0 Å.

Table 2 Physical properties of Be2 and e+:Be2 systems†.

Property Method Be2 e+:Be2

Re Present SD/VMC 2.531(9) 2.415(7)
Present SD/DMC 2.447(7) 2.404(6)

SD/LRDMC48 2.46(3) -
Exp69 2.453603 -

E(Re) Present SD/VMC -29.30139 -29.31722
Present SD/DMC -29.31968 -29.33760

ke SD/VMC 10.9±0.9 17.1±1.8
SD/DMC 11.5±1.0 18.4±1.1

Exp69 11.20 -

ωe Present SD/VMC 221.0±10.5 316.8 ±13.9
Present SD/DMC 260.2±8.5 328.8±9.2

Exp69 256.8 -

BE Present SD/VMC 52(5) 426(8)
Present SD/DMC 140(3) 524(3)

SD/LRDMC48 143(6) -
SD/DMC44,49 456(11)
MD/DMC44,49 112.6 466.8

Exp69 115.3 -

ν0→1 Present SD/VMC 180.8 289.1
Present SD/DMC 221.7 321.1

Exp69 222.6 -

D0 Present SD/VMC 38.7 406.7
Present SD/DMC 124.7 502.7

Exp69 100.1
† Equilibrium distances (Re) in Å, total energies in a.u., harmonic force constants (ke)

in a.u.×103, binding energies (BE and D0) in meV, harmonic frequencies (ωe ) and
fundamental vibrational transition (ν0→1) in cm−1.

To further analyze the physical properties of Be2 and e+:Be2 we
estimated the vibrational properties, namely the force constants
(ke) and harmonic frequencies (ωe) employing the fitted PECs in
Figure 1 .

We also solved numerically the 1D Schrödinger equation for the
vibrational levels and fundamental frequency (ν0→1) by solving
the eigenvalue problem of a Toeplitz tridiagonal matrix75. All
results were calculated employing a generalized Morse potential
from Ref.69 or the fitted form from DMC results.

There is a reduction from the harmonic frequency and the first
vibrational transition of 34.2 and 38.5 cm−1 for reference val-
ues69 and our fitted potential. Deviations of just 0.34×10−3 a.u.
and 3.6 cm−1 for ke and ωe, respectively, were estimated. Further-
more, the difference in ν0→1 of 0.9 cm−1 and 24.6 cm−1 for D0

provides agreement with respect to experimental data and sup-
ports the use of our DMC-SD methodology for physical properties
of Be2. Additionally, there is a marked deviation between har-
monic frequency and the fundamental vibrational transition due
to the anharmonic character of the dimer interaction.

The effect of positron binding to Be2 is reflected in a 6.89×10−3

a.u. increase in harmonic force constant, also seen qualitatively
in the PEC widths of each system (Figure 1). On the other hand,
both ωe and ν0→1 are 68.2 and 99.4 cm−1 larger in the e+:Be2

complex . The difference between ωe and ν0→1 is also smaller in
the positronic complex (7.7 cm−1) than in the purely electronic
dimer (38.5 cm−1).

4.3 Vertical positron affinities

We define the geometry-dependent vertical positron affinity
(VPA(R)) of Be2 as:

VPA(R) = E[Be2(R)] − E[e+:Be2(R)] (8)

Figure 2 shows VPAs calculated as the difference between the
DMC-level PECs of Be2 and e+:Be2 (see Figure 1), within the
2-16 Å range. In this range, the VPA monotonically increases as
the internuclear distance decreases, reaching the maximum value
of 506 meV around 2 Å. For Be2, our estimated VPA at the PEC
minimum is 487.6 meV, in good agreement with the results re-
ported by Jordan for the PEC minimum (2.453603 Å), namely
482(10) meV (DMC: SD/HF//SD/NO rSDCI) and 445(9) meV
(DMC: MD/CISD//MD/rSDTCI). Remarkably, the VPA of the
dimer at the equilibrium distance is more than four times larger
than the Be atomic PA, 104 meV.

Rearranging Eq. 4 (from the previous section) results in:

BE[e+:Be2(R)] = BE[Be2(R)]+(VPA(R) − PA[Be]) (9)

This expression suggests that BE[e+:Be2(R)] would surpass that
of BE[Be2(R)] if VPA(R) exceeds PA[Be]. Figure 2 consistently
shows that VPA(R) exceeds PA[Be] across the analyzed distances.

4.4 Energy decomposition analysis

To investigate the source of the marked rise in the BE[Be2] due to
positron binding, we performed an energy decomposition analysis
(EDA) on the DMC total energies of neutral dimer Be2 (E[Be2],
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also referred to as Ee− [Be2]) and positron-bound complex e+:Be2

(E[e+:Be2]).
The total energy of the positronic complex, E[e+:Be2], is de-

composed into two components:

E[e+:Be2(R)] = Ee− [e+:Be2(R)]+Ee+ [e+:Be2(R)] (10)

The first energy component, Ee− [e+:Be2], represents the elec-
tronic energy of e+:Be2. This term encompasses the nuclear
repulsion (Vnn), nuclear-electron attraction (Vne−), electron-
electron repulsion (Ve−e−), and electron kinetic energy (Ke−).

The second energy component, Ee+ [e+:Be2], is the positronic
energy of e+:Be2. This term includes the positron kinetic energy
(Ke+), positron-electron attraction (Ve−e+), and positron-nuclear
repulsion (Vne+).

Figure 3 compares the electronic energy (Ee− [e+:Be2]) and
positronic energy (Ee+ [e+:Be2]) across the 2-16 Å interval. As
shown, the PEC for Ee− [e+:Be2] is entirely repulsive and lacks
an energy minimum, unlike E[Be2] in Fig. 1. This indicates an
absence of electronic bonding in the complex, suggesting that
positron binding to Be2 eliminates any trace of the electronic
bonding interactions in the e+:Be2 complex.

Consistent with the EDA equation 10, the observed bonding
nature in e+:Be2, as evidenced by the energy minimum in its PEC
E[e+:Be2] in Fig. 1, arises solely from the contribution of the
positronic energy Ee+ [e+:Be2].

The analysis of Eq. 4 suggested that the bonding interaction
present in Be2 was further stabilized when the VPA(R) exceeded
that of atomic Be, which was the case across the distance range
analyzed in Figure 2. In other words, it postulated that positron
binding to Be2 further reinforced its electronic bond.

However, our EDA analysis contradicts this assumption. In-
stead, it confirms that positron binding stabilizes the Be2 bond by
first eliminating the electronic bonding interaction. This process
arises from a significant deformation of the electronic structure of
Be2 leading to a substantial increase in Ee− [e+:Be2] compared to
Ee− [Be2], thereby rendering the electronic interaction repulsive.
Consequently, to minimize the total energy of the positron com-

100
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VPA[Be2]

V
PA
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)

R [Å]

Fig. 2 Be2 vertical positron affinity at the DMC level (in green line). The
dashed line indicate the Be atom positron affinity. Error bars represent
one standard error on the mean.

plex, E[e+:Be2], and to produce a bonding PEC, this energetic rise
in the electronic component must be compensated by a highly
stabilizing positronic energy component, Ee+ [e+:Be2]. The elec-
tronic energy destabilization in e+:Be2 is highly unusual for an
apolar molecule binding a positron. It is commonly accepted that
positron binding typically induces only minor perturbations to the
electronic structure of such systems.18–24
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Fig. 3 Electronic energy (Ee− [e+:Be2]), and positronic energy
(Ee+ [e+:Be2]) contributions. Error bars represent one standard error on
the mean.

The magnitude of the stabilizing effect provided by the
positronic energy component, Ee+ [e+:Be2], can be quantified by
rearranging the terms of the VPA and the energy decomposition
definition in Eq 10. Recalling that VPA is defined as VPA(R) =

E[Be2(R)]− E[e+:Be2(R)], and that the total energy of the com-
plex is decomposed into its electronic and positronic components
as E[e+:Be2(R)] = Ee− [e+:Be2(R)]+Ee+ [e+:Be2(R)], we can write:

VPA(R) = E[Be2(R)]−Ee− [e+:Be2(R)]−Ee+ [e+:Be2(R)] (11)

Then, let us define

Edf(R) = Ee− [e+:Be2(R)]−E[Be2(R)] (12)

as the electronic deformation energy, which represents the change
in electronic energy upon positron binding (a positive value indi-
cates destabilization). The VPA equation then becomes:

VPA(R)−−−Edf(R) − Ee+ [e+:Be2(R)] (13)

Solving for the positronic energy component, we obtain

−Ee+ [e+:Be2(R)] = VPA(R)+Edf(R) (14)

This equation implies that the magnitude of the stabilizing
positronic energy component |Ee+ [e+:Be2]| (where Ee+ [e+:Be2] is
a negative value for a bound state) must be greater than VPA be-
cause it must overcome the initial electronic deformation energy
Edf to provide a net stabilization.

We now try to gain a more in-depth understanding of how
this electron deformation causes the destabilization of the elec-
tronic energy and how this destabilization is compensated by the
positron energy. Let us focus first on the origin of the destabiliza-
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tion of the electronic energy. Figure 4 reports the deformation en-
ergy differences, Edf, along with their kinetic and potential energy
contributions. This figure evidences that the electronic energy
destabilization of Be2 upon positron binding comes mostly from
the destabilization of the potential energy component. Positron
binding to Be2 results in reduced Ke− and Ve−e− , and a less neg-
ative Vne− . These energy variations suggest that positron binding
promotes electron density delocalization of Be2.
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Fig. 4 Deformation energy contributions, differences between
Ee− [e+:Be2]

− Ee− [Be2] electronic energy components. Error bars repre-
sent one standard error on the mean.

Next, we analyze the origin of the energy compensation caused
by the positron energy. Figure 5 illustrates the positron energy
with its energy components, positron kinetic energy Ke+ [e+:Be2],
and the summed positron nuclear Vne+ [e+:Be2] and positron elec-
tron Ve−e+ [e+:Be2] interactions. This figure reveals that the high
negative values of positron energy primarily arise from the po-
tential energy terms, specifically from the electron-positron at-
traction, which is intensified by electronic deformation, Eq. 14.
A comprehensive way to assess the bonding stabilizing effect of
the positron on Be2 is to analyze the VPA in Eq. 8, in terms of
the kinetic energy and potential energy differences of Be2 and
e+:Be2, shown in Fig. 4. From this figure, it can be readily ob-
served that the stabilization of the Be – Be bond in e+:Be2 arises
from the overall stabilization of the potential energies in e+:Be2.

To further investigate the energy stabilization mechanisms of
the Be2 bond in e+:Be2, we examine in detail the PECs of
Ee− [e+:Be2] and Ee+ [e+:Be2]. An ’anomalous’ variation emerges in
both curves between 3.0 and 4.5 Å, suggesting a shift in the na-
ture of the interaction. To gain deeper insight into the fundamen-
tal nature of the interaction, we also evaluate the corresponding
changes in electron and positron densities.

4.5 Positron and electron density analysis

To shed light on the origin of the bonding interactions in e+:Be2

we report in Figure 6 1D and 2D positron density, ρe+ , plots at
different internuclear distances.

Analyzing these density plots in parallel with the PEC of e+:Be2

in Figure 1, we observe distinct bonding regimes. From large dis-
tances and up to approximately 3–4.5 Å, the reduction in total
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Fig. 5 Decomposition of positron energy into kinetic and potential com-
ponents. Error bars represent one standard error on the mean.

energy as the distance shortens can be attributed to the gradual
accumulation of positron density in the internuclear region. This
phenomenon is similar to what has been observed in the bonding
of anions with positrons26,31,32, where it is understood as the for-
mation of a positron bond, characterized by internuclear positron
density accumulation. This similarity strongly suggests that the
stabilization in this internuclear distance regime arises from the
formation of a positron bond.

Crucially, when combining this analysis with the PEC of
Ee− [e+:Be2] shown in Fig. 3, which exhibits repulsive behavior
across this distance range, we can conclude that the binding of
a positron effectively vanishes the intrinsic electronic bonding in-
teraction of Be2, completely replacing it with a positron bonding
interaction. To our knowledge, this represents a unique mani-
festation where positron binding fundamentally alters the nature
of the molecular interaction, replacing conventional electronic
bonding with a positron-driven bonding mechanism.

As the internuclear distance continues to shorten towards the
equilibrium distance, we observe a significant shift in the positron
density distribution. The positron density is gradually pushed out
of the internuclear region and instead accumulates in the outer
regions of the complex, primarily along the internuclear axis.
This novel mode of positron localization appears to be respon-
sible for the further stabilization of the bonding interaction at
these shorter distances. Here again, the repulsive behavior ob-
served in Ee− [e+:Be2] PEC indicates that the electronic bonding is
also absent in this region. To our knowledge, this is the first man-
ifestation of a bonding interaction in a neutral system where the
electronic bonding is supplanted by a unique stabilization mecha-
nism arising from positron accumulation in the outer, rather than
internuclear, region of the molecule.

Complementary to this, an analysis of the change in the elec-
tron density (ρe−) of Be2 upon positron binding reveals a crucial
counteracting effect. As observed in Fig. 7, there is a gradual but
minor accumulation of electron density in the internuclear region
as the distance shortens, similarly to how the electronic density
accumulates when two Be atoms interact to form Be2. This extra
accumulation, however, leads to an increase in the electronic en-
ergy, causing the system to become electronically repulsive. This
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electronic repulsion is a direct consequence of the positron’s in-
fluence, deforming the electron cloud in a way that is energeti-
cally unfavorable for electronic bonding. Moreover, around the
equilibrium distance at 2.4 Å, for e+:Be2 there is an additional
redistribution of the electronic density accumulation in the outer
regions of the complex. Thus, by combining the analysis in Fig. 6
and Fig. 7, it is evident that the electronic density roughly follows
the positronic one, leading to an increase in the electron-positron
attractive potential, and thereby contributing to the stabilization
of the entire system.

Conclusions

Our study uncovers a fascinating and unprecedented interplay
between positron binding and molecular interactions in the Be2

dimer, revealing two distinct positron-driven bonding mecha-
nisms that entirely supplant conventional electronic interactions.

Our energy decomposition analysis (EDA) reveals that the elec-
tronic energy component (Ee− [e+:Be2]) becomes entirely repul-
sive across the entire internuclear range. This unequivocally
indicates that positron binding effectively eliminates the intrin-
sic electronic bonding present in neutral Be2. Consequently,
the observed bonding in the e+:Be2 complex arises solely from
the highly stabilizing contribution of the positronic energy com-
ponent (Ee+ [e+:Be2]). This electronic energy destabilization is
highly atypical for apolar molecules interacting with positrons,
as minor electronic perturbations are usually expected18–24. We
propose that the positron induces a significant deformation and
delocalization of the electron cloud, rendering the electronic in-
teraction unfavorable for bonding. Crucially, this electronic defor-
mation simultaneously enhances the electron-positron attractive

potential, thereby compensating for the electronic repulsion and
providing the net stabilization.

In the context of electronic bond elimination, we identify two
distinct positron-driven stabilization regimes. At internuclear
distances beyond approximately 3.5–4.0 Å, the binding of the
positron vanishes the weak electronic interaction and significantly
increases the vertical positron affinity (VPA) of Be2. This is ac-
companied by an accumulation of positron density in the internu-
clear region, consistent with established positron bonding phe-
nomena observed in systems like positron-anion complexes26.
This internuclear positron accumulation is thus identified as the
primary stabilizing factor for the Be2 dimer in this long-range
regime.

For distances shorter than 3.5 Å, our positron density analysis
rules out conventional internuclear positron bond formation. In-
stead, we observe a significant and novel shift in the positron den-
sity distribution: the positron density is largely pushed out of the
internuclear region and accumulates in the outer regions of the
complex, primarily along the internuclear axis. Despite this, the
VPA continues to increase, leading to a rise in binding energy (BE)
until reaching a minimum at the equilibrium distance of 2.4 Å.
This highlights a unique and previously unobserved short-range
stabilization mechanism for neutral systems.

To the best of our knowledge, our findings provide the first
confirmation of the stabilization of weakly bonded complexes
through these two unique positron bonding mechanisms. This
study represents a significant advance, challenging the conven-
tional understanding of how positrons influence molecular struc-
ture and stability by demonstrating the complete replacement of
electronic bonding with positron-driven interactions. The neutral
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X [Å]
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Fig. 7 Comparison of the DMC electronic density changes. Top: electronic density changes upon the addition of positron to Be2, the red and green
surfaces indicate regions of electronic density accumulation and depletion in e+Be2 compared to Be2, respectively. Bottom: electronic density changes
upon bound state formation of Be2 from 2 Be atoms, the red and green surfaces indicate regions of electronic density accumulation and depletion in
Be2 compared to 2Be, respectively. Black dots indicate the position of the Be atoms.

nature of Be2 suggests high feasibility for experimental confirma-
tion. Given that Be2 can form dimers at ultracold temperatures
and the calculated binding energy of the e+-bonded Be2 system
aligns with typical vibrational excitation energies, it stands as a
promising candidate for experimental detection. Such a detec-
tion would mark the pioneering observation of a positron bond
in neutral atomic systems, a phenomenon previously overlooked,
and would represent a significant scientific advance in the long
history of vdW-bonded system studies.

The complete replacement of electronic bonding with positron-
driven stabilization, particularly the novel “outer-region” positron
accumulation, opens unprecedented avenues for exploring exotic
chemical bonds. For instance, methods as multicomponent quan-
tum theory of atoms in molecules (MC-QTAIM)27,76 or interfer-
ence energy analysis77 might elucidate deeper characteristics of
these new exotic bonds. Future research will explore positron
binding in other dimers. Investigating the dynamical aspects of
positron-induced electron cloud deformation could also provide
crucial insights into the transient processes involved. Ultimately,
these findings contribute significantly to the field of positron
chemistry, offering a fresh perspective on how positrons can me-
diate and even dictate molecular interactions.

Supporting Information

The Supporting Information provides further details about the po-
tential energy curve for Be2 and e+:Be2 at the VMC level.

Author Contributions

Conflicts of interest
The authors declare no conflict of interest.

Data availability
Data for this paper, including basis set, density cube files, tabu-
lated raw energetic data, outputs, and postprocessing scripts, are
available in the Zenodo archive at https://doi.org/10.5281/
zenodo.16582423

Acknowledgements
The QMC calculations presented in this paper were carried out
using the HPC facilities of the University of Luxembourg78 (see

hpc.uni.lu). The authors acknowledge Dr. Matteo Barborini (mat-
teo.barborini@uni.lu) for the support on QMeCha code, the im-
plementation of the energy decomposition, discussions, and for
providing the resources to perform the QMC calculations. MTNV
acknowledges support from CNPq (Grant no.306285/2022-3).
AR acknowledges support from Universidad Nacional de Colom-
bia (HERMES 63579).

Notes and references
1 Y. C. Jean, P. E. Mallon and D. M. Schrader, Principles and

Applications of Positron and Positronium Chemistry, World Sci-
entific, 2003.

2 Physics with Many Positrons, ed. A. Dupasquier, A. P. Mills,
R. S. Brusa and R. S. Brusa, IOS Press, 2010.

Journal Name, [year], [vol.],1–11 | 9

Page 9 of 12 Chemical Science

C
he

m
ic

al
S

ci
en

ce
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

1/
7/

20
25

 8
:1

7:
43

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/D5SC05711F

https://doi.org/10.5281/zenodo.16582423
https://doi.org/10.5281/zenodo.16582423
http://hpc.uni.lu
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5sc05711f


3 S. D. Bass, S. Mariazzi, P. Moskal and E. Stepien, Reviews of
Modern Physics, 2023, 95, 021002.

4 D. W. Gidley, H.-G. Peng and R. S. Vallery, Annual Review of
Materials Research, 2006, 36, 49–79.

5 A. N. Singh, Applied Spectroscopy Reviews, 2016, 51, 359–378.
6 G. Consolati, D. Nichetti and F. Quasso, Polymers, 2023, 15,

3128.
7 M. J. Brunger, D. B. Cassidy, S. Dujko, D. Marić, J. Marler, J. P.
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M. Dadgar, J. Gajewski, A. Gajos, G. Grudzień, B. C. Hiesmayr,
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