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nse of aromatic cyclocarbons

Simone Grillo, *ab Olivia Pulci a and Tommaso Giovannini *a

Cyclo[n]carbons are a recently synthesized class of carbon allotropes that offer a unique platform to probe

electron delocalization, quantum confinement, and strong correlation effects. Their peculiar electronic

properties and bond topologies make them attractive for next-generation molecular optoelectronic,

photonic, and quantum technologies. To explore such a potential, a deep understanding of their optical

response is necessary. Here, we present the first systematic characterization of the optical response of

aromatic cyclo[n]carbons in the whole UV-Vis range, using state-of-the-art many-body methods. Our

results show a remarkable tunability of their optical response with respect to ring size and structure,

identifying key structure–property relationships. These findings provide a fundamental framework for

tailoring the optical properties of p-conjugated carbon nanorings and offer design principles for their

integration into adaptive molecular devices and quantum photonics architectures.
1 Introduction

Cyclo[n]carbons are planar molecular rings composed exclu-
sively of n sp-hybridized carbon atoms.1 These unusual carbon
allotropes have attracted signicant interest due to their
distinctive structural and electronic properties, making them
a fascinating platform for studying electron delocalization,
quantum connement, and strong correlation effects.2,3 The
experimental synthesis of cyclo[18]carbon (C18) in the
condensed phase in 2019 (ref. 4) marked a pivotal milestone,
unveiling its characteristic alternating single-triple bond
conjugation pattern.5 This breakthrough has paved the way for
the design and synthesis of additional cyclo[n]carbons,6–9 con-
rming the stability of these carbon allotropes on surfaces, even
for large carbon frameworks.

From early theoretical works to recent on-surface synthesis
of larger systems,4,6–10 these carbon allotropes have transitioned
from purely exotic molecules to experimentally accessible
systems, enabling systematic studies of their electronic and
optical properties. However, despite rapid experimental prog-
ress, the fundamental understanding of their optical behavior
remains limited, which hampers their potential use as tunable
elements in molecular-scale optoelectronics and quantum
photonics.11–16 Theoretical approaches are thus crucial not only
to elucidate their intrinsic properties but also to guide techno-
logical developments.

In this work, we predict the optical properties of aromatic
cyclo[n]carbons by using state-of-the-art methods in quantum
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chemistry and condensed matter physics, properly describing
electron correlation. This is a fundamental prerequisite as their
electronic structure is characterized by a p-conjugation
pattern,17 which exhibits complex many-body effects that chal-
lenge both conceptual frameworks and computational
methods.6 In particular, our ndings identify key trends in the
optical response of cyclo[n]carbons, clarifying their electronic
delocalization, strong electron correlation, and structure–
property relationships. Most notably, we demonstrate that the
optical gap and spectral features can be nely tuned through
structural control by external stimuli. This aspect highlights the
versatility of cyclo[n]carbons, positioning them as tunable,
molecular building blocks for next-generation molecular opto-
electronic technologies.
2 Results and discussion

We start our analysis with the smallest aromatic cyclo[n]carbon
exhibiting a polyyne electronic structure: C14 (see Fig. 1a for the
CCSD/cc-pVDZ3 geometrical parameters). To assess the perfor-
mance of state-of-the-art quantum methods for predicting the
optical response of molecular systems,18,19 the excitation ener-
gies are computed using highly correlated wavefunction-based
Post-Hartree–Fock (Post-HF) methods (equation of motion
coupled cluster EOM-CC2, EOM-CCSD, and EOM-CC3, as well
as multireference approaches based on Complete Active Space
Second Order Perturbation CASPT2 with 8 electrons in 8 active
orbitals), time-dependent density functional theory (TDDFT),
and many-body perturbation theory (MBPT) within the Bethe–
Salpeter equation (BSE) formalism. It is worth noting that, due
to its highly symmetric D7h structure, most electronic transi-
tions are dark. As a result, the rst bright excitation involves
singlet states ranging from S15 to S32, depending on the
method. This makes highly correlated excited-state calculations
Chem. Sci.
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Fig. 1 (a) Molecular structure of C14. Geometric parameters (bonds
and angles) at the CCSD/cc-pVDZ level3 and point group symmetry
are highlighted; (b) graphical depiction of the eight valence MOs
involved in the first bright transition of C14, calculated at the HF/aug-
cc-pVDZ level (dark: occupied MOs, light: virtual MOs). (c) C14 exci-
tation energies (eV) of the first bright transition as a function of the
level of theory.
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particularly demanding, as a large number of singlet states
must be converged to fully characterize the optical spectrum in
the whole UV-Vis range (see Methods). For this benchmark, we
thus focus on the rst bright excitation only, which is associated
with a p–p* electronic transition (see Fig. 1b). Highly
symmetric patterns characterize all involved molecular orbitals
(MOs), which are pair-degenerate with the p and p* MOs di-
splaced in-plane (orange-scale gradient) or out-of-plane (blue-
scale gradient). The rst excitation involves the eight valence
MOs (four highest occupied and four lowest unoccupied MOs)
Chem. Sci.
and occurs between occupied and virtual MOs of the same color
scale due to symmetry constraints (see Fig. 1b and S2 in the SI).

In Fig. 1c, the excitation energies of the rst bright excitation
energy at the considered levels of theory (see also Methods) are
graphically depicted (see Table S1 in the SI for raw data). The
accuracy of each approach can be judged by comparison with
the EOM-CC3 result, which is taken as the reference.18,19 Among
the employed methods, TDDFT is the most computationally
affordable, but its performance strongly depends on the
exploited exchange-correlation (XC) density functional.20 Global
hybrids such as PBE0 (ref. 21) and B3LYP22,23 give the closest
agreement with CC3, while meta-hybrids (M06-2X24) and range-
separated hybrids (CAM-B3LYP,25 uB97xD26) progressively
deteriorate the accuracy.

To rene the description beyond TDDFT, we turn to the BSE
formalism. At this level of theory, quasiparticle energies are rst
computed by means of the GW approximation and then used to
solve the BSE for the excited states. In particular, we employ the
eigenvalue self-consistent GW scheme (evGW), which provides
reliable quasiparticle energies by self-consistently converging
the eigenvalues.27,28 Remarkably, our results show that the
excitation energy is essentially insensitive to the chosen starting
functional in the GW calculations (BSE@PBE0, BSE@B3LYP,
BSE@CAM-B3LYP, and BSE@optimally tuned range separated
hybrid (BSE@OTRSH),29 see also Methods section). Indeed, the
agreement with the reference CC3 calculations is excellent,
showing a consistent underestimation of the excitation energy
of about 0.15–0.16 eV. EOM-CC2 also performs remarkably well
(error 0.27 eV), while EOM-CCSD overestimates the transition
energy (0.88 eV). Such a trend has also been reported for other
systems, and is generally due to error cancellation at the EOM-
CC2 level of theory.19,30–33 A similar overestimation is also re-
ported at the CASPT2(8,8) level, either by using the state-specic
(SS) or multi-state (MS) approach, providing an error of 0.52 eV
and 0.67 eV, respectively.

Overall, our results highlight the complex electronic struc-
ture of C14, which requires high-level correlated methods to
reproduce the CC3 reference. This is due to the highly delo-
calized nature of the MOs involved in the transition (see
Fig. 1b), which extend over the entire molecular framework,
consistent with the conjugated nature of the bonds. Among the
tested methods, BSE/evGW and EOM-CC2 provide the best
compromise between computational costs and accuracy, with
EOM-CC2 also correctly reproducing the reference EOM-CC3
relative intensity of the weak transition at 3 eV (see Fig. S3 in
the SI).

We now move to cyclo[18]carbon (C18), which is the rst
experimentally synthesized member of this class,4 and, also, the
most studied cyclo[n]carbon from a theoretical point of
view.2,3,12,14,15,34–37 Most of these works focus on the determina-
tion of the electronic structure of such a carbon allotrope in the
gas phase. However, the successful experimental synthesis of
C18 on a NaCl substrate4 raises the question of whether the
substrate inuences its electronic structure, and in particular,
its optical response. Given the absence of explicit experimental
absorption spectra for free-standing C18, it is crucial to deter-
mine whether electrostatic interactions with the underlying
© 2025 The Author(s). Published by the Royal Society of Chemistry
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ionic lattice could signicantly alter its excitation energies. To
this end, we follow the strategy proposed in ref. 6, i.e. we employ
a multiscale QM/Molecular Mechanics (QM/MM) approach
based on electrostatic embedding.38,39 Within this framework,
C18 is treated at the QM level, while the NaCl substrate is
described as a xed array of point charges (+1 and −1),
mimicking the ionic nature of the substrate. Such charges enter
the QM Hamiltonian via the electrostatic interaction with the
potential generated by the QM density, which is therefore per-
turbed and modied by the external eld. To minimize
boundary effects and ensure a realistic description of the
substrate inuence, we construct a large NaCl supercell con-
sisting of a 100 × 100 × 100 Å3 cubic lattice with a lattice
parameter of 5.44 Å.6,9 This setup yields a total of 46 656 external
point charges and ensures that the electrostatic potential
experienced by the C18 is representative of an extended surface
(see Fig. 2a and b).

To isolate the purely electrostatic inuence of the substrate,
the molecular geometry of C18 is not relaxed, and kept xed at
the CCSD/cc-pVDZ geometry recovered from ref. 3. In this way,
the direct contribution of the substrate on C18 optical response
is dissected from any geometrical effect. This assumption is
supported by previous ndings reported in ref. 6 and 40, which
demonstrate that the presence of NaCl does not introduce any
Fig. 2 (a and b) Graphical depiction of C18 in the gas-phase (a) and
adsorbed on a NaCl surface at four different positions (b). Geometric
parameters (bonds and angles) at the CCSD/cc-pVDZ level3 and point
group symmetry are highlighted; (c) EOM-CC2/aug-cc-pVDZ optical
spectra of C18 in vacuo (dashed blue) and adsorbed on NaCl at four
different positions. A Gaussian-type broadening (FWHM = 0.3 eV) is
used.

© 2025 The Author(s). Published by the Royal Society of Chemistry
substantial structural modication on the C18 structure. The
molecular system is placed at a distance of 3.2 Å from the NaCl
surface, which has been identied as the equilibrium distance
in ref. 40 (see Fig. 2a and b). To analyze the dependence of the
absorption spectrum on the adsorption site, four adsorption
positions are considered by shiing the molecular system by
1.36 Å (lattice constant 5.44 Å).

To quantitatively assess the impact of the substrate, we
compute the absorption spectrum of C18 both in vacuo and in
the presence of the NaCl substrate (Fig. 2c) at the EOM-CC2/aug-
cc-pVDZ level. We exploit EOM-CC2 for the reliability of the
reproduction of EOM-CC3 results for C14, by using the electro-
static QM/MM implementation provided in the electronic
structure program eT (see Methods). All four structures are
nearly isoenergetic (maximum difference about 0.2 kcal mol−1),
indicating that the cyclocarbon can diffuse almost freely on the
NaCl surface, in agreement with previous calculations40 and
experimental data.4 All spectra shown in Fig. 2 are characterized
by three main peaks, and are almost superimposed, demon-
strating that the substrate and the adsorption site do not affect
C18 optical properties (see Table S2 in the SI for the raw data).
Notably, this is also valid by using EOM-CCSD, demonstrating
that such a result is valid for different levels of theory as well
(see Fig. S7 in the SI). TheMOs involved in the bright excitations
computed at the various levels are shown in Fig. S6 in the SI. As
for C14, the allowed transitions are associated with p–p* elec-
tronic transitions, with the rst excitation involving the eight
frontier MOs (four highest occupied and four lowest unoccu-
pied MOs), and all the remaining MOs involved in the second
and third excitations. Remarkably, at the EOM-CC2 level, the
rst bright excitation presents a shoulder at about 5.5 eV (which
is hindered under the rst band in all other methods, see Fig. S8
in the SI), which is associated to p–p* electronic transitions
involving the same MOs depicted in Fig. S6 in the SI.

As stated above, the spectra of C18, in vacuo or adsorbed on
NaCl, show minimal differences, with the spectral features
remaining essentially unchanged and with only negligible shis
observed. However, the convoluted spectrum of C18 on NaCl
hides a richer underlying structure, arising from the activation
of multiple electronic excitations that are optically forbidden in
the gas phase, due to the symmetry breaking induced by the
external potential of the surface (see Fig. S7 in the SI). Never-
theless, our ndings strongly suggest that the electrostatic
environment provided by an inert substrate such as NaCl4

should not signicantly perturb the optical response of C18.
This result reinforces our benchmark calculations on C14 in

gas-phase and allows us to perform all the following calcula-
tions in vacuo, remarking, however, that a different substrate
can potentially tune the optical response. This indeed raises the
question of under what conditions the optical response of
cyclocarbons can be modulated in the pursuit of optoelec-
tronics. One of the most exploited mechanisms in molecular
optoelectronics is the tunability of the optical response as
a function of the equilibrium geometry,41–43 which can be
altered by external stimuli – for instance, mechanical strain or
pressure, external electric eld, or chemical functionalization
by means of controlled interaction with substrates.
Chem. Sci.
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In our analysis, we adopt the CCSD/cc-pVDZ geometry from
ref. 3, as it correctly predicts the experimental polyyne struc-
ture.4 However, the theoretically optimized geometry of C18

varies across diverse computational studies depending on the
electronic structure methodology exploited for structure deter-
mination, yielding different bond lengths and bond length
alternation (BLA) patterns, underscoring the sensitivity of the
system to electronic correlation and exchange effects.3,4,15,17,40,44

To simulate the effect of an external stimulus, we therefore
compare two C18 geometries, optimized at different levels of
theory. In particular, we consider the CCSD/cc-pVDZ reference
geometry and an alternative structure optimized at the DFT
level using plane waves (PWs), employing a HSE XC func-
tional,45 where the HF exchange is increased to 80%. In this way,
the obtained geometric parameters are in excellent agreement
with previously reported values in the literature.4,15 Both struc-
tures exhibit a D9h symmetry polyyne-like arrangement, yet
display slight differences in their triple and single bond lengths,
which in the HSE geometry decrease by 0.033 Å and 0.024 Å,
respectively, when compared to CCSD/cc-pVDZ (see Fig. 3a).
Consequently, the BLA parameter increases from 0.145 Å
(CCSD/cc-pVDZ) to 0.154 Å (HSE).

To evaluate the impact of the structural variations on the
optical response, we compute the excitation energies using the
Fig. 3 (a) Graphical depiction of C18 molecular geometry as optimized
at the CCSD/cc-pVDZ3 (Geom. CCSD, left) and at the HSE (80% HF
exchange)/plane wave (Geom. HSE, right) levels. (b) EOM-CC2/aug-
cc-pVDZ optical spectra of C18 as a function of themolecular structure
(blue: Geom. CCSD; red: Geom. HSE). A Gaussian-type broadening
(FWHM = 0.3 eV) is used.

Chem. Sci.
electronic structure methods previously employed for the
analysis of C18 response. The results obtained at the EOM-CC2/
aug-cc-pVDZ level are reported in Fig. 3b. The spectra computed
using all other methods are also given in Fig. S9 in the SI.
Remarkably, despite the minimal geometric differences on the
order of tens of mÅ, we observe a relative shi of approximately
0.26–0.33 eV in the absorption spectrum, while the overall
spectral prole remains unchanged. Such an outcome is simi-
larly observed in all theoretical electronic structure methods
(see Fig. S9 and Table S3 in the SI). These ndings are partic-
ularly surprising and suggest a potential technological advan-
tage for this class of systems: even subtle mechanical
distortions could ne-tune the optical absorption of C18 over
a signicant energy range. These results open opportunities for
cyclo[n]carbon-based adaptive materials, where geometric
modulation could serve as an efficient strategy for optical
property control in next-generation molecular photonics and
tunable nanoscale devices. Also, they advocate for a proper,
reliable, and possibly direct experimental validation of the
theoretical structures, for instance, through high-resolution
spectroscopic techniques such as rotational, vibrational, or
Raman spectroscopy, which could provide precise structural
parameters.

The other intuitive method to tune the optical response of
cyclocarbons is to vary their size. To this end, we extend our
analysis to the optical properties of three additional aromatic
cyclo[n]carbons, namely C14, C22 and C26. To ensure consis-
tency, all geometries are optimized at the CCSD/cc-pVDZ level
(C14 and C22 are recovered from ref. 3), and display a polyyne-
like bond alternation pattern with D7h (C14), D11h (C22) and
D13h (C26, see Methods) symmetry (see also Fig. 4a). The BLA
index increases by increasing the ring size, moving from 0.135 Å
(C14) to 0.148 Å (C22) and to 0.149 Å (C26). As for C18, the
absorption spectra are computed using all the selected elec-
tronic structure methods (see Methods section). The computed
results are reported in Fig. S1 (C14), S4 (C18), S11 (C22) and S14
(C26) in the SI (raw data in Table S1, S2, S4 and S5 in the SI,
respectively), and conrm the trends discussed for C18. It is also
worth noting that, although the huge computational cost
associated with the theoretical methods, especially EOM-CC2
and EOM-CCSD, we characterize the optical spectrum of the
selected aromatic cyclocarbons in the whole UV-Vis range (from
3 to 8 eV), going beyond the calculation of the rst bright
excitation as previously reported for C18 only.35,46

The absorption spectra of all the studied carbon allotropes
exhibit three dominant bright excitations involving MOs with
a similar nature (see Fig. S2, S6, S12 and S15 in the SI). These
ndings demonstrate that, despite variations in ring size, all
aromatic cyclo[n]carbons share a common electronic structure,
where strong electron correlation and delocalization effects
dictate the optical response. As stated above, for the smallest
carbon ring (C14), a weak transition appears at around 3 eV (see
Fig. S3 in the SI). Such transition is also predicted for C18

(Fig. S10 in the SI), C22 (Fig. S13 in the SI), and C26 (Fig. S16 in
the SI), but its intensity decreases as the ring size increases,
becoming almost dark for the largest rings (C18, C22 and C26).
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) Molecular geometries of the studied cyclo[n]carbons. Geometric parameters (bonds and angles) at the CCSD/cc-pVDZ level (C14–C22,
from ref. 3) and point group symmetry are highlighted. (b) C14 (light), C18 (medium-light), C22 (medium-dark), and C26 (dark) excitation energies of
the first, second, and third bright transitions calculated at the EOM-CC2/aug-cc-pVDZ level. The energy shifts are also reported.
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The evolution of the rst bright excitation energy as a function
of ring size is systematically analyzed in Fig. 4b at the EOM-CC2/
aug-cc-pVDZ level (see also Fig. S17–S19 and Table S6 in SI for the
results obtained at the other levels of theory). A decrease of the
excitation energies by increasing the ring size is predicted by all
approaches, consistently with the expected behavior for quantum
connement in a delocalized p-system, where increasing system
size reduces the energy gap between frontier molecular orbitals.47

The energy shis by enlarging the ring size depend on the elec-
tronic transitions: for the rst two bright excitations, they range
from 0.33 eV (C14–C18) to 0.67 eV (C14–C22) and 0.83 eV (C14–C26).
The third excitation displays the largest energy shi that almost
reaches 2 eV when moving from C14 to C26 (1.88 eV). Similar
trends are also obtained by all other methods (see Fig. S17–S19
and Table S6 in SI). Remarkably, these results suggest that,
beyond external perturbations such as mechanical strain or
electrostatic elds, controlled modications of ring size could
serve as a powerful and predictable strategy for engineering the
optical properties of cyclo[n]carbons.
3 Conclusions

In this work, we have presented a theoretical investigation of the
optical response of aromatic cyclo[n]carbons, focusing on how
their spectroscopic features can be modulated through struc-
tural and environmental control. Our results rst reveal that
carbon nanorings share a common optical ngerprint consist-
ing of three dominant bright p–p* transitions, whose excitation
energies decrease systematically with increasing ring size,
© 2025 The Author(s). Published by the Royal Society of Chemistry
spanning more than 1 eV between C14 and C26. This trend
reects the delocalized nature of their p-electron systems and
establishes the ring size as an effective handle for tuning their
optoelectronic properties.

By analyzing the case of C18 in the presence of an electro-
static embedding model for the NaCl substrate, we also
demonstrate that an inert ionic environment used in experi-
mental synthesis does not signicantly perturb the absorption
spectrum. However, our calculations show that even subtle
changes in the molecular geometry, such as small variations in
single and triple bond lengths, can induce spectral shis on the
order of 0.2–0.3 eV. This remarkable sensitivity highlights the
potential for nely controlling the optical properties of cyclo[n]
carbons through external stimuli, such as mechanical strain,
electric elds, or chemical functionalization.

To conclude, our ndings demonstrate that the optical
response of cyclo[n]carbons can be engineered through both
intrinsic (geometry, ring size) and extrinsic (substrate, environ-
ment) parameters, making them promising candidates for
applications in nanoscale optoelectronics, photonics, and
quantum technologies. This study establishes a rigorous theo-
retical foundation that can guide future experimental efforts and
support the design of functional carbon-based molecular devices.
4 Methods

Cyclo[n]carbons (n = 14, 18, 22) geometries are recovered from
ref. 3, and are optimized at the CCSD/cc-pVDZ level of theory. C18

geometry is also optimized using a plane wave (PW)-based
Chem. Sci.
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method within the framework of DFT, as implemented in the
Quantum ESPRESSO package.48,49 The range-separated hybrid
functional HSE45 with an increased HF exchange (80%) is used,
following previous studies.4,15 The geometry of cyclo[26]carbon is
extrapolated from smaller members of the series and veried at
the CCSD/cc-pVDZ level, conrming that it corresponds to a local
minimum (Root Mean Square force smaller than 3 × 10−4 a.u.).
The optical properties of the selected cyclo[n]carbons are
computed by using various electronic structure methods. In all
cases, the aug-cc-pVDZ basis set is exploited. For the specic case
of cyclo[18]carbon, the spectra are also calculated using the aug-
cc-pVTZ basis set (see Fig. S5 in the SI), showing an almost perfect
superposition with the aug-cc-pVDZ counterparts (see also Table
S2 in the SI for raw data), thus demonstrating basis-set conver-
gence. TDDFT calculations using global-hybrids (B3LYP, PBE0),
meta-GGA hybrid (M06-2X), and range-separated hybrid (CAM-
B3LYP, uB97xD) density functionals are performed by using
PySCF.50,51 All calculations are performed by requesting 100
excitations. Equation-of-motion (EOM)-CC2, EOM-CCSD, and
multiscale EOM-CCSD/MM calculations are also performed using
the electronic structure code eT.52 For EOM-CC2, 100 excitations
are required, while for EOM-CCSD equations are solved for 100
states (C14), 80 states (C18, C22), and 70 states (C26). EOM-CC3
calculations on C14 are performed by requiring 32 excited
states. BSE/evGW calculations are performed by exploiting the
resolution-of-identity approximation as implemented in the
molGW code,53 requesting in all cases 100 excitations. GW
corrections are applied to a ground state computed at the B3LYP,
PBE0, CAM-B3LYP, and optimally-tuned range-separated hybrid
(OTRSH) levels. The OTRSH g parameter is optimized for each
cyclo[n]carbon as proposed in ref. 29 by enforcing the DFT ioni-
zation potential theorem (using the cationic expression only).54,55

The resulting g parameters are: 0.2 (C14), 0.17 (C18), 0.18 (C22),
0.16 (C26). SS- and MS-CASPT2(8,8) calculations are performed by
using OpenMolcas.56 CASPT2 wavefunction is constructed on top
of a state-average CASSCF calculation by using 8 active electrons
in 8 active MOs, that are represented in Fig. 1b (C14), S6 in the SI
(C18), S12 in the SI (C22), and S15 in the SI (C26). The aug-cc-pVDZ
basis set is expanded (through the EXPBAS procedure) by starting
from an ANO-RCC-MB basis set. 25 states are requested for all
CASPT2 calculations.
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