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otocatalytic dissociation of water
molecules on rutile TiO2 surface via hybrid
functional based linear response time-dependent
density functional theory

Lei Wang, a Xiaofeng Liu, *b Qunxiang Li, *a Jinlong Yang a and Wei Hu *a

Rutile TiO2 shows great potential for photocatalytic water (H2O) splitting into oxygen (O2) and hydrogen

peroxide (H2O2). However, the mechanism of surface water oxidation on rutile TiO2 remains unclear,

involving complex ground-state thermal catalysis and excited-state photocatalysis processes. Here, by

using linear response time-dependent density functional theory (LR-TDDFT), we investigate H2O

oxidation at both the ground-state and excited-state levels. Our results show that O2 formation is

thermocatalytic and occurs at room temperature, while H2O2 desorption is driven by photogenerated

holes, requiring light to overcome a high-energy barrier, which agrees with experiments showing O2

formation is more favorable. Furthermore, comparing the computational results obtained using the local

PBE and nonlocal HSE functionals, we find the HSE provides a more accurate description of the

electronic interactions between TiO2 and the adsorbates, and the reaction pathways, especially under

excited-state conditions. Our work provides a pathway for understanding TiO2 water oxidation

mechanisms.
Introduction

The water oxidation reaction is a crucial step in the photo-
catalytic water splitting process, enabling the production of
high-value chemicals such as hydrogen peroxide (2H2O/H2O2

+ H2) and oxygen (2H2O / O2 + 2H2).1–4 H2O2 exhibits wide-
spread application in wastewater treatment, chemical
synthesis, and paper manufacturing, while O2 is essential for
photosynthesis and respiration. One of the signicant chal-
lenges in water oxidation is the selective control of the reaction
pathway.5,6 The water oxidation reaction can proceed via a two-
electron pathway, producing H2O2 (2H2O + 2h+ / H2O2 +
2H+),3,4 or a four-electron pathway, generating O2 (2H2O + 4h+

/ O2 + 4H+).1,2,7 Although the two-electron pathway requires
fewer electrons, the four-electron pathway typically dominates
in practical applications, resulting in reduced selectivity for
H2O2.7–9 Titanium dioxide (TiO2) possesses promise in water
photocatalysis due to its excellent light stability, low toxicity,
and cost-effectiveness.10–20 However, the detailed mechanisms
governing the surface water oxidation reaction remain poorly
understood, particularly regarding the reaction pathways and
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16884
selective control in both ground-state thermal catalytic and
excited-state photocatalytic processes.

The adsorption and dissociation behavior of water on rutile
TiO2(110) has been extensively characterized using TPD,21

STM,22 2PPE,23 and IRAS24 techniques. These studies have
established that water tends to dissociate at oxygen vacancy
sites, forming bridging hydroxyls, while molecular adsorption
can also occur at Ti5c sites. Under specic conditions, disso-
ciative adsorption at Ti5c sites has also been observed. More-
over, UV-induced photodissociation of isolated H2O monomers
has been experimentally conrmed at cryogenic temperatures,
supporting the existence of photoresponsive surface interme-
diates relevant to photocatalysis.22,25 The oxidation of water on
TiO2 surfaces involves multiple competing reaction pathways,
with complex intermediate species. Notably, the formation of
peroxide intermediates proceeds through diverse mechanisms,
such as oxo–oxo coupling of OHcor Oc− radicals on metal
sites,8,26,27 as well as nucleophilic attack by water molecules on
M–Ocspecies.27–29 Subsequently, these peroxide intermediates
can either undergo protonation to form H2O2 or deprotonation
to yield O2. Normally, water oxidation prefers the formation of
O2 in an alkaline environment, while the yield of H2O2 is
poor.7–9,30 The intricate nature of these competing pathways
presents a signicant challenge in understanding the mecha-
nisms and kinetics that govern H2O2 and O2 evolution.31,32

Furthermore, the photocatalytic water oxidation reaction
involves excited-state intermediates, including OHcradicals, Oc−
© 2025 The Author(s). Published by the Royal Society of Chemistry
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anions, and peroxide species.8,33,34 Although some strategies
such as doping, surface modication, and development of novel
catalysts have been proposed to improve the selectivity of H2O2

production, the yield is still far below expectations.31,35–39

Meanwhile, theoretical simulation of these photoinduced
intermediates and their reactions on the catalyst surface
remains a challenge.

Recent comparative studies have provided valuable insight
into this issue. Valdés et al. investigated photo-oxidation on the
rutile (110) surface using density functional theory (DFT),
reporting a moderate overpotential of approximately 0.78 V at
pH = 0, sufficiently low to permit spontaneous reaction under
light irradiation.40 Similarly, Li et al. demonstrated that visible
light can effectively drive the OER on anatase, with a compa-
rable overpotential of around 0.7 V.27 Malik et al. carried out
a comparative DFT study on rutile, anatase, and brookite
surfaces.5 By constructing free energy diagrams involving key
intermediates (OH*, O*, and OOH*), they showed that anatase
tends to favor the two-electron pathway for H2O2 generation,
whereas brookite and rutile exhibit less denitive selectivity.
Specically, brookite may promotecOH formation via a one-
electron pathway, while rutile shows a greater tendency
toward the four-electron pathway for O2 evolution. Despite these
advances, accurately simulating the excited-state behavior of
photoinduced species (such as OHc, O−, and peroxide inter-
mediates) remains a signicant computational challenge. Most
previous studies have relied on ground-state DFT, which is
insufficient to capture the dynamic nature of photoexcited
carriers. To overcome this limitation, time-dependent DFT
(TDDFT), particularly in its linear-response formulation (LR-
TDDFT), has been employed to model excitation spectra and
electron–hole interactions in photocatalytic systems.41–43

However, the commonly used PBE functional systematically
underestimates band gaps and excited-state energies. Hybrid
functionals such as HSE provide more accurate descriptions but
are computationally demanding.44,45 To address this trade-off,
our group has recently developed low-rank approximations46

that signicantly accelerate hybrid LR-TDDFT calculations
while retaining high accuracy.

In this work, we simulate the adsorption of two water (H2O)
molecules on TiO2 surfaces leading to O2 and H2O2 formation,
focusing on reactions with high ground-state barriers. Our
results show that O2 formation follows a thermocatalytic
pathway, while H2O2 formation is photocatalytic, requiring light
to overcome a high desorption barrier. This explains why H2O2

is rarely observed in experiments. We compare the PBE and HSE
functionals, nding that while PBE underestimates the excited-
state reaction barrier, HSE provides a more accurate description
of electronic interactions and reaction pathways. This research
highlights the importance of hybrid functionals in accurately
modeling excited-state photocatalytic reactions.

Computational methods

We perform the ground-state DFT calculations implemented in
the plane-wave-based Vienna ab initio simulation package
(VASP).47,48 The projector-augmented wave potential is used to
© 2025 The Author(s). Published by the Royal Society of Chemistry
separate the valence electrons from the core ion.49 The cutoff
energy is set to 500.0 eV. The exchange-correlation interaction is
described by using both the PBE50 functional within GGA and
the HSE06 (ref. 44 and 45) hybrid functional. The van der Waals
interaction is included by employing the DFT-D3 method with
Becke-Jonson damping.51,52 An 11 × 11 × 15 Monkhorst–Pack k-
point mesh53 are sampled in the rst Brillouin zone for geom-
etry optimization of bulk and the G point for surface systems.
We use a 4 × 2 TiO2 (110) supercell containing three O–Ti–O
layers to simulate water (H2O) dimer adsorbed on the TiO2 (110)
surface. A 20.0 Å vacuum gap is included above the surface in
this model. All atoms are allowed to relax until the force acting
on each is less than 0.01 eV Å−1. We use the VASPKIT code for
post-processing of the VASP calculated data.54 The vibrational
energies are computed using numerical Hessians via nite
differences, as implemented in VASP by setting IBRION = 5. In
this approach, the second derivatives of the total energy with
respect to atomic displacements are evaluated numerically to
obtain the phonon frequencies at the G point.

In order to study the transition-state electronic structures,
we adopt the climbing image nudged-elastic band (CI-NEB)
method55,56 to compute the reaction path and obtain the
energy barrier in the ground-state. We perform a spin analysis
for all the structures involved in the reactions and nd that only
structures J and K exhibit nonzero magnetic moments (Fig. 2
and Table S1), since the oxygen molecule prefers the triplet
state. Therefore, we employ non-spin-polarized TDDFT
calculation.

We perform the excited-state electronic structure calcula-
tions within LR-TDDFT57,58 implemented in the KSSOLV59–61

soware package developed by our research group. The opti-
mized norm-conserving Vanderbilt (ONCV) pseudopotentials,
as well as PBE and HSE hybrid exchange-correlation functional
are used.62,63 All calculations are carried out at the G point. The
kinetic energy cutoff is set to 20.0 hartree. In the framework of
LR-TDDFT, the excitation wavefunction (e–h pairs) is expanded
in the ground-state KS orbitals fi as

jðre; rhÞ ¼
XNc

j

XNv

i

XjifjðreÞf*
i ðrhÞ (1)

where Nv and Nc are the number of valence and conduction
orbitals, i and j represent label valence and conduction orbitals,
respectively. X are the transition vectors, and corresponding
excitation energies are obtained by diagonalizing the LR-TDDFT
Hamiltonian. In the LR-TDDFT, the excitation wave function is
expanded over both valence and conduction orbitals, which are
two-particle representation (e–h pairs) from an excitonic
perspective, and can obtain both the excited-state electrons and
holes at the same time.
Results and discussion

To investigate the potential photocatalytic reactions of two H2O
molecules adsorbed on the rutile TiO2(110) surface, we simulate
two reaction pathways for the generation of hydrogen peroxide
or oxygen (Fig. 1). Fig. 2 depicts their structural congurations
Chem. Sci., 2025, 16, 16876–16884 | 16877
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Fig. 1 Schematic diagram of two photocatalytic pathways for two water molecules adsorbed on rutile TiO2 (110) surface. Pathway I shows the
gradual conversion of surface hydroxyl groups to produce H2O2, and Pathway II illustrates the stepwise transformation of adsorbed oxygen
species into O2.
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and corresponding free energy evolution, which involves thir-
teen reaction steps (eqn (a) to (l)). Initially, the two H2O mole-
cules are adsorbed on two adjacent titanium (Ti) atoms
(Structure A). With the hydrogen (H) atoms migrating to the
bridged oxygen (Obr) site, the dissociated water adsorption
structure is formed (Structure C). Two protons are released from
the Obr site, and two holes are transferred to surface oxygen
atoms near the adsorbed OH anions, resulting in the formation
of two OHcradicals (Structure D).64,65 The released protons are
assumed to exist as solvated H+ species in the solution phase.
The formation of H2 through the reduction of H+ by photog-
enerated electrons on bare TiO2 surfaces is generally unfavor-
able due to the high activation energy required for hydrogen
atom migration and recombination. Multiple experimental
studies indicate that H2 production on bare TiO2 surfaces is rare
and typically requires metal co-catalysts (e.g., Pt) or elevated
temperatures.66,67 The desorption behavior of OHcradicals is
highly dependent on the environment. While OHccan desorb
into the gas phase under UHV conditions via photoinduced
processes, in aqueous environments, OHcradicals on rutile TiO2

surfaces predominantly remain surface-bound.68–70 Subse-
quently, the oxygen atoms from the OH groups approach each
other, leading to the formation of a hydrogen peroxide
adsorption structure with an energy barrier of 0.68 eV (Structure
E). Hydrogen peroxide can desorb from the surface, overcoming
16878 | Chem. Sci., 2025, 16, 16876–16884
a determinative barrier of 1.17 eV. Additionally, the two
hydrogen atoms in Structure D can further migrate to the Obr

site, bringing the oxygen atoms closer together to form an O–O
bond (Structure I), with an energy barrier of 0.32 eV. In Structure
G, a hydrogen atommay rst be removed to form HO–O species,
followed by the transfer of another hydrogen to the Obr site,
leading to Structure I. Further, two protons are released from
the Obr site, with two holes again transferred to the surface
oxygen from the adsorbed water molecules (Structure J). The
reaction concludes with the desorption of an O2 molecule. The
relevant reaction equations and energy barriers for ground-state
are as follows:

2H2O + 2* / 2*OH2 (a)

2*OH2 +
D / *OH2 + *OH− + DH+, Ea = 0.02 eV (b)

*OH2 + *OH + DH+ + D / 2*OH− + 2DH+, Ea = 0.00 eV (c)

2*OH− + 2DH+ + 2h+ / 2D + 2*OHc + 2H+ (d)

2*OHc / *O2H2, Ea = 0.68 eV (e)

*H2O2 / H2O2 + *, Ea = 1.17 eV (f)

2*OHc / *OHc + *Oc− + DH+, Ea = 0.30 eV (g)
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Gibbs free energy profiles for reaction path of generating O2 or H2O2 from two water molecules adsorption on rutile TiO2 (110) surface
with light-induced bias potential of U = 2.8 V. The reaction pathway includes multiple reaction steps (a)–(l), marked along the reaction coor-
dinate. The numbers (in eV) represent the relative free energy of each state.
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*OHc + *Oc− + DH+ / 2*Oc− + 2DH+, Ea = 0.32 eV (h)

2*Oc− + 2DH+ / *OO2− + 2DH+, Ea = 0.04 eV (i)

*OO2− + 2DH+ + 2h+ / *OO + 2H+ (j)

*OO / O2 + *, Ea = 0.00 eV (k)

*OHc + *Oc− + DH+ / *OOH− + DH+, Ea = 0.27 eV (l)

*OOH− + DH+ / *OO2− + 2DH+, Ea = 0.01 eV (i0)

* stands for the surface Ti5c site and D for the surface Obr site.
Subsequently, we calculated the Gibbs free energy proles

for the two reaction pathways of water oxidation on the TiO2

surface, leading to the formation of O2 and H2O2, respectively.
The computational details are presented in the SI. Fig. 2 illus-
trates the calculated Gibbs free energy changes (DG) for the
elementary steps involved in these pathways under a photo-
induced external potential U, where U is dened as the energy
difference between the water reduction potential and the
conduction band minimum (CBM) of TiO2. Under visible-light
© 2025 The Author(s). Published by the Royal Society of Chemistry
irradiation (U = 2.8 V), all elementary steps in the O2 evolu-
tion pathway exhibit relatively small DG values, indicating that
the formation of O2 is thermodynamically favorable on the TiO2

surface. Notably, the overall DG for the complete O2 evolution
pathway is calculated to be −6.27 eV, which is signicantly
lower than the value of 4.92 eV obtained in the absence of
photo-excitation.

This clearly highlights the thermodynamic advantage of
photo-induced excitation in facilitating water oxidation toward
O2. For the H2O2 formation pathway, the desorption step of
H2O2 (reaction f) presents a considerably high DG of 1.01 eV,
suggesting that this step is thermodynamically unfavorable. For
the two water-splitting pathways yielding H2/O2and H2/H2O2,
the total enthalpy changes are 5.92 eV and 3.98 eV, respectively.
To evaluate the rationality of the proposed mechanisms, we
have summed the energy changes from steps (a) through (l),
obtaining total values of 5.66 eV and 3.62 eV, respectively. These
are in good agreement with the theoretical values within
a reasonable margin of error, conrming that the proposed
reaction pathways form a complete and energetically consistent
catalytic cycle.
Chem. Sci., 2025, 16, 16876–16884 | 16879
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It is important to note that the Gibbs free energy diagram
presented in Fig. 2 was obtained based on an ideal, defect-free
TiO2(110) surface. While this model provides a clean reference
for exploring intrinsic reaction energetics, it does not capture
the complexity of real catalytic surfaces. In particular, the
presence of oxygen vacancies can signicantly modify the
adsorption strength and reaction pathways of water mole-
cules.71,72 Previous studies have shown that water tends to di-
ssociatively adsorb at oxygen vacancy sites, forming bridging
hydroxyls that are stabilized by local structural distortions.
Regarding the desorption of O2, our results suggest that it can
occur spontaneously from the defect-free surface due to weak
physisorption through van der Waals interactions.73 However,
this behavior should not be generalized to defective surfaces.
On TiO2 surfaces containing oxygen vacancies, O2 is known to
chemisorb at these sites, oen forming O−

2 species that are
considerably more strongly bound.74 Each oxygen vacancy can
stabilize up to two O2 molecules, leading to strong retention of
oxygen species on the surface. Consequently, spontaneous
desorption of O2 is highly unlikely in such cases. These ndings
highlight that the desorption behavior of O2 is strongly
dependent on the surface defect landscape and must be inter-
preted with caution when extrapolating from idealized models.
Future work should systematically investigate the role of surface
defects—such as oxygen vacancies, step edges, and under-
coordinated sites—on the energetics and mechanisms of water
oxidation reactions.

To deeply understand the photocatalytic mechanisms, we
analyzed several processes with higher energy barriers under
excited-states: the reaction steps in eqn (e)–(h). The higher
reaction energy barriers indicate that these reactions are diffi-
cult to occur spontaneously at room temperature and may
require light to activate them.

Usually, the excited carriers can quickly decay to the lowest
excited-state through ultrafast non-radiative processes aer
photon excitation,75,76 so we assume that the system evolves to
the lowest excited-state energy surface before e–h recombina-
tion. We compute the excited-state energies of all intermediate
structures by LR-TDDFT and then add the ground-state total
energy and the lowest excitation energy of each structure. It is
difficult to evaluate the excited-state potential energy surface in
TDDFT framework within plane-wave basis sets for condensed
phase systems. Therefore, we use the ground-state reaction path
approximation, ignoring the response of the nuclear system to
the excited electrons.77,78 This approximation is reasonable for
condensed matter systems, especially solid systems, and has
been demonstrated to be effective in previous works.41,42,79,80 The
main reasons are as follows. (1) Since the condensed matter
system oen has a large number of electrons, the excitation of
a single electron has a limited inuence on the system, which is
oen smaller than the thermal uctuation at a certain
temperature. (2) Dense energy levels create bands, making
excited carriers decay quickly, leaving nuclear motion with no
time to respond to these evolution of excited carriers.

Next, we examined the energy distributions of the ground-
and excited-states along the reaction paths of the four previ-
ously discussed reactions calculated by PBE functional (Fig. 3
16880 | Chem. Sci., 2025, 16, 16876–16884
and S1–S3). We found that for the process of HO–OH bond
formation (eqn (e)), the excited-state energy barrier is higher
than the ground-state energy barrier, which indicates a ground-
state thermal catalytic process. For the O–H bond dehydroge-
nation process (eqn (g) and (h)), the energy barriers for the
excited-state and ground-state are similar, and the reaction can
occur without the involvement of light. For the H2O2 desorption
process, the excited-state energy barrier is lower than the
ground-state energy barrier, suggesting that light is required for
the reaction to proceed, making it an excited-state photo-
catalytic process. This will be the focus of our study, and we
analyzed the reaction mechanism using both the PBE and HSE
functionals.

As shown in Fig. 3, three intermediate structures are intro-
duced between the reactant (designated as Structure I) and the
product (designated as Structure V). For ground-state, the
energy differences between PBE and HSE calculations are small,
with reaction barriers of 1.17 eV and 1.22 eV, respectively, which
manifests this reaction cannot proceed at room temperature
without photon assistance. Both functionals show that the
energy gradually increases along the reaction path, without any
signicant transition state features. In contrast, for the excited-
state, the energy differences at PBE and HSE functionals are
substantial, with excited-state energies calculated by HSE
functional signicantly higher than those calculated by PBE
functional. The reaction barriers in the excited-state level are
0.56 eV for PBE and 0.79 eV for HSE, both signicantly lower
than their respective ground-state barriers. Although the HSE-
calculated excited-state energy barrier is higher than that ob-
tained from PBE, we believe it is more physically reasonable.
The PBE functional tends to underestimate excitation energies
and reaction barriers due to its inherent self-interaction error
and tendency to over-delocalize electrons, especially in systems
involving charge-transfer-like excited states.81,82 In contrast, the
HSE hybrid functional incorporates a portion of exact exchange,
which corrects for delocalization errors and yields a more
localized and realistic description of the excited-state electron
density. This reduction in the excited-state barrier highlights
the critical role of photogenerated holes in facilitating the H2O2

desorption process.
Moreover, the excited-state energy proles feature the reac-

tion transition states, where the transition states are located at
Structure II for PBE functional and Structure III for HSE func-
tional. Despite these differences in energy, the exciton distri-
butions calculated using the two functionals are remarkably
similar. By analyzing the exciton distributions, we nd that the
photogenerated holes and electrons in the lowest excited-states
between Structure I and Structure II are localized within the
TiO2 lattice, indicating that these excited-states are intrinsic
excitations of TiO2. Conversely, in Structures III and V, the
photogenerated holes are predominantly localized in H2O2.
This declares that redistribution of holes to H2O2 as the reaction
progresses activates the reaction and lowers the energy barrier.
To assess the likelihood of photoexcitation relevant to the
desorption process, we analyzed the excited-state density of
states (DOS), as shown in Fig. S4. A signicant density of excited
states is observed in the range of 2.70–3.00 eV, with
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Energy profiles for the H2O2 desorption, at ground-state and the lowest excited-state levels calculated by PBE and HSE functionals. The
top panels display distributions of the lowest excited-state electrons (blue) and holes (green) in real space calculated by HSE functional. The
isosurface value is 0.0002 e Bohr−3.
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a pronounced peak near 2.90 eV. This indicates the presence of
a large number of accessible unoccupied states within the
energy window typically covered by visible light sources. The
presence of these states suggests that photoinduced electronic
transitions are probable under experimentally relevant excita-
tion conditions.

In order to understand the evolution of photoexcited carriers
in the desorption of H2O2, we calculated the projected density of
states (PDOS) changes at the PBE and HSE06 levels, as shown in
Fig. 4. In Structures I and II, the states of H2O2 are primarily
located at lower energy regions below the Fermi level, without
signicant interaction with the valence band maximum (VBM)
of TiO2. This indicates that the excitations at this stage are
intrinsic to TiO2 and are unrelated to the adsorbate. In case of
Structure III, HSE calculations show a noticeable upward shi
of the H2O2 states approaching the VBM, compared with PBE
© 2025 The Author(s). Published by the Royal Society of Chemistry
calculation. It can be seen that the highest occupied molecular
orbital (HOMO) of H2O2 exhibits signicant energetic overlap
with the VBM of TiO2, which indicates an enhanced ability of
H2O2 to capture photogenerated holes, thus enabling the reac-
tion to achieve the transition state. As shown in Fig. 4(d), the
VBM is primarily composed of the pz orbital of the O atom of
H2O2, while the CBM consists of the d2z orbital of the lattice Ti
atoms. Furthermore, the bonding characteristics of the HOMO
of H2O2 and the VBM of TiO2 are presented in Fig. 4(c). In
contrast, PBE calculations reveal the emergence of new occu-
pied states within the TiO2 band gap, which are contributed by
H2O2, create a novel excitation pattern and lead to a signicant
reduction in the calculated excitation energy. Consequently,
Structure II is identied as the excited-state transition state in
the PBE calculations (Fig. 3). In Structure IV, the H2O2 states
continue to shi upward, becoming the dominant active states.
Chem. Sci., 2025, 16, 16876–16884 | 16881
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Fig. 4 Total and projected density of states (TDOS and PDOS) for the reactant, intermediates, and product structures in the H2O2 desorption
process, calculated using (a) PBE and (b) HSE functionals. (c and d) PDOS of O atoms of H2O2 and Ti atoms of TiO2, calculated by the HSE
functional for Structure III. Inserts illustrate the spatial distribution and overlap of the orbitals that contribute to the interaction between H2O2 and
the TiO2 surface. The vacuum level is set to zero in each panel.
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This indicates a transition from intrinsic excitations of TiO2 to
H2O2-dominated electronic excitations. Meanwhile, the differ-
ences between PBE and HSE become more pronounced, with
HSE providing a more accurate depiction of the upward shi
and the dominant role of H2O2 states. In Structure V, the H2O2

states move even closer to the Fermi level, indicating further
reduction in excitation energy, ultimately facilitating the
desorption reaction. Overall, the PDOS changes depicted in
Fig. 4 reveal the dynamic evolution of the electronic structure of
TiO2 and H2O2 during the desorption process. The PBE calcu-
lations introduce new occupied states within the TiO2 band gap,
resulting in signicantly lower calculated excitation energy
barriers compared to HSE. This discrepancy not only reects the
16882 | Chem. Sci., 2025, 16, 16876–16884
differences in the capabilities of the two functionals in
describing excited-state electronic structures but also provides
critical theoretical insight into the role of photogenerated holes
in activating the reaction and reducing the energy barrier.
Conclusions

In summary, we comprehensively simulate pathways from two
H2O molecules to H2O2 or O2 from the ground and excited-state
perspective, revealing that O2 formation is thermocatalytic and
occurs readily at room temperature, while H2O2 formation is
photocatalytic due to a high ground-state energy barrier,
requiring light excitation. This explains the rarity of
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5sc02736e


Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

2 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/2

1/
20

26
 7

:0
2:

07
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
experimental H2O2 detection. Local PBE and nonlocal HSE
functionals signicantly impact excited-state calculations, with
PBE underestimating the band gap and reaction barriers by
0.23 eV, whereas HSE provides more accurate electronic inter-
actions and excited-state pathways. While ground-state elec-
tronic structures show minor differences, excited-state barriers
exhibit notable discrepancies. This work highlights the impor-
tance of precise excited-state modeling for photocatalyst design,
offering insights into TiO2-based systems and guiding efforts to
improve solar-driven energy conversion, such as green
hydrogen production.
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