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insights into the self-assembly of
zeolitic imidazolate frameworks from computer
simulations†

Emilio Méndez and Rocio Semino *

New metal–organic frameworks (MOFs) are periodically synthesized all over the world due to the wide

range of societally and environmentally relevant applications they possess. However, the mechanisms

and thermodynamics associated with MOF self-assembly are poorly understood because of the

difficulties in studying such a multi-scale process with molecular-level resolution. In this work, we

performed well-tempered metadynamics simulations of the early nucleation and late growth steps of the

self-assembly of ZIF-4 using a partially reactive force field. We found that the formation of building

blocks is a complex, multi-step process that involves changes in the coordination of the metal ion.

Saturating the ligand coordination of a metal ion is more energetically favorable during growth than

during early formation of building blocks. The addition of a fourth ligand is less exergonic than it is for

the first three and the associated free energy is highly dependent on the local environment of the

undercoordinated metal ion. The stability of this bond depends on the strength of the solvent–metal ion

interaction. Incorporating a ligand to a ZIF-1 crystal is less favorable compared to the more stable ZIF-4

polymorph. Milder differences were found when comparing the growth of (100), (010) and (001) ZIF-4

surfaces.
Introduction

Zeolitic Imidazolate Frameworks (ZIFs) are a family of metal–
organic frameworks (MOFs) characterized by their high chem-
ical and thermal stability.1 These porous solids are formed by
a metal ion (typically Zn2+, Co2+, Fe2+ or Cd2+) tetrahedrally
coordinated to a bidentate imidazolate(Im)-based ligand. The
metal ion–N(Im) coordination bonds lead to metal–ligand–
metal angles of 145°, equivalent to the T–O–T angles encoun-
tered in zeolites. As a consequence, ZIFs tend to share topology
with some zeolites (sod and rho are the most common ones).
Moreover, the exibility afforded by these coordination bonds
together with the high stability in water that results from their
hydrophobicity,2 confer ZIFs an enormous potential for stimuli-
responsive applications.3

Even though almost twenty years have passed since the
initial discovery of six Zn(Im)2 porous polymorphs (ZIF-1, ZIF-2,
ZIF-3, ZIF-4, ZIF-6 and ZIF-10) by Park and coworkers,4 their
phase diagram, as well as the chemistry underlying their
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synthesis mechanisms are still largely unknown. These six
polymorphs were all synthesized in solvothermal conditions, all
with dimethylformamide (DMF) as a solvent, except for ZIF-2,
which was made in a 2 : 1 DMF/N-methyl-2-pyrrolidone
mixture. Reactants were Zn(NO3)2 and imidazole in all cases.
The main difference between the synthesis conditions leading
to these different polymorphs lies in the metal : ligand and
reactants : solvent ratio as well as in the temperature and
synthesis times.4 The size and morphology of a particular
polymorph can also be modied by changing synthesis condi-
tions.5,6 Clearly, as for many other families of materials, the
synthesis of ZIFs depends on a delicate balance between ther-
modynamic and kinetic aspects.7,8 In cases where the synthesis
is under thermodynamic control, the denser, enthalpically
favored phases are typically obtained (including ZIF-zni and
ZIF-coi),9,10 while when under kinetics control, less stable
polymorphs could be favored.11,12 It is worth mentioning though
that the enthalpy difference between porous polymorphs can
sometimes be very low.7

The thermodynamically most favorable porous Zn(Im)2
polymorph, ZIF-4, crystallizes in the cag topology, which has not
yet been found in zeolites. In an in-depth study of the phase
diagram of this MOF,13 none of the other ve polymorphs found
by Park and coworkers were detected. Whether this is a matter
of lack of stability of certain polymorphs14 or due to limitations
in the experimental measures remains yet to be elucidated.
Instead, ve other crystalline polymorphs were found,
Chem. Sci., 2025, 16, 11979–11988 | 11979
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including the less porous, high pressure phases ZIF-cp-II and
ZIF-cp-III, the high temperature phases ZIF-hpt-I and ZIF-hpt-II
and the dense ZIF-zni form. In addition, two amorphous phases
and a liquid-like phase were detected.15 Yet another crystalline
porous phase, ZIF-4-cp was also experimentally obtained in
another study,16 and its place in the phase diagram has been
recently determined via computer simulations.17

Despite the vast amount of research works dedicated to
better understanding the complex landscape of Zn(Im)2 and
other zeolitic MOFs,13,16–30 we still lack fundamental knowledge
on their self-assembly energetics and mechanisms. This is due
to the intrinsic multiscale nature of self-assembly: from the
formation of the very rst metal–organic complexes in solution
that act as building blocks, to nucleation, which may involve
collective motions of metal–organic clusters and solvent
aggregates, up to the growth of new pore layers at the surface of
a stable nuclei to form macroscopic MOF crystals. It is impos-
sible to sample the large variety of characteristic time and
length scales involved in the whole process with a single
experimental or computational technique. Moreover, the MOF
synthesis eld has traditionally been an experiment-only
domain, due to the high complexity of the system under study
(solvent, reactants, additives, pH, temperature, agitation,
among many other synthesis variables). Nonetheless, simula-
tion techniques can bring a crucial added value to the eld, as
they have already done in other cases including clathrates,
atmospheric ice formation, zeolites, pharmaceutical organic
solids, electronic devices and clays,31–39 since they allow to study
reactivity at molecular level resolution.

Recent advances in computational techniques have made it
possible to model the early stages of self-assembly of MOFs.40–48

Yoneya and coworkers pioneered the eld by modeling the
complexation between Ru2+ and Pd2+ and 4,40-bipyridine within
an implicit solvent.40 Biswal and Kusalik went even farther by
adding an explicit solvent and proposing the use of cationic
dummy atom models (CDA) to take into account the anisotropy
in charge distribution around Zn2+ ions to better understand
the formation of rings within MOF-2.41,42

Colón and coworkers were the rst to apply enhanced
sampling methods to accelerate the dynamics of coordination
bonds thus enabling to reach later stages of the nucleation
process.43 Kollias and coworkers relied on well-tempered met-
adynamics49 to explore changes in free energies associated with
early nucleation stages of MIL-101(Cr) as a function of the
solvent and ionic force.44 Balestra and Semino combined CDA
models with well-tempered metadynamics simulations for the
rst time to study the early stages of the nucleation of ZIF-8.47

Later on, Filez and collaborators have combined simulations
and experiments to gain insight into the nucleation mechanism
of ZIF-67(Co), focusing on changes in the coordination
symmetry of the Co2+ ion.46 Following a different philosophy
based on a Monte Carlo approach, Wells and colleagues have
modeled the formation of different polymorphs as a function of
the composition of the system.45

Despite all these simulation efforts and the fact that the
thermodynamics of the metal–ligand coordination bonds have
been widely studied,48,50–53 their dynamics and role in the
11980 | Chem. Sci., 2025, 16, 11979–11988
mechanisms of synthesis and phase transitions of these mate-
rials are still poorly understood. In this contribution, we bridge
this gap by rst focusing on the mechanism of formation of
a [Zn(Im)4]

2− complex in solution, starting from a fully solvated
Zn2+ ion. We tackle crucial questions, such as whether the
successive ligand additions are equally favorable in terms of the
free energy or not, and how does this process compare with
adding a new Zn2+ or Im− ion onto a preformed ZIF surface
(which can be thought of as a model of the growth stages of the
self-assembly process). In addition, we study the mechanism
and thermodynamics of adding these extra-ions to the surface
and look at whether they depend on the hkl indices and/or on
the polymorph studied.
Methods
Simulation setup

All the simulations were performed using the LAMMPS open
source soware54 coupled with the PLUMED package.55 Among
the existing reactive force elds for ZIFs, nb-ZIF-FF, ReaxFF and
machine learning potentials, we selected the nb-ZIF-FF force
eld.47 ReaxFF raised concerns in what respects to its adequacy
for modelling ZIFs56 and themachine learning potentials that are
currently available for ZIFs28–30 are not developed for modeling
species in solution and thus would require further renements.
In nb-ZIF-FF, the Zn–N interactions are represented by a Morse
potential that allows bond formation and breaking events. This
force eld also incorporates exible dummy atoms attached to
the Zn and N species to correctly reproduce the angular distri-
bution of ligands around a Zn centre. nb-ZIF-FF adequately
reproduces the properties of several ZIF-4 polymorphs, including
those that result from its thermal amorphization and melting27

(ZIF-amorphous and ZIF-liquid), its high pressure phases17 (ZIF-
4-cp and ZIF-4-cp-II) and the ZIF-1 crystal.47 For the DMF
solvent we employed a exible version of the CS2 potential
developed by Chalaris and Samios.57 The intramolecular bond,
angular and dihedral parameters were taken from the CHARMM
general force eld.58 In order to model the Zn–N(Im) and Zn–
O(DMF) interactions on an equal footing, we replaced the
Lennard-Jones term of this last pair for a Morse potential. Since
the original nb-ZIF-FF was not parameterized considering the
interaction with DMF, we had to re-optimize simultaneously the
Morse depth parameters of both Zn–O(DMF) and Zn–N(Im) pairs.
The nal parameters of the force eld are summarized in Tables
1–3 of the “Force eld parameters” section of the ESI.† We vali-
dated the new version of the force eld as done in the original nb-
ZIF-FF article47 by computing cell parameters, interatomic
distances and angles, radial distribution functions and the rela-
tive stability of the ZIF polymorphs (see Tables 4–6 in the ESI†).
These observables are in good agreement with their experimental
and ab initio counterparts.4,47,59,60 We also validated the force eld
for the modeling of isolated [Zn(DMF)n(Im)m]

2−m clusters with
varying m and n values by comparison with density functional
theory calculations. Stability trends and energy differences are
reasonably well captured by our model (see section “Force eld
validation: electronic structure calculations” in the ESI†).
© 2025 The Author(s). Published by the Royal Society of Chemistry
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All the results were obtained from simulations made at the
NPT ensemble at T= 400 K and P= 1 bar, which reproduces the
experimental solvotermal synthesis conditions of ZIF-4.4 The
time step was set to 0.5 fs. Nosé–Hoover thermostats and
barostats were used with damping times of 100× and 1000×
time steps respectively. Periodic boundary conditions were
always employed in all directions. Long range electrostatics
were treated with the pppm algorithm, using a relative error
threshold for the forces of 10−6. Additional details of the
simulations are included in the “Well-tempered metadynamics
setup” section of the ESI.†

Metadynamics

Well-tempered metadynamics49 enables the exploration of
a selected collective variable (CV) space in a reversible fashion.
As a result, it is possible to recover the free energy surface as
a function of the CV values when convergence is reached. The
selection of CVs has to be done in such a way that the two or
more states that are being compared are located at different
points in this reduced coordinate representation. Nevertheless,
this necessary condition is oen not sufficient to force the
system to visit all the desired states; it is alsomandatory that the
selected reaction coordinates capture the slowest or activated
degrees of freedom of the reaction.

The process of going from a free Zn to a fully-coordinated
Zn(Im)4

2− (see section “Formation of early [Zn(Im)n]
2−n

complexes” below) was divided in two steps because performing
metadynamics simulations with more than three CVs is not
recommended due to convergence problems. First, we simu-
lated a single, solvated Zn ion with two ligand moieties
considering three CVs. The rst two CVs correspond to the
minimum distance between the Zn and the two N atoms (dmin=

min{dN1
, dN2

}) of each imidazolate that is interchanged. In this
way, the Zn may bind with any of the available N sites of each of
the two ligands. The functional form of the minimum distance
dmin

(i) to the i-th ligand was selected so that it has continuous
derivatives by using the following formula:

dmin
(i) = (dN1

(i)
−6 + dN2

(i)
−6)−1/6 i = 1, 2 (1)

Since the bottleneck of the reaction is the dissociation of
a DMFmolecule from the solvation shell of the Zn ion, we chose
the coordination number between Zn and the O atoms of the
solvent (nZn–O) as the third CV, which was calculated by the
following sum over all the O atoms (Oi):

nZn�O ¼
X
i

f ðriÞ (2)

where f(ri) is a function that takes the value of 1 if the Zn–Oi

distance ri is lower than a threshold value of d0= 2.1 Å similar to
the bond length and decays to zero aerwards with a charac-
teristic width of r0 = 0.5 Å. In this case:

f ðrÞ ¼
1�

�
r� d0

r0

�3

1�
�
r� d0

r0

�6
(3)
© 2025 The Author(s). Published by the Royal Society of Chemistry
For the second stage of ligand additions, which implied going
from [Zn(Im)2] to [Zn(Im)4]

2−, the same set of CVs was used,
except that in this case the Zn–ligand distances correspond to
the two new ligand moieties that are interchanged, while the
previous two imidazolates were kept connected to the Zn
through a harmonic constraint. An extra Zn ion was included in
the box to maintain the electroneutrality of the system, with
a constraint that ensures that it always remains far away from
the reactive sites.

For the Zn-surface adsorption–desorption process (see
section “ZIF crystal growth” below) a slightly different set of CVs
was used. Since it was not possible to control the three Zn–N
distances and the Zn–O coordination number at the same time
due to the low scaling convergence of metadynamics, we
employed the following reaction coordinates: (i) the coordina-
tion number between the tagged Zn and all oxygen atoms, (ii)
the coordination number between the tagged Zn and all
nitrogen atoms, and (iii) the distance between the Zn and the
center of mass of the three reactive nitrogen sites. This last CV
was introduced to probe the slow diffusive motion of the tagged
Zn ion from the vicinity of the crystal slab to the bulk region,
given that the second CV takes the value of zero immediately
aer it abandons the surface vicinity.

Finally, the lack of multiple reactive sites allowed us to
employ only two CVs for the study of the ligand–surface inter-
change: (i) the coordination number between the reactive Zn
and the O(DMF) atoms and (ii) the minimum distance between
the tagged ligand nitrogen sites and the reactive Zn, in the same
fashion as explained in eqn (1). Again, the connectivity between
the mobile ligand and any other surface Zn was kept xed and
equal to zero and a upper boundary of 10 Å was imposed to the
distance CV to avoid exploring spurious regions of the free
energy surface.

It is worth noting that the choice of CV has a direct impact on
the numerical value of the free energy difference between two
states and its corresponding activation free energy. This is
a consequence of the different amount of phase space volume
assigned to each minima by selecting a particular CV. For this
reason, we will focus in comparing free energies associated with
the same kind of CV (coordination number). The observed
qualitative tendencies should remain consistent if a change in
CV is performed, provided that the chosen CV represents the
self-assembly process reasonably well. On the contrary, the
obtained activation energies should only be considered as
estimates of the true thermodynamic quantities.

For the visualization of the obtained free energy surfaces it is
oen necessary to perform a dimensionality reduction over the
full CV space, keeping either one or two relevant coordinates or
a function of them. The procedure used to compute these
transformations, as well as further details of the metadynamics
simulations including convergence criteria and error calcula-
tions, are given in the ESI.†
Chem. Sci., 2025, 16, 11979–11988 | 11981
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Results
Formation of early [Zn(Im)n]

2−n complexes

We start our analysis by studying the fundamental reaction
steps that take place at the very beginning of the synthesis
process. In particular, we focused on the formation of the
[Zn(Im)4]

−2 complex from the dissociated ions, that will serve as
building unit for the ZIF structures. In order to gain insight into
the free energy associated with this transformation, we ran well-
tempered metadynamics simulations in which the ligands
reversibly attach and detach to the Zn center thanks to the
partially reactive force eld nb-ZIF-FF.47 This allowed us to
compute free energy differences between all the possible
intermediate species that are formed along this process. These
simulations also offer molecular-level information concerning
the mechanism of these reactions.

We divided this process into two steps:
(I) Zn2+ + 2Im− # [Zn(Im)2]
(II) [Zn(Im)2] + 2Im− # [Zn(Im)4]

2−

This was done to guarantee reasonable convergence times,
as a new collective variable is needed to treat each coordination
bond, and the cost of a metadynamics simulation scales rapidly
with the number of CVs. The distances between each reactive
imidazolate and the Zn ion and the coordination number
between the Zn ion and O(DMF) atoms were used as CVs for
both steps. The imidazolates that were interchanged in the rst
Fig. 1 Free energy surface in the space given by nZn–DMF and nZn–Im for re
the most favorable sequence of steps that connect the fully solvated octa
(state B). In the right panel, the arrows indicate the optimal path for trans
free energy in both plots was located in the absolute minima within each
in the upper part of the plot. Zn ions are displayed in ochre, Zn-bonded O
are plotted in gray. H atoms of imidazolate ions are omitted for clarity p

11982 | Chem. Sci., 2025, 16, 11979–11988
step were kept connected to the Zn ion via a harmonic restraint
for the addition of the two last ligands. All simulations were
performed at the experimental ZIF-4 solvothermal synthesis
temperature of 400 K.4

From an octahedral to a tetrahedral Zn ion

It is known that the most stable Zn2+ complex in DMF solution
comprises six solvent molecules.61 On the other hand, the
coordination of Zn with imidazolate in all ZIF crystals is tetra-
hedral. In what follows, we delve into the question of how this
change of coordination takes place.

In the le panel of Fig. 1 we plotted the free energy as
a function of the Zn–O(DMF) and Zn–N(Im) coordination
numbers (nZn–DMF and nZn–Im respectively) for the addition of
the rst two imidazolates. To do so, we reduced the dimension
of the original four-dimensional free energy surface obtained
from metadynamics via a transformation of coordinates
explained in the “Transformations of the collective variable
space” section of the ESI.† The zero of free energy was arbitrarily
assigned to the global minimum located at nZn–Im = nZn–DMF =

2.
In the lower part of the plot at which nZn–Im = 0 we identied

three minima that correspond to the [Zn(DMF)4]
2+ (DG = 84 ±

3 kJ mol−1), [Zn(DMF)5]
2+ (DG = 60 ± 3 kJ mol−1) and

[Zn(DMF)6]
2+ (DG = 56 ± 4 kJ mol−1) species. The [Zn(DMF)6]

2+

complex is the most stable one, as expected. In the nZn–Im = 1
actions (I) (left) and (II) (right). In the left panel, the white arrows indicate
hedral complex (state A) with the [Zn(Im)2(DMF)2] tetrahedral complex
forming B into the 4-imidazolate-coordinated Zn (state C). The zero of
of them. Typical configurations of the three states A, B and C are shown
and N atoms are displayed in red and blue respectively. All other atoms
urposes.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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region, we found three other stable complexes: [Zn(Im)(DMF)3]
+

(DG= 38± 4 kJ mol−1), [Zn(Im)(DMF)4]
+ (DG= 28± 5 kJ mol−1)

and [Zn(Im)(DMF)5]
+ (DG= 43 ± 4 kJ mol−1). All error bars were

calculated following the procedure detailed in the “Conver-
gence and uncertainty calculation” section of the ESI.† From
these results we can infer that aer the addition of the rst
ligand molecule, the hexacoordinated structures are already
destabilized. This can be explained by steric effects: the pres-
ence of ve DMF molecules together with a larger imidazolate
ion in the coordination shell of the Zn ion is not favorable.
Entropic effects that favor the lower coordinated structures
could also be relevant at this high temperature condition.
Finally, when the second ligand is incorporated at nZn–Im = 2,
the three observed minima are assigned to the [Zn(Im)2(DMF)2]
(DG = 0 ± 6 kJ mol−1), [Zn(Im)2(DMF)3] (DG = 15 ± 6 kJ mol−1)
and [Zn(Im)2(DMF)4] (DG = 46 ± 5 kJ mol−1) species. At this
point the tetrahedral coordination starts being the most stable.
With this information, we can establish the minimum energy
path that connects the states A and B, which is marked with
white arrows in Fig. 1. The identied mechanism involves the
following steps: (i) [Zn(DMF)6]

2+ loses one solvent molecule, (ii)
this allows the incorporation of the rst ligand yielding
a [Zn(Im)(DMF)5]

+ complex. (iii) Two consecutive solvent
detachment events lead to the rst tetracoordinated species:
[Zn(Im)(DMF)3]

+. (iv) Finally, a second ligand is incorporated
followed by another solvent loss, giving as result the most stable
complex [Zn(Im)2(DMF)2] (state B in the gure).

In the right part of Fig. 1 we plotted the free energy surface for
reaction (II). From this gure we can observe that once the rst
two imidazolates bind to the Zn ion, the most stable structures
for the next additions will retain the tetrahedral geometry. For the
incorporation of the third imidazolate, the new bond is rst
formed, followed by the loss of a solvent molecule, as it was the
case for the second one. For the fourth imidazolate addition, the
solvent detachment happens before, due to the fact that the high
Fig. 2 Free energy as a function of nZn–Im for the full process involving
reactions (I) (black curve) and (II) (red curve). Both curves were aligned
to match in the common state (labelled as B). The zero of free energy
was arbitrarily assigned to the C species. Representative snapshots of
the states A, B and C are also shown.

© 2025 The Author(s). Published by the Royal Society of Chemistry
volume of the ligand prevents the possibility of accommodating
one DMF in addition of the four imidazolates.

Overall reaction free energy prole

The free energy landscape for the overall process is shown in
Fig. 2. In this case nZn–DMF was integrated out in order to allow
for a more clear visualization. The black and red curves repre-
sent results obtained from the well-tempered metadynamics
simulations associated reactions (I) and (II) respectively, and
they were aligned so that the free energy of the common state,
[Zn(Im)2(DMF)2], matches.

From this plot we can see that free energy changes that
involve the rst, second and third ligand additions are virtually
identical (DG = −28 ± 4 kJ mol−1 for the rst imidazolate
incorporation andDG=−27± 4 kJ mol−1 for the other two). We
also know from the previous analyses that the rst two addi-
tions involve the loss of two solvent molecules each, while the
third one only involves a single Zn–O(DMF) bond breaking. This
last observation would lead us to expect a greater free energy
drop for the third ligand addition compared to the other two.
Nevertheless, this difference in the number of Zn–O(DMF)
broken bonds could be compensated by the entropy gain and
the lowering of steric repulsion that take place when the total
coordination number of the complex is reduced. This argument
can be tested by analyzing the free energy differences between
the [Zn(DMF)n]

+2 species with n = 4, 5, 6 extracted from Fig. 1.
The free energy drop caused by the loss of the rst solvent
molecule is much lower than the one that corresponds to the
second one (DGZn(DMF)6/5 = 4 kJ mol−1 vs. DGZn(DMF)5/4 =

24 kJ mol−1), thus conrming our hypothesis.
Compared to the addition of the rst, second and third

ligands, the magnitude of the free energy drop that corresponds
to the last step is reduced by a half, yielding a value of DG=−14
± 3 kJ mol−1. This difference can be explained by the steric
repulsion between the large imidazolates in [Zn(Im)4]

−2 as well
as the coulombic repulsion between the negatively charged
complex and the newly added ligand. This trend was also
observed by Balestra and coworkers by means of DFT studies for
the case of water and ethanol acting as solvents.48 The binding
free energy of the fourth ligand will turn out to be an important
feature when comparing this case with the setup studied in next
section, in which the tagged Zn starts as part of the surface of
a crystalline slab instead of as a dissolved ion.

ZIF crystal growth

In this section, we will tackle the question on whether the ener-
getics of forming a new Zn–N(Im) bond depends on the self-
assembly stage or not. In particular, we aim to compare the
Zn–Im recombination reactions that occur during the formation
of the [Zn(Im)4]

−2 building units with those occurring at the
interface of an already formed ZIF crystal slab and an electrolyte
solution, which serves as a model of the late growth stages.

The growth of the ZIF surface will be decomposed into two
fundamental reactions: (i) a solvated Zn ion adsorbs into
a crystal site composed by three undercoordinated surface
ligands (see Fig. 3) and (ii) a similar process but with the ligand
Chem. Sci., 2025, 16, 11979–11988 | 11983
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Fig. 3 Scheme of the model system employed to study the energetics and mechanisms of ZIF crystal growth. The (001) surface of ZIF-4 is
shown. The Zn and N atoms involved in the reaction are displayed as spheres. The solventmolecules are plotted in gray. For clarity purposes, only
the Zn and N atoms of the crystal slab are shown.
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acting as the adsorbed species, this time binding with an
undercoordinated surface Zn.
Fig. 4 Free energy vs. nZn–Im for the reaction schematized in Fig. 3 for
ZIF-4 surfaces with Miller indices (100) (black) (010) (green) and (001)
(orange) and for a ZIF-1 (010) surface (turquoise). Images of the
surfaces are displayed at the top of the figure.
Zn adsorption–desorption on a ZIF surface

We computed the free energy changes that operate during the
reaction shown in Fig. 3 via well-tempered metadynamics
simulations, as described above for the study of the formation
of the [Zn(Im)4]

−2 complex. This time, we used another set of
CVs to properly sample the process (see Methods section). For
quantifying the inuence of the surface local structure on the
free energy of the reaction, we compared results obtained for
four different slabs: three of them correspond to a ZIF-4 crystal
but differ in their (hkl) Miller indices. Specically, the surfaces
studied were cut in the directions perpendicular to the x, y and z
axes (equivalent to the crystallographic a, b and c directions),
resulting in Miller indices of (100), (010) and (001) respectively.
The fourth surface was obtained by cutting a ZIF-1 crystal in
a plane perpendicular to the y direction (lattice vector b), that
corresponds to (010). The reason behind this choice was to
study the effect of changing (i) the Miller indices of the exposed
face by comparing results from the three ZIF-4 surface slabs and
(ii) the topology of the crystalline structure by comparing results
coming from two different polymorphs. ZIF-1 was chosen
because it is the second most stable porous polymorph aer
ZIF-4.7 This crystal was cut perpendicular to the y direction to
avoid oblique surfaces, given the triclinic nature of the ZIF-1
unit cell. The produced systems were charge neutral, as the
total amount of ligands was twice the amount of Zn ions in the
whole simulation box. The procedure for generating all the
surface slabs is detailed in the “ZIF surface generation” section
of the ESI.† In all cases, the binding site for the Zn comprises
three free ligand molecules, as shown in Fig. 3.

In Fig. 4 we show the free energy landscapes for these
processes as a function of the coordination number between the
Zn and imidazolate ions, in the same spirit as in Fig. 2. The other
two CVs employed in the well-temperedmetadynamics procedure
were integrated out to make this plot. The zero of free energy was
located at the absolute free energy minimum in all cases.
11984 | Chem. Sci., 2025, 16, 11979–11988
There are some common features between plots, for
example, there are always four minima that correspond to the
Zn ion bonded to zero, one, two or three surface ligands. The
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Values of DGi in kJ mol−1 for each of the surfaces studied with
the corresponding errors. The index i represents the change in the
coordination number of the tagged Zn

DG0/1 DG1/2 DG2/3

ZIF-4 (100) −38 � 11 −58 � 10 −49 � 5
ZIF-4 (010) −41 � 12 −41 � 10 −29 � 4
ZIF-4 (001) −41 � 12 −46 � 9 −49 � 4
ZIF-1 (010) −42 � 10 −59 � 8 −51 � 4

Fig. 5 Free energy vs. Zn–N coordination number of the reactive Zn
ion at the ZIF-4 (100) (black), (010) (green) and (001) (orange) and ZIF-1
(010) (turquoise) surfaces and for an isolated [Zn(Im)3]

− complex (red).
In the inset we highlight the zero coordination region. Typical snap-
shots of the non-bonded (left) and bonded (right) species are also
shown.
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free energy differences between the four minima are shown in
Table 1. The corresponding errors are obtained following the
procedure explained in the ESI,† as previously mentioned.

An average value of DG0/1=−40 kJ mol−1 was registered for
the rst Zn–N(Im) bond formation while for the other two, the
observed free energy difference was about DG1/2 = −51 and
DG2/3 = −45 kJ mol−1 on average. This difference is explained
by the fact that the Zn has to diffuse from the bulk to the surface
vicinity during the rst step. All the free energies are higher in
absolute value than their counterparts from the [Zn(Im)4]

−2

complex formation, meaning that the crystal growth is more
exergonic than the rst bond formation steps, as predicted by
nucleation theories from surface tension arguments.62

All of the free energy differences between consecutive steps
lie within the uncertainty bars of the others, meaning that we
cannot state that the nature of the surface has an important
inuence in the Zn adsorption process. An exception to this
behavior was found in the plot that corresponds to ZIF-4 (010),
which presents a lower energy drop than the other two ZIF-4
surfaces for the step that goes from forming two Zn–N(Im)
bonds to three (see DG2/3). In order to explain this behavior we
can consider the original description of the process in terms of
nZn–Im and nZn–DMF. The mechanism of the third imidazolate
bond formation involves, as explained in the ‘Formation of early
[Zn(Im)n]

2−n complexes’ section, the bond formation itself fol-
lowed by a detachment of a DMF molecule from the Zn ion. We
found that the main difference between the (010) surface and
the others lies in the step of solvent detachment, which is about
∼10 kJ mol−1 less exergonic in this case. By visual inspection of
the trajectories, we found that this tagged solvent molecule lies
inside the ZIF pore in the case of the (010) surface. As a conse-
quence, it is harder for this DMF molecule to diffuse far from
the Zn than in the other surfaces, in which the solvent molecule
to be detached is pointing towards the liquid region. Snapshots
of these pentacoordinated intermediate structures for the ZIF-4
(010) and ZIF-4 (001) surfaces are shown in the ESI.†

Ligand adsorption–desorption on a ZIF surface

Our analysis concludes with the study of another adsorption
process that takes place during the growth stage of the
synthesis: the addition of a ligand molecule to an under-
coordinated surface Zn. Since in this case only one bond has to
be formed, it was possible to use only two CVs instead of three
to properly sample the reaction (see Methods section). In order
to compare with the previous results, we plotted the free energy
as a function of the coordination number in Fig. 5, which in this
© 2025 The Author(s). Published by the Royal Society of Chemistry
case goes from three to four, as the newly added ligand
completes the coordination of the undercoordinated surface
Zn. We also include the results for the last ligand addition to the
Zn ion in solution that was discussed in section ‘Formation of
early [Zn(Im)n]

2−n complexes’ in the gure, for comparison.
For the ZIF-4 surfaces, values of DG = −41 ± 3 kJ mol−1 were

registered for the (100) and (010) surfaces, while DG = −47 ±

3 kJ mol−1 for the (001) one. The value that corresponds to the
ZIF-1 surface slab was DG=−28± 3 kJ mol−1 and nally for the
[Zn(Im)3]

− a value of DG = −14 ± 3 kJ mol−1 was found, as
stated above. The addition of the fourth ligand is less energet-
ically favorable than the previous ones in all cases (see Fig. 2
and 4), because of the already mentioned steric effects, with the
exception of the (010) case analyzed above. This suggests that
the ligand adsorption could be the limiting step of the process,
which would also be in line with the empirical observation
made by synthesis experts that an excess concentration of
imidazole with respect to the stoichiometric value is required
for the synthesis to be successful.4 Nevertheless, this difference
is much more subtle for growth than for the formation of the
[Zn(Im)4]

−2 building units. The fact that the reactive Zn is
already part of the crystal in the growth stages seems to promote
a more adequate geometry for the addition of the last ligand.
This makes the formation of the [Zn(Im)4]

2− species the least
favorable step, which highlights the importance of the stability
of these initial building blocks in the formation of ZIFs. This
stability can be modulated by changes in synthesis conditions,
such as the nature of the solvent, temperature and ligand :
metal ratio among others.

With respect to the free energy of binding a ligand for
different surface slabs, we found the following trend: ZIF-4(001)
> ZIF-4(100) = ZIF-4(010) > ZIF-1(010). The lowest value, that
corresponds to ZIF-1, can be associated to the fact that this
polymorph is less stable than ZIF-4. This is due to its lower
density, which results in the reduction the intensity of van der
Chem. Sci., 2025, 16, 11979–11988 | 11985
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Fig. 6 Average orientation of DMF molecules (top) and average DMF
density (bottom) as a function of the distance to the outermost Zn
layer of ZIF-4 (100) (black), (010) (green) and (001) (orange) surfaces.
Orientations were measured by computing the cosine of the angle q

between the C(DMF)–O(DMF) bond and the vector perpendicular to
the surface plane. Densities were normalized by the bulk value.
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Waals interactions.7 In order to explain the difference found
between ZIF-4 surface slabs, we characterized the solvation
structure of each surface, since breaking a Zn–O(DMF) bond is
the bottleneck of this reaction, as explained above.

In Fig. 6, we plotted the average orientation (top) and density
(bottom) of solvent molecules as a function of their distance to
the surface. Orientations were measured by computing the
cosine of the angle q between the C(DMF)–O(DMF) bond and
the vector perpendicular to the surface plane. Densities were
normalized by the bulk value of r0 = 6.80 nm−3. The position of
the surface was assigned to the average position of the outer-
most Zn layer, while that of solvent molecules was described by
their central C atom. From the top panel we observe that in all
cases the orientation reaches a minimum at distances around
d ∼ 3 Å, which correspond to the Zn–C(DMF) distance in
a bonded Zn–O(DMF) pair, which means that the solvent is
oriented perpendicular to the surface in this region. In the (010)
and (001) cases, this is accompanied by the presence of
a maximum in the density plot (see bottom panel), that
comprises the rst solvation layer of the surface. For the (100)
surface, the density does not reach a maximum at this point,
suggesting that the solvent penetrates less the vicinity of the
surface slab. Nevertheless, the trend observed in Fig. 5, seems to
suggest that the orientation of the solvent molecules plays
a more important role than local density in the ligand binding
process. For the (100) and (010) surfaces, the average orienta-
tion reaches a minimum of −0.4, while for the (001) plane this
minimum is reduced to −0.2. This indicates that the solvent is
less strongly aligned to the normal vector of the plane in the
case of the (001) surface, which makes it easier to detach. This
argument can be reinforced by comparing the free energy cost
of the DMF removal from a surface Zn, which can be obtained
from the same well-tempered metadynamics simulations as the
ones that correspond to Fig. 5. The obtained DMF detachment
free energies were DG(100) = 48 ± 3 kJ mol−1, DG(010) = 42 ±
11986 | Chem. Sci., 2025, 16, 11979–11988
3 kJ mol−1 and DG(001) = 29 ± 3 kJ mol−1 for the ZIF-4 (100),
(010) and (001) surfaces, respectively. This trend conrms that
the DMF is detached more frequently from a (001) surface than
from the (100) and (010) ones. Even though it was found that the
ZIF-4 planes present some differences in these aspects, it is
clear that the magnitude of the discrepancies in Fig. 5 are not
enough tomake the ZIF-4 crystals grow faster in c direction than
in a and b. Experimentally this is also conrmed by the fact that
the average ZIF-4 crystal shape is not elongated in any prefer-
ential direction.9

Conclusions

In this work we studied the energetics and mechanisms
underlying the formation of [Zn(Im)4]

−2 building units and late
growth stages of the self-assembly of ZIFs by means of well-
tempered metadynamics simulations carried out with
a partially reactive force eld. We describe a ten-steps mecha-
nism that leads from an octahedral, fully solvated, Zn ion to
a tetrahedral complex featuring four ligands:

(i) [Zn(DMF)6]
2+ # [Zn(DMF)5]

2+ + DMF
(ii) [Zn(DMF)5]

2+ + Im− # [Zn(Im)(DMF)5]
+

(iii) [Zn(Im)(DMF)5]
+ # [Zn(Im)(DMF)4]

+ + DMF
(iv) [Zn(Im)(DMF)4]

+ # [Zn(Im)(DMF)3]
+ + DMF

(v) [Zn(Im)(DMF)3]
+ + Im− # [Zn(Im)2(DMF)3]

(vi) [Zn(Im)2(DMF)3] # [Zn(Im)2(DMF)2] + DMF
(vii) [Zn(Im)2(DMF)2] + Im− # [Zn(Im)3(DMF)2]

−

(viii) [Zn(Im)3(DMF)2]
− # [Zn(Im)3(DMF)]− + DMF

(ix) [Zn(Im)3(DMF)]− # [Zn(Im)3]
− + DMF

(x) [Zn(Im)3]
− + Im− # [Zn(Im)4]

2−

In light of this mechanism, we conclude that the change of
coordination number is a complex process involving interme-
diate pentacoordinated species. This kind of Zn hybrid
complexes has been already characterized both experimentally
and theoretically.63–67

The incorporation of the rst three ligands is equally favor-
able in terms of free energy in the formation of the [Zn(Im)4]

−2

complex. During the late growth, however, it is less favorable to
form the rst Zn–N(Im) bond than forming the next two. This is
associated with the local environment of the ZIF surface, which
offers easy access to undercoordinated ligands. Conversely,
adding a fourth ligand is the least exergonic step in the process
of formation of Zn–ligand complexes. When this reaction is
compared with its analogous of forming a Zn–N(Im) bond
between a tri-coordinated surface Zn and a free, solvated, Im
ion, the latter is more exergonic. This suggests that the forma-
tion of the fully-coordinated Zn ion is a crucial part in the self-
assembly mechanism. This process can be modulated by
changing synthesis conditions, including nature of solvent and
reactants, temperature and Zn : Im and reactant : solvent ratios.

The free energy associated with the addition of a fourth
ligand to a surface Zn, a late growth step, depends on the local
environment surrounding the tagged Zn. This effect is more
important when comparing the growth of two polymorphs than
when comparing the growth of ZIF-4 crystal faces with different
Miller indices. The differences found in this latter case are
associated with the ease of removing the solvent molecules that
© 2025 The Author(s). Published by the Royal Society of Chemistry
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bind to the surface Zn. Even more subtle differences take place
when adding a Zn to a ZIF surface. These are also associated
with the removal of solvent molecules and seem to be related to
whether the solvent molecules competing with the Zn lie in the
solution or whether they are adsorbed in the outermost pore
layer of the surface.

This work sheds light into important thermodynamic and
mechanistic aspects of the self-assembly of ZIFs. Our method-
ology can be extended to study the formation of building units
and late growth processes that characterize the self-assembly of
other MOFs and thus contribute to coming closer to the holy
grail of MOF rational design. The intermediate nucleation and
growth steps that were not covered in this study will be the
object of further work.
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