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rug design with a scaffold-aware
variational autoencoder†

Tiejun Dong, a Linlin You*a and Calvin Yu-Chian Chen *bcd

Designing molecules with multiple properties of interest is a fundamental challenge in drug development.

To tackle this, we have developed ScafVAE, an innovative scaffold-aware variational autoencoder designed

for the in silico graph-based generation of multi-objective drug candidates. By integrating our proposed

bond scaffold-based generation with perplexity-inspired fragmentation, we expand the accessible

chemical space of the conventional fragment-based approach while preserving its high chemical validity.

ScafVAE was pre-trained on a large dataset of molecules and further augmented through contrastive

learning and molecular fingerprint reconstruction, resulting in high accuracy in predicting various

computationally and experimentally measured molecular properties. Only a few of its parameters are

task-specific, facilitating easy adaptation to new desired properties. ScafVAE was employed to generate

dual-target drug candidates against drug resistance in cancer therapy, considering four distinct

resistance mechanisms, with or without additional properties such as drug-likeness or toxicity. The

generated molecules exhibited strong binding strength to target proteins using molecular docking or

experimentally measured affinity while maintaining optimized extra properties. Further molecular

dynamics simulations confirmed the stable binding interactions between the generated molecules and

target proteins. These findings position ScafVAE as a promising alternative to conventional generation

approaches.
1 Introduction

Small-molecule drugs play a crucial role in various aspects of
public health care,1 from the treatment of COVID-19 to cancer
therapies.2,3 A typical drug development pathway involves eval-
uating a vast space of pharmacologically relevant molecules,
which was estimated to be up to 1060.4 Furthermore, in real-
world scenarios, the designed molecule oen needs to satisfy
two or more properties of interest,5 e.g., binding to two different
proteins (dual-target drugs), achieving a high drug-likeness
score and low toxicity. These multi-objective drugs can
demonstrate advantageous pharmacological effects, e.g., dual-
target drugs can leverage synthetic lethality to treat cancer
with high specicity.6 However, for decades, many multi-
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objective drugs were discovered serendipitously rather than
through rational design,7 making multi-objective drug design
an open challenge in the eld of drug development.

Computer-aided drug design (CADD) has been extensively
utilized across various stages of drug discovery to accelerate
development and reduce costs,8 which typically encompasses
molecular modeling and computational chemistry.8 Recently,
articial intelligence (AI), particularly deep learning (DL), has
achieved remarkable advancements in several CADD domains,
such as structural modeling9 and drug screening,10–12 predom-
inantly through string-based and graph-based methodologies.
In the eld of drug design (i.e., molecular generation), the
string-based approach, which employs sequence-based molec-
ular representations (e.g., simplied molecular input line entry
specication, SMILES) coupled with advanced language
models, has gained widespread adoption alongside deep
language models,13,14 such as MolGPT15 and Chemformer.16

Conversely, graph-based molecular generation, which repre-
sents a molecule as a collection of nodes and edges, is regarded
as a more natural and interpretable approach,17–21 such as JT-
VAE,20 GraphAF22 and GEGL.23 However, the graph-based
approach has not been fully developed, especially within the
context of multi-objective drug design.24,25

Three signicant barriers exist in graph-based multi-
objective molecular generation. First, three conventional
molecular graph generation approaches (atom-based, fragment-
© 2025 The Author(s). Published by the Royal Society of Chemistry
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based, and reaction-based) exhibit conicting trade-offs
regarding the accessible chemical space and the control over
chemical validity or synthetic accessibility. Fragment-based and
reaction-based approaches generate molecules fragment by
fragment, ensuring high validity and synthetic accessibility, but
their novelty and diversity are constrained by a predened
fragment set.26,27 In contrast, the atom-based approach gener-
ates molecules atom by atom with high chemical space acces-
sibility while oen requiring much more effort to control
chemical validity.26,27 Second, the accuracy of property predic-
tions is oen hampered by data scarcity, particularly concern-
ing experimentally measured properties.28,29 This limitation
adversely affects the quality of the generated molecules. Third,
models are required to be easily adaptable to new tasks14 (i.e.,
new properties), which presents a challenge for models where
all parameters are task-specic.

To address the aforementioned challenges, we propose
ScafVAE, a graph-based variational autoencoder (VAE) frame-
work designed for the de novo design of multi-objective mole-
cules with a scaffold-aware generating process. It learns to
encode each molecule into a Gaussian-distributed latent vector,
which can be decoded back into the original molecule (Fig. 1a).
Surrogate models can be trained on the latent space for down-
stream predictions of molecular properties, enabling the
sampling of molecules in latent space that exhibit desired
properties. ScafVAE is built upon three key novel designs: bond
scaffold-based molecular generation (Fig. 1e), perplexity-
inspired fragmentation (Fig. 1c), and surrogate model
augmentation (Fig. 1d). Unlike atom- or fragment-based
generation approaches, bond scaffold-based generation rst
assembles fragments without specifying atom types (referred to
as bond scaffolds) before decorating them with atom types to
produce valid molecules. This approach offers a novel
compromise that blurs the boundaries between atom- and
fragment-based approaches, preserving the advantages of
fragment-based generation while expanding its accessible
chemical space. In particular, bond scaffolds are derived in
a data-driven manner, utilizing bond perplexity as an indicator
for fragmentation. Additionally, only a small machine learning
(ML) module in the surrogate model is task-specic, and the
remainder of the model is augmented through contrastive
learning and ngerprint reconstruction, which improves its
capacity to predict molecular properties.

ScafVAE was evaluated for predicting molecular properties
and generating multi-objective molecules using various
computational or experimentally measured datasets (Fig. 1a),
including the molecular docking score, protein–ligand binding
affinity, absorption, distribution, metabolism, excretion,
toxicity (ADMET), drug-likeness (QED) score, and synthetic
accessibility (SA) score. Specically, we applied ScafVAE to
generate dual-target molecules against drug resistance in
cancer therapy based on four different resistance mechanisms,
using either molecular docking or experimentally measured
binding affinity. We further extended it to multi-objective
molecular generation by incorporating more properties of
interest. The results demonstrated that our model maintained
a Gaussian-distributed latent space and outperformed the
© 2025 The Author(s). Published by the Royal Society of Chemistry
tested graph models on the GuacaMol benchmark,30 while
being comparable to advanced string-based models. Beneting
from the surrogate model augmentation, our model achieved
high accuracy in predicting 20 ADMET properties. The gener-
ated dual-target molecules exhibited a strong docking score or
high predicted probability of binding. Further experiments
revealed that it is feasible to generate dual-target molecules
while optimizing their QED score, SA score, and ADMET prop-
erties. Molecular dynamics (MD) simulations conrmed strong
and stable binding between the target proteins and the gener-
ated molecules. These results demonstrate a novel graph-based
AI-driven drug design (AIDD) approach for multi-objective
molecular design.

2 Results
2.1 Overview of ScafVAE

ScafVAE is a graph-based VAE-style framework for de novomulti-
objective drug design (Fig. 1a). It mainly comprises three
components: the encoder, the decoder, and the surrogate
model. The encoder converts each molecule into a 64-D vector
(known as the latent vector) with an isotropic Gaussian distri-
bution in a sequential manner (Fig. 1c), followed by applying
a decoder to reconstruct the molecule from the latent vector
(Fig. 1e). Surrogate models can be trained using the latent
vector for various downstream tasks (Fig. 1d). Once trained,
single or multiple objective molecules can be generated by
sampling vectors from the latent space (Fig. 1b).

The encoder and decoder are stacks of graph neural network
(GNN) and recurrent graph neural network (RGNN) blocks,
where each molecule is represented as a graph. The graph is
a set of nodes connected by edges, with the features (i.e.,
vectors) of nodes and edges initialized using the one-hot
encoding of atom elements and bond types, respectively. The
GNN block performs message passing to update features of
a graph, where each node aggregates features from its adjacent
nodes and corresponding edges.31 The updated features are
selectively memorized by the RGNN block, with its gated
recurrent unit (GRU).31 In contrast to the encoder and decoder,
the surrogate model is much more light weight, predicting
molecular properties by applying two shallow multilayer per-
ceptrons (MLPs) followed by a task-specic conventional ML
module. Except for the task-specic ML module, the entire
model was pre-trained on a large molecular dataset (see Section
4.4). Only the task-specic ML module was trained with various
downstream tasks, allowing our model to be rapidly adapted to
new tasks.

Our framework contains three key designs that enhance its
accuracy and generalizability: bond scaffold-based molecular
generation (Fig. 1e), perplexity-inspired fragmentation (Fig. 1c),
and surrogate model augmentation (Fig. 1d).

Bond scaffold-based molecular generation. Unlike conven-
tional atom- or fragment-based methods,20,21,26,32 ScafVAE
generates molecules based on the “bond scaffold”, which serves
as a compromise method that falls between them. It rst
generates a set of fragments containing solely bond types
(referred to as the bond scaffold), and then it decorates atoms
Chem. Sci., 2025, 16, 13352–13367 | 13353
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Fig. 1 Overview of the ScafVAE framework. (a) The conception of ScafVAE, a graph-based VAE-style framework, consists of an encoder,
a decoder, and a surrogate model. The encoder converts the molecule into a latent vector with an isotropic Gaussian distribution, followed by
a decoder, which is capable of reconstructing the molecule from the latent vector. Various in silico or in vitro/in vivo biomedical datasets can be
applied to the surrogate models to predict properties based on the latent space. (b) Molecules with desired properties can be generated through
multi-objective optimization in the latent space, utilizing the predicted properties. For example, dual-target drug candidates can be obtained
using the predicted docking score or probability of binding to two target proteins. (c) The encoder learns the molecule in a sequential manner
using perplexity-inspired fragmentation, where perplexity serves as an indicator for bond breaking. The perplexity of each bond is estimated with
a pre-trained masked graph model (i.e., the perplexity estimator), which reflects the uncertainty associated with each bond. (d) The surrogate
model is composed of MLPs and task-specific ML modules. Contrastive learning and fingerprint reconstruction are employed for augmentation.
(e) The decoder generates bond scaffolds sequentially, followed by a scaffold assembler and an atom decorator. Bond scaffolds are assembled
by specifying connected bonds, and atoms are generated iteratively.
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iteratively aer assembling them (Fig. 1e and A20†). This
motivation is grounded in the hypothesis that the molecular
chemical validity is predominantly governed by the construc-
tion of bonds rather than atoms (as demonstrated by the
molecular perturbation experiment in Section 2.2), and by
providing bonds in prior, the model can more effectively map
latent vectors back to the corresponding molecule. Such
a design facilitates the exploration of a broader chemical space
compared to simply utilizing a predened fragment set while
preserving most of the superiority of fragment-based methods
(e.g., high chemical validity).

Perplexity-inspired fragmentation. To obtain the bond scaf-
fold, we propose the perplexity-inspired fragmentation method
(Fig. 1c). An automated, data-driven approach aligns with
conventional classical bond-breaking techniques, such as
BRICS,33 the molecular tailoring approach34,35 and systematic
molecular fragmentation.36,37 It utilizes bond perplexity as
13354 | Chem. Sci., 2025, 16, 13352–13367
a guiding principle, specically breaking bonds that exhibit
high perplexity. Bond perplexity is dened as the exponential of
the entropy of each bond under a perplexity estimator, which is
a pre-trained masked graph model (see Section A.2.1† for
details). In brief, the perplexity estimator is trained to learn the
distribution of masked bonds based on observable atoms and
bonds. The perplexity is calculated from the actual and pre-
dicted distributions of masked bonds, reecting the uncertainty
associated with each bond. The resulting fragments are
collected and transformed into bond scaffolds by removing all
atoms. In this study, we focus solely on breaking non-ring single
bonds to enhance the tractability of the model.

Surrogate model augmentation. We pre-trained MLPs of the
surrogate model using contrastive learning38 and molecular
ngerprint reconstruction to enhance its accuracy and gener-
alizability for downstream tasks (Fig. 1d) (see Section 4.4 for
details). These strategies encourage the surrogate model to
© 2025 The Author(s). Published by the Royal Society of Chemistry
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decode informative representations by exposing it to a vast
number of unlabeled molecules, thereby improving its perfor-
mance on downstream tasks. Contrastive learning aims to
classify molecules as similar or dissimilar based on graph
masking, where atoms and bonds are randomly masked to
render them unobservable. Masked graphs derived from the
samemolecule are labeled as similar, while those from different
molecules are labeled as dissimilar. Molecular ngerprint
reconstruction trains the model to reproduce the ngerprint of
the input molecule, as the ngerprint has shown sufficient
performance across various molecular property tasks.39,40
2.2 ScafVAE embeds molecules into Gaussian-distributed
representations based on the bond scaffold

We rst demonstrate the advantages of the bond scaffold-based
strategy in terms of molecular chemical validity using a graph
perturbation experiment. Atoms and bonds of the molecule
were randomly edited (e.g., replacing atom elements or bond
type, see Section 4.6 for details). As shown in Fig. 2a, pertur-
bations involving bonds signicantly decrease the validity of the
molecules, particularly when bonds are randomly added or
removed. In contrast, mutations to the atoms have a minimal
impact on the overall validity. This reveals a major challenge
faced by the atom-based generation process: a single incorrect
bond assignment can lead to the generation of invalid
Fig. 2 ScafVAE learns molecules based on bond scaffolds while maintain
in different perturbation steps. (b) Perplexity-inspired fragmentation of thr
red indicating higher perplexity. Molecules are fragmented by breaking
subsequently removing atoms. (c) The most frequently occurring bond
different bond types in the training set. (e) The number of unique fragm
scaffolds (black, i.e., fragments with removing atoms) in the training set ob
dimensions of the latent space, with 3000 randomly selected molecules

© 2025 The Author(s). Published by the Royal Society of Chemistry
molecules. By employing the bond scaffold-based generation
process, this issue can be mitigated.

The bond scaffold set was collected with perplexity-inspired
fragmentation, enabling the model to focus on learning bonds
associated with high uncertainty. As shown in Fig. 1c and 2b,
most bonds exhibit low perplexity (Fig. A1†), and the triple bonds
show the highest perplexity (Fig. 2d). The fragments were con-
verted to bond scaffolds through the removal of atoms, with the
most frequent bond scaffolds shown in Fig. 2c. By grouping
fragments into identical bond scaffolds, ScafVAE largely reduces
the vocabulary size (i.e. the number of predicted categories in the
network) in the generating process by one to two orders of
magnitude (Fig. 2e). Furthermore, we compared the perplexity-
inspired fragmentation with BRICS,33 a conventional rule-based
fragmentation method (Table A5†). BRICS failed to cleave
0.96% of themolecules, while our method successfully cleaves all
molecules and obtains more fragments with more than two
connection points, allowing for more branching possibilities.
Moreover, aer removing the attachment points, our method
resulted in only 6010 fragments, which is signicantly less than
that obtained with BRICS (23 116). This indicates that combining
perplexity-inspired fragmentation with the bond scaffold strategy
is effective in achieving a smaller vocabulary size.

The pre-trained ScafVAE was rst evaluated for its perfor-
mance of reconstruction with the distribution of its latent
ing a Gaussian-distributed latent space. (a) Molecular chemical validity
eemolecules. The perplexity of each bond is colored red, with a deeper
bonds with high perplexity, and the bond scaffolds are obtained by
scaffolds in the training set. (d) Distribution of bond perplexity across
ents (red, i.e., fragments without removing atoms) and unique bond
tained by perplexity-inspired fragmentation. (f) Visualization of the two
for each group.

Chem. Sci., 2025, 16, 13352–13367 | 13355
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space. As listed in Table A2,† the reconstruction accuracy for
bond scaffold and molecule reach 0.987 and 0.683, respectively.
This indicates that nearly all bond scaffolds can be reversibly
mapped to the latent space, while the model is able to perfectly
reconstruct the majority of the molecules. Moreover, the model
maintains a Gaussian-distributed latent space (Fig. 2f), and the
further t-SNE analysis indicates that the model can learn
a smoother latent space (Fig. A18a†) compared with that of the
JT-VAE20 (Fig. A18b†). Additionally, the latent space exhibits
a gradient in relation to molecular weight, even without direct
supervision regarding this aspect (Fig. A18a†). Furthermore, we
constructed a grid visualization of the local neighborhood of
a molecule by decoding its two random orthogonal unit vectors
(Fig. A19†). The neighboring molecules display a smooth tran-
sition related to the atoms (Fig. A19b†) and bond scaffold (Fig.
A19c†). These results are advantageous for the subsequent
molecular generation processes performed within this latent
space (see Section 2.4 and 2.5).

We further evaluated ScafVAE on the unconditional molec-
ular generation using the distribution-learning benchmark
from GuacaMol30 (Tables A3 and A4†). It includes ve metrics
for assessing the quality of generated molecules: the validity,
uniqueness, novelty, KL-divergence41 (KLD) and Fréchet
ChemNet distance42 (FCD) scores. The KLD and FCD scores are
measures of the similarity of distributions between generated
molecules and those used for training. ScafVAE showed high
validity (0.987/0.997), uniqueness (1.000/1.000), and novelty
(1.000/1.000) on the ChEMBL and ZINC datasets, respectively,
which indicates that our model can generate valid molecules
that were never present in the training set. ScafVAE achieves
superior KLD (0.959) and FCD scores (0.338) on the ChEMBL
dataset compared to the best-performing graph-based model
VGAE-MCTS (KLD: 0.659 and FCD: 0.016). Although its FCD
score is lower than that of the best SMILES-based model (0.913),
its KLD score is comparable to that of the best SMILES-based
model (0.991), and its validity, uniqueness, and novelty
surpass those of all tested SMILES-based models. On the ZINC
dataset, ScafVAE achieves the best FCD score (0.622), an
increase of 0.304 compared to the second-best model, which
scores 0.318. Additionally, our model has the second-best KLD
score (0.857), which is comparable to the best model's score of
0.882. These results indicate the superiority of ScafVAE as
a deep generative model for graph-based molecular generation.
2.3 Accurate prediction of molecular properties with the
augmented surrogate model

The task-specic MLmodule in the surrogate model was trained
to predict various molecular properties based on the latent
space (Fig. 1a), and their accuracy is crucial for the follow-up
molecular design. We comprehensively tested it on various
datasets, including ADMET, QED score, SA score, protein–
ligand binding, and protein–ligand docking.

ScafVAE was rst evaluated on 20 different ADMET tasks and
demonstrated high accuracy compared to the JT-VAE,20 beneting
from the surrogate model augmentation, as shown in Fig. 3. For
each ADMET task, ve popular ML algorithms were employed,
13356 | Chem. Sci., 2025, 16, 13352–13367
both with and without our augmentation, including Adaboost,
support vector machine (SVM), K-nearest neighbor (KNN),
random forest (RF), and MLP. For comparison, the performances
of ML algorithms trained based on the latent space of JT-VAE20

are also shown. Full ScafVAE (i.e., with augmentation, orange in
Fig. 3) outperforms the model without augmentation (green) and
JT-VAE (blue) across most tasks. For the average performance of
all ADMET experiments of regression tasks, ScafVAE achieves
Spearman's r values of 0.73, while the values for the model
without augmentation and JT-VAE are 0.70 and 0.69, respectively.
For the average performance of all classication tasks, the values
of the receiver operating characteristic curve (ROC-AUC) are 0.56,
0.48, and 0.46 for ScafVAE, ScafVAE without augmentation, and
JT-VAE, respectively. These results indicate that ScafVAE achieves
higher accuracy across various ADMET tasks through surrogate
model augmentation. Further testing reveals that the time cost
for augmentation (i.e., passing through two shallow pre-trained
MLPs) was 1.82 × 10−4 s for single samples using one CPU core
on average, which is near-negligible.

ScafVAE was further applied to predict properties related to
protein–ligand interactions, as small molecules usually exert
their bioactivity by binding to disease-associated proteins. Two
types of datasets were adopted: computational docking datasets
and experimentally measured binding datasets. The docking
datasets used the molecular docking tool to generate potential
binding strength (i.e. predicted binding free energy) for
protein–ligand interactions (see Section 4.7), and the binding
datasets were collected from the BindingDB database43 as
described in Section 4.1, where inhibitors were identied using
the IC50, Ki, and Kd values. Eight proteins, which play a vital role
in drug resistance in cancer therapy,44–46 were selected for
evaluation: epidermal growth factor receptor (EGFR), receptor
tyrosine-protein kinase erbB-2 (HER2), P-glycoprotein (P-gp),
breast cancer resistance protein (BCRP), poly(ADP-ribose)
polymerase 1 (PARP1), phosphatidylinositol 3-kinase (PI3K),
histone deacetylases (HDAC), and bromodomain containing
protein 4 (BRD4). As shown in Fig. A2,† ScafVAE achieves
Spearman's r values ranging from 0.73 to 0.92 and mean
absolute error (MAE) values ranging from 0.37 to 0.96 kcal
mol−1 on the test set of the docking dataset, indicating strong
correlations between the predicted docking score and actual
docking score. For binding tasks (Fig. A3†), ScafVAE reaches
ROC-AUC values ranging from 0.88 to 0.97, indicating that
ScafVAE can accurately classify most active binders. Further-
more, ScafVAE achieves Spearman's r values of 0.93 and 0.92 in
predicting QED and SA scores (Fig. A4†). Such high accuracy in
predicting various properties supports the follow-up accurate
and efficient molecular generation.5
2.4 Generating dual-target drug candidates against drug
resistance in cancer

We applied ScafVAE in dual-target drug design against drug
resistance in cancer, which has demonstrated potential in clinical
therapy through synergistic or additive mechanisms.44,45,47 Eight
proteins related to four mechanisms underlying drug resistance
were selected: epigenetic alteration (EGFR/HER2) (Fig. 4a), drug
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 ScafVAE accurately predicts molecular ADMET properties through surrogate model augmentation. (a–e) The performance of ScafVAE on
absorption (a), distribution (b), excretion (c), metabolism (d), and toxicity (e) tasks, respectively. Each task was evaluated five times with random
scaffold splitting, and the size of each dataset is listed in Table A6.† Five popular ML algorithms are used for evaluation: Adaboost, SVM, KNN, RF,
and MLP. The performance of ML algorithms trained based on the latent space of JT-VAE20 is also shown for comparison.
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efflux (P-gp/BCRP) (Fig. 4e), DNA damage repair (PARP1/PI3K)
(Fig. 4i), and deregulated cell death (HDAC/BRD4) (Fig. 4m) for
evaluation. Two types of generation routes were considered: the
rst is based on molecular docking datasets, aiming to generate
molecules with improved docking scores (docking score-based
generation). The second relies on binding datasets, with the
goal of generating molecules with high probabilities of binding
(binding probability-based generation).

By performing Bayesian optimization (BO) in the latent
space, molecules can be sampled with desired properties (i.e.,
the docking score or binding probability). However, this bi-
objective optimization task oen results in multiple optimal
molecules due to potential internal conicts between objec-
tives, resulting in a solution set known as the Pareto front.48,49 In
brief, for all molecules observed during the optimization, the
Pareto front comprises molecules in which one of the objectives
© 2025 The Author(s). Published by the Royal Society of Chemistry
(e.g., the EGFR docking score) cannot be improved without
worsening another objective (e.g., the HER2 docking score)
(Fig. 1b). We addressed this bi-objective optimization problem
using the non-dominated sorting genetic algorithm-II50,51

(NGSA-II) and selected the nal molecule for evaluation from
the Pareto front utilizing the pseudo-weight vector approach,52

which scores each molecule based on its weighted normalized
distance to the worst molecule regarding each objective.

Our experiments demonstrate that ScafVAE can efficiently
generate dual-target drug candidates for proteins with varying
sequence, structure, or binding pocket similarity, with docking
or binding datasets, respectively. We conducted ten indepen-
dent runs for each task. The results indicate that the model has
effectively converged to the Pareto front on docking score-based
generation (Fig. A5†). We selected molecules (colored red) from
the Pareto front by the pseudo-weight vector approach,
Chem. Sci., 2025, 16, 13352–13367 | 13357
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Fig. 4 Design of dual-target drug candidates against drug resistance in cancer based on four different resistance mechanisms. Four resistance
mechanisms are included: epigenetic alteration (a), drug efflux (e), DNA damage repair (i), and deregulated cell death (m). For two proteins related
to each resistance mechanism, their sequence, structure, and binding pocket similarity are presented for comparison. (b, f, j and n) Visualization
of actual docking scores of ten generated molecules in docking score-based generation for the four resistance mechanisms, respectively. The
generated molecules were re-docked into proteins to obtain their actual docking scores. The actual docking scores of generated molecules are
shown in orange, and the distribution of the training set is shown in black. (c, d, g, h, k, l, o and p) Visualization of interactions of re-docked
structures for the four resistance mechanisms, respectively. The hydrophobic contact, p–p interaction, and hydrogen bond are colored green,
cyan and blue, respectively.
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assigning equal importance to both target proteins with weights
of 0.5 : 0.5 (selected molecules are shown in Fig. A7–A10†). Since
we used the predicted docking score for BO, the selected
13358 | Chem. Sci., 2025, 16, 13352–13367
molecules were re-docked into the protein to obtain their actual
docking scores. Most of the generated molecules exhibit strong
actual docking scores (Fig. 4b, f, j and n). For instance, the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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generated molecules against drug efflux (Fig. 4f) achieve actual
docking scores ranging from −11.5 kcal mol−1 to −15.8 kcal
mol−1 for two proteins, which are strong and much better than
the majority of those in the training set (black in Fig. 4f). The
molecules with superior docking scores closely match the shape
of the pocket surface and demonstrated strong hydrophobic
interactions (Fig. 4c, d, g, h, k, l, o and p). Furthermore, we also
performed binding probability-based generation by maximizing
their probability of binding to the two target proteins (Fig. A6,
generated molecules are shown in Fig. A11–A14†), similar to the
docking score task. For all four resistance mechanisms, the
generated molecules achieve a binding probability of greater
than 0.95 with respect to two target proteins. These results
indicate that ScafVAE exhibits outstanding capability in the
generation of dual-target molecules with strong docking scores
or high binding probability against two target proteins.
2.5 Multi-objective molecular design is possible using
ScafVAE

We further attempted to govern the dual-target molecular
generation by incorporating various extra properties (e.g., the
QED score and ADMET properties) through multi-objective
Fig. 5 Generation of multi-objective molecules. (a) Visualization of the P
score and QED score). (b) Visualization of actual docking scores of ten g
docking scores of generated molecules are shown in orange, and the dis
docked structure of two generated molecules (compounds 1 and 2), alon
predicted properties of the generated multi-objective molecules with th
QED score, absorption, metabolism, and toxicity properties. (e–p) MD sim
and compound 4 (k), along with their ligand pairwise RMSD (f–h and l–
ligand (i, j, o and p).

© 2025 The Author(s). Published by the Royal Society of Chemistry
optimization. The previously generated molecules (Fig. A7–
A14†) reveal that, in the absence of additional constraints, most
of the generated molecules did not comply with the empirical
rules of drug design proposed in previous studies.53–55 For
instance, docking score-based generation (Fig. 4 and A7–A10†)
oen featured large rings, multiple rotatable bonds, and high
molecular weight, which violates Lipinski's rule of ve.53 This
trend can be attributed to that docking tools oen tend to
assign better scores to molecules with more non-covalent
interactions with the proteins (e.g., hydrogen bonding and
hydrophobic interaction),56 consequently leading to an increase
in molecule volume. Therefore, it is essential to incorporate
more constraints in the design of dual-target molecules,
resulting in a multi-objective optimization.

ScafVAE was evaluated for generating dual-target drug
candidates for EGFR/HER2 with docking score and QED score
optimization, which constitutes a tri-objective optimization
task. The QED score takes into account molecular weight and
surface area,57 which helps implicitly control the size of the
generated molecules. We employed the NGSA-II50,51 algorithm
for this task. The Pareto front is shown in Fig. 5a. Molecules on
the Pareto front with better docking scores exhibit lower QED
areto front of the tri-objective optimization task (EGFR/HER2 docking
enerated molecules for the tri-objective optimization task. The actual
tribution of the training set is shown in black. (c) Visualization of the re-
g with their actual docking score and QED score. (d) Comparison of the
ose of the training set, including the HDAC/BRD4 docking score, the
ulation of two generated multi-objective molecules, compound 3 (e)

n) and protein RMSF with contact frequency between the protein and

Chem. Sci., 2025, 16, 13352–13367 | 13359
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scores, indicating an internal conict between docking scores
and molecular drug-likeness. We selected the molecules using
the pseudo-weight vector approach with weights of 0.33 : 0.33:
0.33 (Fig. A15†). Compared with the molecules generated
without QED score optimization (Fig. A7†), the generated tri-
objective molecules resembled pre-drugs more closely,
featuring fewer rotatable bonds and reduced molecular weight
while still achieving a favorable actual docking score (Fig. 5b).
Two representative generated molecules are shown in Fig. 5c,
with actual QED scores of 0.70 and 0.76 and EGFR docking
scores of −11.0 kcal mol−1 and −13.3 kcal mol−1, indicating
promising potential for binding.

Furthermore, we applied ScafVAE to design multi-objective
molecules targeting HDAC and BRD4 by optimizing various
extra 12 properties, including the QED score, absorption,
metabolism, and toxicity. The NGSA-III51,58,59 algorithm was
employed for optimizing these 14 objectives, followed by
selecting molecules using the pseudo-weight vector approach,
with weights listed in Table A9.† We aimed to minimize the
toxicity (hERG inhibition, AMES mutagenicity, drug-induced
liver injury, and skin reaction), inhibition of metabolism
systems (CYP2C19, CYP2D6, CYP3A4, CYP1A2, and CYP2C9),
and docking scores, while maximizing the QED score, LD50, and
solubility. Compared to the training set, the generated multi-
objective molecules outperform in most predicted properties
(Fig. 5d). On average, the properties of generated molecules
achieve the following: inhibition of hERG (0.60/0.45), CYP2C19
(0.52/0.23), CYP2D6 (0.39/0.35), CYP3A4 (0.50/0.26), CYP1A2
(0.42/0.20), CYP2C9 (0.47/0.26), AMES mutagenicity (0.40/0.37),
drug-induced liver injury (0.66/0.35), skin reaction (0.34/0.38),
HDAC2 docking score (−6.66/– 7.03 kcal mol−1), and BRD4
docking score (−8.01/– 8.05 kcal mol−1) for the training set and
the generated molecules, respectively, where the properties of
generated molecules are lower (i.e. better) than those of the
training set, except for the skin reaction. For the properties that
need to be maximized, molecules achieve the following: QED
score (0.58/0.52), LD50 (2.74/3.28), and solubility (−3.99/– 3.00)
for the training set and the generated molecules, respectively,
where the properties of generated molecules are higher than
those of the training set, except for the QED score. These results
indicate that ScafVAE makes it possible to design multi-
objective molecules by combining different surrogate models,
demonstrating promising potential for customized drug design.

We conducted MD simulations and retrosynthesis planning
for the generated multi-objective drug candidates targeting
HDAC and BRD4. Starting from the re-docked structure, we
performed MD simulations for 20 ns for two molecules
(compound 3 in Fig. 5e and compound 4 in Fig. 5k). The
binding free energy over the simulation trajectories was calcu-
lated using the MM/PBSA60 approach. Compound 3 and
compound 4 achieved average binding free energies of −20.22
kcal mol−1 and −22.45 kcal mol−1 for HDAC and −11.47 kcal
mol−1 and−19.60 kcal mol−1 for BRD4, respectively. The ligand
pairwise (root-mean-square deviation) RMSD calculated with
the same trajectories shows average values of 0.61/0.87 Å, 0.92/
0.87 Å for HDAC and BRD4 (Fig. 5f, g, l and m), respectively. In
contrast, the ligand RMSD between different trajectories (i.e.,
13360 | Chem. Sci., 2025, 16, 13352–13367
binding to different proteins) achieves higher average RMSD
values of 1.99/1.45 Å. This indicates that the generated mole-
cules maintained stability when binding to a protein while
demonstrating the ability to adopt different binding confor-
mations when simulating with different proteins (Fig. A17†).
Additionally, root-mean-square uctuation (RMSF) analysis
reveals low structural uctuations in the proteins when bound
to the generated molecules (Fig. 5i, j, o and p). Most residues
with high contact frequency with the ligand exhibit low RMSF,
indicating stable protein–ligand interactions. These ndings
suggest that the generated multi-objective molecules have the
potential to stably bind to both target proteins while possessing
multiple optimized molecular properties. Furthermore, we
performed retrosynthesis planning for the two molecules (Fig.
A24a and b†) with ASKCOS.61 Both molecules successfully
identied potential reaction routes with a depth of less than 3.
The average plausibility scores are 0.81 and 0.96, respectively,
indicating good retrosynthetic feasibility.

3 Discussion

Our research introduces a novel deep graph-based generative
model named ScafVAE, which is capable of generating multi-
objective molecules from an innovative perspective. ScafVAE
achieved high scores in validity, uniqueness, novelty, and KLD
for molecular generation on the GuacaMol benchmark.
Beneting from the bond scaffold-based molecular generation
and perplexity-inspired fragmentation, ScafVAE, our model, can
cover a broader chemical space compared to conventional
fragment-based methods. Moreover, the augmentation strategy
enhances the accuracy of predictions across various molecular
property tasks, thereby facilitating subsequent molecule
generation. We applied ScafVAE to generate multi-objective
molecules, focusing on the design of dual-target molecules by
leveraging molecular docking scores or binding probabilities.
Additionally, we considered extra molecular properties of
interest, such as the QED score, the SA score, and ADMET.
Subsequent MD simulations indicated that the generated dual-
target molecules stably bind to the two targets through different
binding modes while maintaining optimized extra properties.
These results demonstrate that ScafVAE presents a promising
and efficient alternative for de novomulti-objective drug design,
surpassing conventional CADD methodologies.

Our proposed bond scaffold-based generation approach
bridges the gap between traditional atom- and fragment-based
methods, demonstrating advanced performance on a dataset
featuring larger molecules. Many popular graph-based models
were used and evaluated only with small molecules.17,20,57 For
example, the widely used molecular datasets ZINK250k62 and
QM963 have a maximum number of heavy atoms of 38 and 9,
respectively. In contrast, the dataset adopted in our study
contains larger molecules (with a maximum of 128 heavy
atoms). We found that ScafVAE is nearly perfect in recon-
structing molecular scaffolds from the latent space, although it
shows lower accuracy in reconstructing entire molecules. This
indicates that the atom decoration process has a higher error
rate, likely due to accumulated errors arising from the iterative
© 2025 The Author(s). Published by the Royal Society of Chemistry
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atom generation process. This issue is expected to be addressed
in future work, potentially through a one-shot generation
process.

ScafVAE employs multiple designs to facilitate its applica-
tion to new downstream tasks and to improve the quality of the
generated multi-objective molecules. Recent studies have
shown that VAE models are capable of learning representative
latent distributions related to property values through joint
training (i.e., full end-to-end) for property prediction.64–66

However, it is impractical to apply this approach to many
molecular properties, especially those that are experimentally
measured (e.g., ADMET), as the sizes of the available labeled
datasets are much smaller compared to the vast chemical space
of drug-like molecules, which is estimated at 1060.4 Besides,
joint training could make it difficult to tune for new tasks since
all parameters are task-specic. By contrast, only a small ML
module in ScafVAE is task-specic, allowing for easier applica-
tion to new tasks. The time required to train a machine learning
module on a new molecular property is nearly negligible
compared to the time required for tuning the entire model; for
example, a KNN module can be trained within one second for
10 000 data samples using a single CPU core. Furthermore, the
augmentation of the surrogate model enhances the accuracy of
property predictions, thereby increasing the model's generaliz-
ability. Subsequent experiments demonstrate that generating
dual-target molecules with multiple additional properties of
interest is feasible.

However, experiments with ScafVAE revealed several limita-
tions in multi-objective drug design. First, objectives oen
conict with one another,67–69 and this conict intensies with
the increase of the objectives. For example, our results show
a signicant internal conict between the docking score and the
QED score. This conict may arise because optimizing for better
non-covalent interactions could lead to a substantial increase in
molecular volume, which is unfavorable for its drug-likeness.
Second, the quality of the generated molecules heavily relies
on the accuracy of property predictions. Although several
properties (e.g., the QED score and SA score) can be easily
calculated with their actual values, desired properties are oen
either measured experimentally (e.g., ADMET) or require
computationally intensive processes (e.g., molecular docking).
This indicates that using predicted properties remains a more
practical approach, and improving the accuracy of property
prediction is still a major concern that needs to be addressed.
Third, molecular geometry is not considered in this study.
ScafVAE employs bond scaffold-based generation, which can
incorporate geometries naturally as they are a set of fragments
without specifying atom types. Future work is expected to
investigate molecular geometry with bond scaffolds to learn the
complex distribution of molecular geometry properties such as
structure design14 and MD simulation.70

4 Materials and methods
4.1 Dataset collection

ChEMBL and ZINC datasets. Molecules were collected from
the ChEMBL database71 (2023-12) and ZINC250K.72 Molecules
© 2025 The Author(s). Published by the Royal Society of Chemistry
that were not successfully preprocessed (as described in Section
4.2) by our model were excluded. 1 737 964 molecules from the
ChEMBL database and 218 651 from ZINC250K were nally
used in our study, respectively.

ADMET dataset. ADMET datasets were collected from the
TDCommons database,73 including the human intestinal
absorption (HIA_Hou),74 cell effective permeability (Caco2_-
Wang),75 lipophilicity (Lipophilicity_AstraZeneca),76,77 solubility
(Solubility_AqSolDB),78 hydration free energy (Hydration-
FreeEnergy_FreeSolv),77,79 blood–brain barrier (BBB_Mar-
tins),77,80 plasma protein binding rate (PPBR_AZ),76 volume of
distribution at the steady state (VDss_Lombardo),81 half-life
(Half_Life_Obach),82 clearance (Clearance_Hepatocyte_AZ),76

CYP P450 2C19 inhibition (CYP2C19_Veith),83 CYP P450 2D6
inhibition (CYP2D6_Veith),83 CYP P450 3A4 inhibition
(CYP3A4_Veith),83 CYP P450 1A2 inhibition (CYP1A2_Veith),83

CYP P450 2C9 inhibition (CYP2C9_Veith),83 hERG blockers
(hERG),84 Ames mutagenicity (AMES),85 drug induced liver
injury (DILI),86 skin reaction,87 and acute toxicity LD50

(LD50_Zhu).88 Molecules that are unsuccessfully processed by
our model or JT-VAE are excluded, and the nal size of each
dataset is listed in Table A6.†

Protein–ligand binding dataset. We collected all molecules
against given protein targets from the BindingDB database43

(2024-07). Molecules with an IC50, Ki, or Kd concentration of less
than 1 mM were considered active binders, while the rest were
considered non-active ones. In cases where the number of active
binders exceeded that of non-active ones, we supplemented the
non-active group with random molecules from the ChEMBL
database until their quantity matched that of the active binders.
Molecules that could not be successfully preprocessed were
excluded. The nal count of molecules used for each protein
target is listed in Table A7.†

Protein–ligand docking dataset. We collected crystal struc-
tures of protein targets from the RCSB PDB database,89

including 3POZ, 3PP0, 7O9W, 6ETI, 7ONT, 4JPS, 4LXZ, and
7AXR. 50 000 randomly selected molecules from the ChEMBL
dataset were docked for each protein by following the docking
process described in Section 4.7. The top-1 docking score was
used for each molecule.

QED and SA datasets. We used the same molecules from the
protein–ligand docking dataset for QED and SA tasks. The QED
and SA scores of molecules were calculated using RDKit.90
4.2 Data preprocessing

Each molecule was converted from a SMILES string into
a complete graph (each node is connected to every other node),
where each node represents a heavy atom and the bonds
between them are represented as edges. The nodes and edges
were initialized using one-hot encoding for the atom elements
and the bond types, respectively. The available elements in the
encoding include C, O, N, S, F, Cl, Br, B, I, and P. Atoms that do
not belong to any of these element types are encoded as ‘UNK’.
Similarly, the available bond types consist of single, double,
triple, and aromatic bonds. If two atoms are not bonded,
a ‘dummy bond’ is assigned to represent this absence of
Chem. Sci., 2025, 16, 13352–13367 | 13361
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a connection. Chirality is not included in this study. To control
the complexity, molecules with more than 128 heavy atoms or
having a ring of size exceeding 16 are excluded. We used RDKit90

to convert molecules between SMILES strings and graphs.
4.3 ScafVAE architecture

ScafVAE follows a VAE-style design network with a bond
scaffold-based coding strategy and perplexity-inspired frag-
mentation, which are outlined in Section 2.1. Its neural
networks mainly consist of GNN and RGNN blocks, which
leverage the memory mechanism to encode and decode
a molecular graph in a sequential manner. The detailed archi-
tecture of the encoder, decoder, GNN block, RGNN block, and
surrogate model is described in Section A.2.2–A.2.6,† respec-
tively. Additionally, the masked graph model used in perplexity-
inspired fragmentation with its detailed settings is described in
Section A.2.1.†
4.4 Pre-training

The entire model, except for the task-specic ML module in the
surrogate model, was rst pre-trained with three losses:
molecular reconstruction loss ðL reconstÞ; Kullback–Leibler loss
ðL klÞ and surrogate model augmentation loss ðL augÞ:. The nal
loss can be written as:

L ¼ L reconst þ bL kl þ L aug (1)

Molecular reconstruction loss. The L reconst is the sum of the
reconstruction error calculated based on the input graph and
the output graph, which is calculated as follows:

L reconst ¼ L scaf þ 4L asm þ 2L bond þ 2L atom (2)

� Bond scaffold reconstruction loss ðL scafÞ: L scaf is used to
train the decoder to reconstruct input bond scaffolds from the
latent vector, which is a cross-entropy loss between the pre-
dicted distribution and the ground truth.

� Assembling loss ðL asmÞ: L asm is used to train the assem-
bler to reconstruct the connection (bond formation) between
two bond scaffolds. We used the reverse order of the node
removal to train the decoder. For each bond scaffold, the
decoder predicts the probability of it being connected to each of
the previously generated bond scaffolds. Beneting from the
settings of our model (see perplexity-inspired fragmentation in
Section A.2.1 and BFS ordering in Section A.2.2†), each bond
scaffold can only form a bond to one of the previously generated
bond scaffolds. Therefore, L asm is calculated as a classication
task with a cross-entropy loss.

� Bond reconstruction loss ðL bondÞ: L bond is used to train the
assembler to reconstruct bond formation between two bond
scaffolds. The decoder predicts the probability of bond forma-
tion for every atom pair between two bond scaffolds. Owing to
our procedure (see Section A.2.1†), only one bond can be formed
between two bond scaffolds, and therefore, L bond is also
calculated as a classication task with a cross-entropy loss.
13362 | Chem. Sci., 2025, 16, 13352–13367
� Atom reconstruction loss ðL atomÞ: L atom is used to train the
atom decorator to reconstruct the atom element types based on
the bond scaffolds, which is a cross-entropy loss between the
predicted distribution and the input atom element types. It is
achieved by using atom masking, i.e. the atoms requiring
prediction are masked. We used a mask rate that was uniformly
sampled from 0 to 1 during training.

Kullback–Leibler loss. The L kl is a regularization term
between the normal distribution and the distribution predicted
by the encoder, which is calculated using the Kullback–Leibler
divergence. The b is a hyperparameter for balancing (b = 0.003
in this study).

Augmentation loss. The L aug includes two losses for surro-
gate model augmentation:

L aug ¼ 10L cl þ 5L fp (3)

� Contrastive loss ðL clÞ: contrastive learning38 aims at
learning meaningful representation by contrasting similar and
dissimilar pairs of molecules. Given a molecular graph, we
randomly masked its nodes and edges with a probability of
15%. The InfoNCE loss91 was adopted for loss calculation.
Masked graphs derived from the same molecules are consid-
ered positive pairs, while those derived from different mole-
cules are treated as negative pairs (Fig. 1d).

� Fingerprint reconstruction loss ðL fpÞ: L fp is used to
encourage the model to decode the molecular ngerprint,
which is calculated with MACCS and Morgan ngerprints
(radius of 4, 512 bits) with a binary cross-entropy loss.

The model was pre-trained with the Adam optimizer.92 For
the ChEMBL dataset, it underwent an initial training of 93 800
iterations, with a maximum number of nodes set at 64 (learning
rate of 5 × 10−4 and a batch size of 200). Subsequently, it
underwent additional training of 10 600 iterations, with
a maximum number of nodes increased to 128 (learning rate of
1 × 10−4 and a batch size of 128). 50 000 randomly sampled
molecules are used as the test set, and the rest are used for
training. For the ZINC dataset, the model was trained for 200
000 iterations, employing a cosine annealing learning rate
schedule (learning rate of 5 × 10−4 and a batch size of 24). 21
785 randomly sampled molecules, which are approximately
10% of the ZINC dataset, are used as the test set. All bond
scaffolds were ensured to appear at least once in the
training set.
4.5 Task-specic training and evaluation

Aer pre-training, we trained the ML module with various
conventional algorithms. To optimize the hyperparameters of
ML modules used for ADMET tasks, we conducted a grid search
using vefold cross-validation on the training set. The search
space was detailed in Table A8.† For other tasks, we employed
the SVM algorithm with an RBF kernel and C = 1.0. Standard
normalization was applied on the training set for all regression
tasks, and the SMOTE93 algorithm was applied for balancing the
number of different categories in the training set of all classi-
cation tasks. Scaffold splitting was applied for ADMET tasks,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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with each task being repeated ve times, while single random
splitting was applied for other tasks. For the docking, QED, and
SA datasets, 45 000 molecules were used for training and 5000
molecules were used for testing. For binding datasets, the
training and test datasets were split with a ratio of 0.8 : 0.2. For
experiments without surrogate model augmentation shown in
Fig. 3, we used the latent vector as the input for the task-specic
ML module (i.e., removed the pre-trained MLPs).

4.6 Molecular perturbation

Four basic perturbation processes were employed: atom muta-
tion, bond mutation, bond removal and bond addition. Atom
mutation involves randomly changing the element type of an
atom, while bond mutation randomly alters the bond type of
a bond, similar to atom mutation. Bond removal randomly
eliminates an existing bond, and bond addition randomly adds
a bond between two atoms with randomly assigned bond types.
In the “bond removal/addition” group, there is a 50% chance of
performing either removal or addition. In the “bond mutation +
removal/addition” group, there is a one-third chance of per-
forming mutation, removal, or addition, respectively. We
randomly sampled 100 000 molecules from the ChEMBL data-
set used for this experiment. Each molecule was applied to 1 to
10 steps of perturbation.

4.7 Docking program settings

Molecular docking was performed with Smina94 with 50 000
randomly sampled molecules from the ChEMBL dataset. It was
allowed to generate conformations up to 20 with default
parameters. Pockets were selected based on native ligands in
crystal structures.

4.8 Molecular dynamics simulation

MD simulation was performed with the OpenMM95 package
with the AMBER ff99sb force eld.96 Protein and ligand topology
les were generated using AmberTools97 and ACPYPE.98,99 pK
values of ionizable groups were calculated using the H++100 at
pH = 7.0. Each complex was dissolved with TIP3P water models
in a cubic periodic box and placed at least 15 Å away from the
periodic wall. The electroneutral system was guaranteed by
adding the Na+ or Cl−. Aer energy minimization, the system
was equilibrated at the NPT ensemble for 5000 ps at 298.15 K
and 1.0 atm. The initial velocities were sampled from a Boltz-
mann distribution at 298.15 K. The production run was per-
formed at the NPT ensemble for 20 ns at 298.15 K and 1.0 atm.
The binding free energy was calculated withMM-GB/PBSA using
gmx_MMPBSA.101 Analysis of trajectory was performed with
MDTraj,102 and the contacts between proteins and compounds
were identied with a distance cutoff of 4.5 Å. Protein–ligand
interactions in frame shots were identied and visualized using
PoseEdit.103

4.9 Protein similarity evaluation

The similarity of the two proteins was shown for evaluating
tasks of dual-target compound design in Fig. 4. The sequence,
© 2025 The Author(s). Published by the Royal Society of Chemistry
structure, and pocket similarity were calculated as the identity
or score usinh NW-align,104,105 TM-align,106 and PocketMatch,107

respectively. The binding pocket was selected with a distance
cutoff (4 Å) to the native ligand that was provided in the crystal
structures.
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