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Organic optoelectronic materials are a promising avenue for next-generation electronic devices due to
their solution processability, mechanical flexibility, and tunable electronic properties. In particular, near-
infrared (NIR) sensitive molecules have unique applications in night-vision equipment and biomedical
imaging. Molecular engineering has played a crucial role in developing non-fullerene acceptors (NFAs)
such as the Y-series molecules, which feature a rigid fused-ring electron donor core flanked by
electron-deficient end groups, leading to strong intramolecular charge-transfer and extended absorption
into the NIR region. However, systematically designing molecules with targeted optoelectronic
properties while ensuring synthetic accessibility remains a challenge. To address this, we leverage
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1 Introduction

Organic optoelectronic materials have emerged as promising
candidates for next-generation electronic devices, particularly
in the fields of organic photodiodes (OPDs) and organic
photovoltaics (OPVs). These materials offer unique advantages
such as solution processability, mechanical flexibility, and
tunable electronic properties, making them attractive alterna-
tives to traditional inorganic semiconductors.'”® Of particular
interest are low-bandgap m-conjugated organic molecules and
polymers sensitive to near-infrared (NIR) wavelengths, which
can harvest a broader portion of the solar spectrum, extending
beyond the visible range. These NIR-sensitive materials have
found diverse applications, from military night-vision equip-
ment to biomedical imaging devices and semi-transparent
photovoltaics.*”

The optimization of molecular structures, especially the
design of improved donor-acceptor (D-A) systems, has led to
substantial progress in the power conversion efficiency (PCE) of
OPV devices. Over the past decade, PCE has increased from
around 5% to over 19% for single-junction devices.® This
advancement is largely attributed to the development of non-
fullerene acceptors (NFAs), which offer more tunability of
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patent dataset, while also exhibiting red-shifted absorption, as validated by TD-DFT calculations.

energy levels and absorption spectra through molecular engi-
neering, than fullerene acceptors (FAs).’

The Y-series family of NFAs (Y1 through Y6) is a particularly
promising class of molecules,' typically featuring a planar,
rigid fused-ring electron-rich core with appended electron-
deficient (acceptor) end units. This A-D-A architecture
induces strong intramolecular charge-transfer (ICT) effects,
resulting in broad absorption that extends well into the NIR
region. Over time, several follow-up designs and derivatives of
the Y-series have emerged,'* further tuning the side-chains, end
groups, and bridge units to achieve improved performance and
device stability. These improvements highlight the role of
molecular design in enhancing device performance and the
potential for further advancements through
approaches to materials discovery.

Over the past half-decade, generative models have received
tremendous attention in molecular design,'** using a variety of
algorithms and molecular representations.'** However,
without special attention to synthetic accessibility, off-the-shelf
models often generate non-synthesizable designs.”* Several
existing approaches incorporate knowledge about synthesiz-
ability into generative models, either implicitly or explicitly.

Implicit approaches typically work by (1) biasing the objec-
tive function for property optimization with an additional syn-
thesizability term, (2) applying a synthesizability filter post-hoc
to generated candidates, or (3) constraining the training dataset
using combinatorial enumerations of molecular fragments (for
example, symmetric attachments as a proxy for synthetic
accessibility). 1 and 2 often use approximate score functions
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such as SAscore,* SCScore,** or retrosynthesis tools like ASK-
COS* or AiZynthFinder*® to quantify synthesizability. In 1,
multi-objective optimization is sensitive to the choice of the loss
function's functional form, which if not done appropriately can
lead to a compromise in other property objectives. In 2, a key
assumption is that a sufficiently large portion of generated
candidates are synthesizable, an assumption often proven false,
as demonstrated in Fig. S101 of Gao and Coley.** Additionally,
the scoring functions themselves have specific definitions that
make them more suitable for certain situations than others,
limiting their universality. SAscore for instance is designed for
biologically relevant molecules such as drug-like molecules, and
might be less applicable for other chemical spaces such as
organic electronics.” In 3, a downside is that the heuristics used
to design the training dataset might not be reflected in the
generations unless more explicit constraints are injected into
the models. Such explicit constraints can be achieved by
restricting the grammar of the generative model to only
a chemical subspace using user-defined heuristics, so that all
generated candidates by construction satisfy the constraints.

Explicit methods of incorporating synthesizability do not
suffer from limitations of scoring functions, or generations not
satisfying prior constraints. They typically either embed pre-
specified synthetic reaction templates,”° or machine-learned
reaction prediction algorithms*+=*> into the generation
grammar to constrain the scope of generation. While both
reduce the possibility of chemically infeasible outcomes, reac-
tion templates significantly limit the breadth of the search
space, and reaction prediction algorithms could be prone to
error propagation in multi-step synthetic routes.?” This case of
multi-step pathways is common in organic electronics
systems.*® Some recent works at the intersection of organic
electronics and synthesizability include Kwak et al,** Li and
Tabor,** Westermayr et al.*®

In this paper, we develop a simple, and more universally
applicable approach to incorporate an approximate form of
synthesizability into the generation process, and demonstrate
its utility for organic electronics applications by generating low-
bandgap molecules. Building on our previous work on extract-
ing datasets from published patents, our method is based on
the fact that molecules reported in published patents are likely
to be synthetically accessible, and when extracted based on
domain-focused keyword queries made on the text, are also
high-performance for domain-relevant properties.*” The
chemical fragments that make up a molecule, and the symmetry
in their attachments contain key information about the
precursors and synthetic pathways used to make the molecule.
To utilize this information effectively during generation, we
develop:

(1) A fragment decomposition algorithm that extracts frag-
ments and their reactive positions from patent-mined struc-
tures, preserving symmetry information.

(2) A generation algorithm based on Monte Carlo Tree Search
(MCTS)*** that constrains the generated molecules to contain
only the previously extracted fragments attached at their reac-
tive positions, while satisfying symmetry requirements.
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We evaluate our method on two chemical spaces of different
sizes, a smaller, focused space of Y6-derivatives,' and a much
larger space of patent-mined fragment derivatives.>” We employ
Time-Dependent Density Functional Theory (TD-DFT) to obtain
our “ground-truth” bandgaps for training and evaluation. Our
generated candidates retain symmetry constraints from the
patent dataset while also exhibiting red-shifted absorption.

2 Methods

2.1 Fragment identity, connectivity and symmetry

Our previous work developed an automated pipeline to mine
USPTO patents and create domain-focused unsupervised data-
sets of molecular structures.’” These patent-derived molecules
likely possess two important characteristics: high performance
(justifying the investment in a patent application) and synthetic
accessibility. Consequently, the fragments present in these
structures, along with their reactive positions (points of
connectivity), potentially correlate with both synthetic accessi-
bility and domain-specific properties. Moreover, the symmetry
of reactive positions relative to each other encodes information
about the synthetic pathways used to create these molecules. To
effectively leverage this structural and synthetic information, we
have developed a two-stage method: Fragment Decomposition:
We designed an algorithm that extracts fragments and their
reactive positions from patent-mined structures, while marking
each reactive position in a way that faithfully represents the
identity of the substructure attached to it. This preserves
important contextual information about molecular connec-
tivity. It is this connectivity and identity-preserving property
that we refer to as “symmetry” throughout this paper. Con-
strained Generation: We implemented a generation algorithm
based on MCTS that constrains the output to molecules
composed solely of patent-extracted fragments. These frag-
ments are attached at their corresponding reactive positions
while adhering to the symmetry requirements observed in the
original patent structures. This approach aims to maintain
synthetic feasibility while exploring novel molecular configu-
rations. By combining these two components, we aim to create
a framework for generating molecules that are not only likely to
be synthetically accessible but also tailored to the specific
property requirements of organic electronic materials. This
method leverages the information embedded in patent-derived
structures to guide the exploration of chemical space towards
promising and realizable candidates.

2.1.1 Fragment decomposition. We developed a fragment
decomposition algorithm that preserves connectivity and
symmetry information from patent molecules. We achieve this
through a recursive application of RDKit reaction SMARTS.*
More details are provided in the following paragraphs, and an
illustrative example is shown in Fig. 1(b).

A reaction SMARTS string is first defined to indicate what
types of bonds must be deleted during decomposition. For our
purpose, we defined this so that single bonds connecting an
aromatic ring with an aliphatic chain, or an aromatic ring to
another aromatic ring are matched. The algorithm consists of

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Fragments to initialize MCTS (a) editable Y6 core with marked
positions. (b) Fragment decomposition algorithm to obtain fragments
from patent dataset. Vocabulary dictionary is first created by breaking
one-bond at a time, and labeling the resulting fragments with unique
integer values. Recursive decomposition of the starting molecule is
then performed. Reactive positions are labeled with values corre-
sponding to the broken fragment's identity. The leaf nodes (shaded in
green) represent the final set of fragments obtained after decompo-
sition. Me, Th, and Ph represent methyl, thiophene, and phenyl groups,
respectively.

two steps: (1) creation of fragment vocabulary, (2) fragment
decomposition and assignment of reactive sites.

In step 1, the reaction SMARTS is applied to the molecule to
get all possible fragments that are obtainable from deletion of
one bond in the molecule. The vocabulary of unique fragments
is created, and each is assigned a unique ID. For the IDs, we use
numbers [0, N] where N is the number of fragments in the
vocabulary. Details on how this is actually represented in our
code implementation are given in ESI Section 5.f

In step 2, the original molecule is recursively decomposed
with one-bond deletions to form a binary tree. After every
application of the reaction SMARTS, the reactive positions
(positions at which bond deletion was performed) on the frag-
ment are labeled using the ID of the fragment which was
attached before the bond was broken. This preserves informa-
tion about the identity of the fragment which was connected at
the reactive position. The two fragments are then checked for
a match with the reaction SMARTS to see if further

© 2025 The Author(s). Published by the Royal Society of Chemistry
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decomposition is possible. If possible, the same series of steps
described above is performed on the fragment. Otherwise, the
fragment is a leaf node on the binary tree, and is added to the
list of final fragments.

Finally, memoization®” can be used to prevent redundant
decompositions of the same fragment. We memoize computa-
tions in a hash table during tree creation, and reuse previously
performed computations. Fig. 1 illustrates this process of
fragment decomposition on an example molecule.

2.1.2 Generation with MCTS. We frame the problem of
designing a molecule as a series of building block/molecular
fragment choices. MCTS is an efficient method of navigating
large exploration spaces, that learns to optimize a chosen
reward function by iteratively updating value estimates for
action choices in the tree.***** Since our objective is to design
low-bandgap molecules, our reward function of choice is the
negative bandgap as predicted by Chemprop,** a message-
passing neural network (MPNN) architecture that we trained
on labels obtained from TD-DFT calculations. While more
details about TD-DFT calculations are provided in Section 2.4.1,
we note here that our use of the term “bandgap” throughout
this paper refers to the lowest-energy singlet vertical excitation
energies. Each iteration of the MCTS algorithm consists of four
sequential steps: selection, expansion, rollout, and back-
propagation. The selection step starts with the root node and
traverses the already explored portions of the tree to reach a leaf
node. In our work, the path from the root node to the leaf node
represents the construction of a molecular structure, where
each node corresponds to a partial or complete structure. We
follow the standard Upper Confidence Bound applied to Trees
(UCT) policy®® to choose an action at each timestep of traversal.

B ) log(N? )
a, = argmax {er () + ‘\/?(a)} 7

where a, is the action at timestep ¢, 4, is the set of action choices
available at timestep ¢, Q,_4(a) is the action value function of
action a before timestep ¢, N,_4(a) is the number of times the
action a has been chosen before timestep ¢, and N?_, is the
number of times the parent node has been visited before
timestep ¢ The exploration coefficient ¢ controls the
exploration-exploitation trade-off, i.e., the larger its value, the
higher the exploration.

If the leaf node is not a terminal action, the expansion step
enumerates possible next states and expands the tree with new
nodes, one of which is then chosen at random. In the rollout
step, a random policy is followed until the molecular generation
process is terminated. Finally, the quality of the end state is
evaluated and is assigned a scalar reward value. The reward is
backpropagated through the tree branch to update the value
functions of each visited node.

A detailed description of the Markov Decision Process
defined for MCTS is given in Section 2.3. The Y6 case does not
involve patent-mined fragments, and hence symmetry and
position considerations are greatly simplified.
However, in the patent-mined fragments case, these consider-
ations need to be incorporated into the generation grammar.

reactive
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Only fragments obtained from the fragment decomposition
algorithm (described in Section 2.1.1) are utilized in the
generation process, and fragment attachments are made only to
reactive position markers. Identically marked positions are
attached with fragments of identical identities, while differently
marked positions are attached with fragments of different
identities, thereby preserving the connection symmetry as was
present in the patent structure.

2.2 Generating chemically diverse but optimal candidates

We aimed to generate a number of chemically diverse, yet also
high performing candidates to increase the likelihood of at least
a subset of candidates being experimentally synthesizable. In
addition, we have observed empirically from our previous work
that the proxy reward predictor has the tendency to be adver-
sarially attacked during training in reinforcement learning
settings because of its potential unreliability in out of domain
regions.”” Proposing chemically diverse molecules that have
high predicted rewards can allow for an increased chance that
a subset of the proposals is in-domain for the reward predictor.
The vanilla formulation of MCTS converges at a policy that
maximizes expected cumulative reward,*>** and hence does not
guarantee chemical diversity. To overcome this limitation, we
iteratively re-train MCTS with a time-dependent reward term
that penalizes chemical similarity to high-performing mole-
cules from previous iterations. More formally,

Ri(x) = C(x) — maxS(x, ), 1)
where R; is the reward used for training MCTS at the i, itera-
tion, C is the property reward function, Y.; is the inventory of
high-performing molecules collected from iterations i’ <i, and S
is a function computing similarity between molecules x and y
(which we choose to be Tanimoto similarity). Fig. 2(a) shows the
evolution of the bandgap and similarity as a function of itera-
tion. The point displayed at each iteration corresponds to the

View Article Online
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molecule with the lowest bandgap from the last 100 timesteps
of MCTS training. We can see that the constrained optimization
task becomes more challenging as more molecules are appen-
ded to the inventory Y., resulting in an upward trend in both
blue and red curves. Fig. 2(b) zooms into a single iteration and
shows the bandgap and similarity curves as a function of
training step. In this case, training seems to converge after
around 2000 training steps.

2.3 Markov decision process

The Markov Decision Process (MDP) can be defined as a tuple of
the state space .#, the action space ., the reward R, and the
transition probability P. We define MDPs for our two demon-
strative tasks below.

2.3.1 Y6 derivatives. We formulated this to be a highly
focused and relatively small-sized chemical space as a test bed
for exploring the capabilities of the approach. Building a mole-
cule involves four hierarchies of actions to be made: (1) modi-
fication of heteroatoms and ring sizes in the Y6 core, (2)
optional addition of pi-bridges to extend conjugation in the
molecule, (3) addition of terminal end-groups, and (4) addition
of alkyl chains. Many of the fragment choices included here
were taken directly from suggestions provided in Yang.'* We
provide a more formal description of the MDP below.

Let #; and .«; denote the state and action spaces respec-
tively at timestep ¢. Then, #; is a singleton set containing the Y6
core marked with modifiable positions shown in Fig. 1(a). The
first group of actions (with action spaces.«; < ;=) are those that
modify the structure of the central Y6 core by allowing hetero-
atom and ring-expansion modifications at positions marked
with pos0, posi1, pos2, and pos3.

Action spaces .5 ¢ allow the optional addition of pi-bridges
to the positions marked by 0 to offer the flexibility to extend
conjugation in the molecule, and action space .« is the set of
allowed end-groups that can be attached to 0 (if no pi-bridge

a b c d e
2.50 4 4.0 > 3.25 patent dataset
3 2 3.0 >230 2 3.00 MCTS random patent
Y2025 35S @ = 358 2 g MCTS random Y6
. 2> PF 8 22.75 MCTS opt Y6
S < 5 €425 S MCTS opt patent
uw'2.00 Wy 3'03 a w250 ptp
g 228 >0 8225
2175 2 £ 252 52,0 o
£ L £ S 22.00
2150 1€ 920 20E @ 5175
(o} [ @ 6 1.5 <
1.25 o 15 = & 2 £ 2 32 @] V150
5he
0 50 100 0 1000 2000 SIS SSF >
Iteration Training step R Q2 QQ g é,° $ e MCTS random Y6 DFT Egap / €V
LI o MCTSoptY6 9P
) § & e experiment

Fig. 2 Features of MCTS training and DFT validation (a) bandgap and similarity penalty as a function of iteration. Values shown are the weighted
contributions to the reward function. With every iteration, the constrained optimization becomes more challenging resulting in less optimal
candidates. (b) Representative reward evolution during training for one MCTS repetition. (c) Pruning of tree during training. The tree is expanded
to contain deeper choices such as end-groups and side-chains only if their rewards are promising. This can be seen by shift towards lower
predicted bandgaps as we traverse deeper down the tree. (d) PCA of randomly sampled and property-optimized molecules obtained from MCTS,
and some popular experimental candidates. PCA is performed on Morgan fingerprints of molecules, and colors of random samples are based on
Chemprop-predicted bandgaps. It can be seen that the random samples are diverse chemically and also span a range of property values, while
the MCTS optimized candidates are diverse but concentrated at lower bandgap locations of the landscape. a, b, ¢, and d are plotted on Y6 MDP.
(e) Histograms showing shifts in DFT histograms in comparison to training datasets. It can be seen that MCTS-optimized Y6 and patent molecules
exhibit a large shift towards lower bandgaps compared to the patent data distribution.
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was attached) or the newly created reactive position available on
the pi-bridge. Finally, .5 is the set of allowed alkyl chains that
can be attached to 1, which we restrict to just methyl groups to
reduce the expense of conformer generation and optimization
during DFT validation later on. This is a reasonable approxi-
mation to make given that alkyl chains are typically used to
enhance solubility properties of the molecule and have
a smaller influence on optoelectronic properties in isolated
molecules. However, with this simplification, we disregard the
more important role that alkyl chains play in optoelectronic
properties when the molecules are in an aggregated state.*> All
fragments used in this MDP are shown in ESL.t State space #;~ 1
is the set of possible molecular structures that can be reached
by applying transformations in .+, 4, to state s, ;.

The reward R is the negative of the property value (bandgap
in eV) as predicted by the Chemprop** model combined with the
similarity penalty term as defined in eqn (1), and is computed
once the molecular generation process has terminated. The
MDP is deterministic and hence the transition probability is 1
for a particular state transition and 0 for all others at every
timestep ¢, i.e., P, = (8;102...0;,) where d; is the Kronecker delta
function and i is an integer ranging from 1 to n that represents
the index of the chosen action. Only element ¢; would be 1, and
all other elements of the vector would be 0.

Fig. 2(c) and (d) showcase some features of MCTS training on
the Y6 MDP. (c) Demonstrates the ability of MCTS to prune the
tree, with deeper actions being expanded to only if they
contribute to lowering the bandgap. (d) Is a principal compo-
nent analysis (PCA) plot showing the partitioning of molecules
in the Chemprop embedding space according to Morgan
fingerprints of molecules. The MCTS optimized generations are
clearly shifted towards the lower bandgap region of the
embedding landscape, while also maintaining chemical diver-
sity. They can also be seen to be red-shifted with respect to some
popular experimental NFA molecules (see ESIf for a list of the
chosen experimental molecules). It is to be noted that both (c)
and (d) are based on Chemprop predictions and not DFT
calculations. Validation with DFT calculations is shown in later
sections.

2.3.2 Patent-extracted fragment derivatives. We formulated
this to be a more expansive test case with a much larger
chemical space, with the aim of discovering highly red-shifted
molecules with diverse chemistries. In regimes of this size,
exhaustive enumeration of all achievable molecules becomes
impractical. Building a molecule in this environment involves
three hierarchies of actions: (1) Choosing a core fragment, (2)
optional addition of pi-bridges to the core, and (3) addition of
terminal end-groups/alkyl chains.

In this case, each reaction involves not just the choice of
a fragment identity, but also the choice of reactive position to
which it has to be attached. The choice of reactive position is
included as stochasticity in the environment rather than an
action choice in the tree. More details on this choice, and
a more formal description of the MDP are provided in the
following paragraphs.

In this case, the breadth of the tree is very wide because of
the large action space at each level of the tree. This makes it

© 2025 The Author(s). Published by the Royal Society of Chemistry
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beneficial to trade breadth for depth of the tree. We achieve this
by performing k-means clustering®® of fragments at each hier-
archy, so that chemically similar fragments occupy the same
cluster. Fragment choices are decomposed into two sequential
steps of choosing a cluster, and choosing a fragment from the
cluster. This approach retains the original grammar, but greatly
improves efficiency of MCTS convergence. The value of k was
chosen arbitrarily as 100, and is a user-defined parameter that
can be adjusted. Additionally, we group end-groups and alkyl
chains into a single decision here unlike the Y6 case since we do
not differentiate between them in the fragment decomposition
algorithm described in Section 2.1.1.

%1 is a singleton set containing an empty molecule, since we
build the molecule from scratch in this case. Action space .« is
the set of cluster indices of central core clusters (obtained from
k-means clustering). .«Z, is the set of fragment choices from the
chosen cluster i, i.e., € = {fe Z|1 =r(f) =4; n(f)=35}, where
Z 1is the set of fragments obtained with the fragment decom-
position algorithm described in Section 2.1.1, r(f) is the number
of reactive positions in fragment f; n(f) is the number of heavy
atoms (non-hydrogen atoms) in fragment f, and #; denotes the
ith cluster obtained from k-means clustering of set 2. We
placed restrictions on the number of reactive positions and size
of fragments to reduce the computational load of DFT
validation.

The next group of actions contains the optional choice of pi-
bridges to allow for extended conjugation in the molecule. This
again begins with the choice of a pi-bridge cluster index, fol-
lowed by the choice of fragment identity from set
P={fe 7|r(f) =2; n(f)=10};, We allow this pi-bridge
sequence to be performed at most twice for a molecule (action
spaces .3 5 are cluster choices and .«Z4 ¢ are fragment identity
choices). Finally, the last group of actions, with action spaces.«Z;
for t € [7, 2k + 7), attaches end-groups to all open reactive
positions on the molecule, where & is the number of unique
reactive positions remaining in the molecule. This attachment
is iterated as long as the molecule does not exceed the
maximum allowed size of 100 heavy atoms. Note that
a maximum of 2k steps is required as we alternate between the
cluster and fragment choices. The fragment identity choice is
given by set & = {fe Z|r(f) = 1; n(f) =20}, whereisthe index
of the chosen cluster. State space .#;~; is the set of possible
molecular structures that can be reached by applying trans-
formations in .«; 4, to state s;_;.

Similar to the Y6 case, reward R is the negative of Chemprop-
predicted bandgap combined with a similarity penalty as
described in eqn (1). Unlike the Y6 case however, the MDP is not
deterministic here. The transitions that go from a state to
a chosen fragment cluster are deterministic, but all remaining
actions along the branch have some randomness associated
with them. Once an action a, corresponding to the identity of pi-
bridge or end-group is chosen, the reactive position on the
current state s; is sampled from a uniform distribution, and the
next state S;, is reached by reacting the fragment at the
sampled reactive position on the current state. The transition
probability is therefore defined as

Chem. Sci., 2025, 16, 10503-10511 | 10507
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(6:10i2++-0;,) t1is odd

Fi= ill t is even
ki ok, k ’

where k; is the number of unique reactive positions available on
state s,. We chose to include this stochasticity in reactive position
choice for two reasons: (1) The identity and nature of a chemical
fragment typically has a higher influence on the optical proper-
ties of a molecule, than the reactive position choice does. Hence
removing the reactive position choice from the action space
allowed us to limit the depth of the tree and improve computa-
tional efficiency during training. (2) We wanted MCTS to
converge at solutions that identify optimal fragment choices but
are relatively robust to choice of reactive positions. While the
precursors are determined by the fragments that are present in
the molecule, there is more flexibility in the reactive position
choice, and therefore during synthetic reaction planning.

2.4 Training reward predictor

2.4.1 TD-DFT calculations. TD-DFT calculations were used
as “ground-truth” labels to train our Chemprop reward
predictor, as well as to validate the bandgaps of generated
candidates. Calculations were performed with the same pipe-
line that we used in Subramanian et al*. RDKit ETKDG*"
approach was used to generate initial conformations, with at
least 1500 attempts. The conformers were ranked according to
their MMFF94 energies, and the 20 with the lowest energies
were chosen.*” An initial geometry optimization was performed
with semi-empirical tight-binding density functional theory
(GFN2-xTB)* in ORCA 4.2.0.* Subsequent geometry optimiza-
tions were performed on the lowest energy XI'B conformers at
the BP86 (ref. 50)-D3 (ref. 51)/def2-SVP** level of theory. Finally,
single-point TD-DFT calculations were performed at the wB97X-
D3 (ref. 53)/def2-SVPD level of theory using the Tamm-Dancoff
approximation (TDA)** on the optimized geometries. Bandgaps
used for reward training were the lowest-energy singlet vertical
excitation energies from the TD-DFT calculations. For all re-
ported DFT bandgaps, we used TIGHTOPT keyword during
optimization in ORCA 4.2.0 which sets TolE = 1 x 10°°
TolRMSG = 3 x 107°, TolMaxG = 1 x 10 * where ToIE,
TolRMSG, and TolMaxG are tolerances in the energy, root mean
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square average of gradients and maximum element of the
gradient respectively. All tolerances are in atomic units.

2.4.2 Active learning for data collection. To ensure that the
reward predictor is accurate in the generation domain of
MCTS, we performed iterations of active learning (AL) with
a combination of acquisition functions to collect training data.
Fig. 3 shows the improvement in reward predictor with each
iteration of AL. Chemprop** was our architecture of choice for
the reward predictor. It was first pre-trained on a dataset
containing 5568 datapoints obtained from patents and labeled
with TD-DFT bandgaps which we created in Subramanian
et al*. The second round of training was performed on
random rollouts generated from MCTS. These two rounds were
sufficient to get accurate (we chose the stopping criterion to be
an RMSE of 0.3 eV) performance on the focused Y6 chemical
space, but the patent-extracted fragment space required an
additional round of training. This was done on a combination
of datapoints obtained from (1) running the iterative proce-
dure described in Section 2.2 and choosing the best candidate
from the last 100 training steps of each iteration, and (2)
choosing 100 molecules with the highest value of expected
improvement (EI) from 10 000 randomly sampled candidates
from MCTS.

EI(x) = (u —f(x*))ds(m) +a9 (M)

ag g

where u is the negative of the Chemprop-predicted bandgap,
and o is the standard deviation of predictions from the model
ensemble, which is a measure of model uncertainty. ¢ and ¢ are
the cumulative distribution function (CDF) and probability
density function (PDF) of a normal distribution, respectively. f
(x™) is the highest value of predicted reward from the current
batch of candidates. While acquisition method 1 obtains
a diverse set of most optimal candidates, method 2 obtains a set
of optimal candidates as well as suboptimal but high-
uncertainty candidates. Together, these two acquisition
methods provide training data in explorative and exploitative
regimes. Our choice of EI as the acquisition function was
inspired by its success in past works such as Ruza et al.*.

In Fig. 3, the test set for Y6 and patent plots was chosen as
a combination of the final set of generated candidates (after the
last AL iteration), and a held-out subset of candidates aquired

a b
i ii i ii jii
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RMSE: 0.316 eV RMSE: 0.111 eV RMSE: 0.701 eV 0 RMSE: 0.359 eV RMSE: 0.292 eV CJ
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Fig. 3 Active Learning to improve reward prediction Scatter plots showing improvement in fit with AL iterations for (a) Y6 derivatives (b) patent-
extracted fragment derivatives. The test data in (a) and (b) are the final sets of 100 molecules generated after all AL iterations have been
completed with the Y6 and patent-fragment MDPs respectively. In (a) and (b), the plot i corresponds to the model pre-trained on just patent-
mined dataset, and plot ii corresponds to model trained on patent dataset + random rollouts from MCTS. Plot iii in (b) corresponds to model
trained on patent dataset + random rollouts + diversity & El acquisition samples. More details are given in Section 2.4.2.
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with the acquisition function from the previous AL iterations (1
round in Y6 and 2 rounds in patent). We chose to use this test
set since we needed a way to evaluate if the reward predictor
retains performance on old iterations when new iterations of
training are performed. Due to this combination of different
data sources to form the test set, the property distributions of
the test set can be multi-modal, which is evident in sub-figure
(b) for instance. It is also evident from (i), (ii), and (iii) of sub-
figure (b) that the iterations of AL improve the fit primarily in
the low-bandgap region while retaining performance in
medium/high-bandgap regions.

3 Results and discussion

We validated the final 100 diverse candidates obtained from
each of Y6 and patent MDPs with TD-DFT bandgap calculations.
We show histograms of these bandgaps in Fig. 2(e) in
comparison to the original patent dataset, and random rollouts
sampled from MCTS. It can be seen that the MCTS optimized
patent and Y6 candidates are strongly red-shifted with respect
to random rollouts as well as the patent distribution.

On the final 100 structures from each MDP, we performed k-
means clustering with k = 5 based on Morgan fingerprints of
molecules to obtain the 5 most chemically diverse clusters of
molecules. We then chose the molecule with the lowest TD-DFT
bandgap from each cluster. These structures along with their
bandgaps are displayed in Fig. 4. It can be seen that these
molecules display structural features that are to be expected
from low-bandgap molecules, such as highly conjugated rings.
Furthermore, the predicted bandgaps all fall in the NIR region
of the spectrum. A noteworthy point here is that the molecule
with the lowest bandgap among the five displayed in Fig. 4 (b),
has a bandgap of 0.731 eV which is smaller than the smallest
bandgap (0.887 eV) in the labeled patent training dataset that
we started with, suggesting that our MCTS + AL pipeline is able
to extrapolate beyond the labeled training data regime of the
reward predictor.
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In the case of Y6 derivatives, it is interesting to see a higher
tendency of MCTS to generate long polyene bridges between
cores and end-groups (see the first, fourth, and fifth molecules
in subfigure (a)). Clearly, it has exploited the correlation
between degree of conjugation and lowering of bandgap.
However, the presence of conical intersections (CI) in long
linear polyenes is well known®**” suggesting a possibility for
these MCTS-predicted molecules to be photochemically inac-
tive. Linear response TD-DFT has been seen to be unsuitable for
accurately predicting the presence of these points, paving way
for the development of more sophisticated techniques such as
spin-flip TD-DFT (SF-TD-DFT).***° This is hence a drawback
with the complete reliance of MCTS on the accuracy of TD-DFT
predictions, but nevertheless showcases the ability of the algo-
rithm to reliably optimize the chosen reward.

Design strategies such as spatially separating donating and
accepting fragments for a “push-pull” effect are also known to
have a lowering effect on bandgaps.®® Among the generated
patent-derivatives, this design pattern can be seen in the first
and fourth molecules of subfigure (b) which contain electron-
rich cores and electron-withdrawing end-groups. More frag-
ment attribution analysis is provided in Section 6 of ESI.f We
additionally observe the presence of highly reactive sites in
some of these structures (such as hydrogen atoms on aromatic
amines of second, fourth, and fifth molecules, and chlorine
atoms on the fourth molecule). We replace the reactive posi-
tions with methyl groups and perform TD-DFT calculations on
the “corrected” structures to verify that optical properties do not
drastically change even after the substitution. These results can
be found in Section 4 of ESL{

Finally, the TD-DFT bandgap calculations that we report
work under the assumption of 0 K temperature. Furthermore,
a more realistic device-like environment would contain thin-
films containing several molecules packed together. We
perform coupled MD/TD-DFT calculations on the final 10
molecules to better represent finite temperature and molecular
aggregation effects. We report absorption spectra calculated

1.421eV 1.605 eV 1.92eV 2 1.347 eV 1.481eV
e
b m@
g(,‘c“,t
b
0.998 eV 1.051 eV 1.470eV*
~ - O 7
5% 59
8% bj{%
o 0,02 9
0% Y1 el % |
JJ N% .

Fig. 4 Final generated candidates and their TD-DFT bandgaps k-means clustering was performed on final 100 molecules from each category
into 5 clusters (based on Morgan fingerprints). The molecules shown are the lowest-bandgap molecules chosen from each cluster. (a) Y6-
derivatives MDP, (b) patent-extracted fragments MDP. Bandgap of the last molecule is denoted with asterisk (*) because the geometry had to be
fixed before the TD-DFT calculation was performed. More details are provided in Section 4 of ESI.
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with these methods, and more details about this methodology
in Section 3 of the ESL{

4 Conclusions

In this paper, we developed an approach based on the Monte
Carlo Tree Search algorithm to generate optimal low-bandgap
molecules while also maintaining a degree of synthetic acces-
sibility. We achieve this by utilizing structural priors from
a domain-focused patent-mined dataset of organic electronics
molecules through a symmetry-aware fragment decomposition
algorithm and a fragment-constrained MCTS generator. Our
generated candidates retain symmetry constraints from the
patent dataset while also exhibiting red-shifted absorption. As
future extensions to this work, the optimization objective can be
augmented to include solubility (along with the inclusion of
alkyl chain exploration into the MDP) and oscillator strengths.
Finally, while our approach for diverse candidate generation is
iterative, non-iterative objectives as used in GFlowNet® could be
more efficient alternatives for the future.

Data availability

All data and code accompanying this article, are available at
https://www.github.com/learningmatter-mit/symmetry-mcts.
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