
Chemical
Science

EDGE ARTICLE

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
M

ar
ch

 2
02

5.
 D

ow
nl

oa
de

d 
on

 2
/1

0/
20

26
 1

1:
35

:3
2 

PM
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue
Digitization of m
Zelinsky Institute of Organic Chemistry,

prospekt 47, Moscow, 119991, Russia; We

ioc.ac.ru

† Electronic supplementary information
machine learning development; calculate
the analyzed synthetic procedures; inf
pathways; summary of all the datas
https://doi.org/10.1039/d4sc07320g

‡ Equal contributions.

Cite this: Chem. Sci., 2025, 16, 6895

All publication charges for this article
have been paid for by the Royal Society
of Chemistry

Received 29th October 2024
Accepted 23rd February 2025

DOI: 10.1039/d4sc07320g

rsc.li/chemical-science

© 2025 The Author(s). Published by
olecular complexity with machine
learning†

Andrei S. Tyrin,‡ Daniil A. Boiko,‡ Nikita I. Kolomoets and Valentine P. Ananikov *

Digitization of molecular complexity is of key importance in chemistry and life sciences to develop

structure–activity relationships in chemical behavior and biological activity. The complexity of a given

molecule compared to others is largely based on intuitive perception and lacks a standardized numerical

measure. Quantifying molecular complexity remains a fundamental challenge, with key implications

currently remaining controversial. In this study, we introduce a novel machine learning-based framework

employing a Learning to Rank (LTR) approach to quantify molecular complexity on the basis of labeled

data. As a result, we developed a ranking model utilizing the dataset that comprizes approximately 300

000 data points across diverse chemical structures, leveraging human expertise to capture complex

decision rules that researchers intuitively use. Applications of our model in mapping the current organic

chemistry landscape, analyzing FDA-approved drugs, guiding lead optimization processes, and

interpreting total synthesis approaches reveal key trends in increasing molecular complexity and

synthetic strategy evolution. Our study advances the methodologies available for quantifying molecular

complexity, changing it from an elusive property to a numerical characteristic. With machine learning,

we managed to digitize human perception of molecular complexity. Moreover, a corresponding large

labeled dataset was produced for future research in this area.
Introduction

Molecular complexity is a fundamental property of every
molecule. However, quantifying the complexity of molecules is
a long-standing challenge in the eld of chemistry. The ability
of the research community to capture human-assessed molec-
ular complexity is quite limited. Having a numerically unbiased
denition of molecular complexity would greatly benet the
eld of chemistry and would provide a valuable research tool.

Accessing molecular complexity is valuable in the eld of
medicinal chemistry, where it was experimentally validated that
drug-like molecules tend to have more complex structures.1

Additionally, having a universal numerical denition of
molecular complexity can provide insights into method devel-
opment in the eld of chemistry by quantifying the efficiency of
synthetic approaches or discovering hidden trends in areas
relying on organic chemistry.
Russian Academy of Sciences, Leninsky
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A valuable group of methods for dening molecular
complexity (MC) is based on substructure information. The rst
substructural approach for dening MC was proposed by Bertz
in 1981.2 Bertz's method considers different substructures and
estimates MC as the complexity of a molecular graph. Whit-
lock's approach models molecular complexity as a linear
combination of the number of rings, unsaturations, hetero-
atoms, and chiral centers,3 but it lacks generality because it
does not capture other important molecular features. Many new
substructure-based MC estimation methods have been
proposed recently. Among them are information theory-based
approaches that include information content analysis,4 atom
environment methods, MC estimation methods,5 and fractal-
based approaches for calculating molecular complexity.6

Recent attempts also include the spatial score (SPS),7,8 which
aims to evaluate the topological complexity of a molecule.
Substructural approaches are attractive for their simplicity and
usability. However, the problem with this group of approaches
is the lack of universal acceptance in the community9 as well as
challenges in identifying all the relevant molecular features.

Other methods include statistical approaches and machine
learning. An approach by Sheridan et al.10 adopted crowd-
sourcing, which uses chemists' expertise to determine molec-
ular complexity. However, modeling molecular complexity
through the regression lens has signicant disadvantages. Their
model predicts the complexity of a molecule in a bounded 1–5
range, thereby potentially limiting the ability to distinguish
Chem. Sci., 2025, 16, 6895–6908 | 6895
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molecules with similar or very high complexity. In addition, the
training set of 2575 molecules for the model developed by
Sheridan et al.10 is arguably insufficient to reect the diversity of
chemical space; therefore, the universality of the approach is
lacking.

Assembly theory was proposed by Cronin et al.11 The
molecular assembly index is grounded in the possible
Fig. 1 Overview of the approach. (a) Illustration of the molecular compl
complexity values; examples of molecules from different complexity clu
determination. (d) Workflow: the web application for experts to assess
a ranking model through an active learning process, where the experts
molecules were provided to an assessor during each stage. (f) Source of
Ternary diagram illustrating phase weights with the model performance
different molecular properties (including molecular complexity).

6896 | Chem. Sci., 2025, 16, 6895–6908
formation histories of a molecule from elementary building
blocks. The advantage of the assembly index is the possibility of
experimental identication, which distinguishes assembly
theory from other approaches for dening molecular
complexity.12 The challenges associated with assembly theory
are the nontrivial choice of elementary building blocks and the
difficulty in calculating the molecular assembly index.
exity. (b) Visualization of PubChem samples annotated with molecular
sters. (c) Demonstration of existing methods for molecular complexity
the complexity of molecules. Labeled data were then used to train
reviewed the model's uncertain predictions. (e) Examples of different
molecular data for each of the stages. (g) Quality control example. (h)
measured in terms of pair accuracy. (i) Pairwise comparison between

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Of course, it will be desirable to develop a general approach to
deal with quantication of molecular complexity. Given a mole-
cule, organic chemists usually characterize it as simple or complex
or compare it with other molecules. It is challenging to formalize
the decision an expert makes, but we believe that a denition that
is based on scientists' expertise is the closest to that denition of
molecular complexity in chemical methodology assessment.
Therefore, machine learning methods can be particularly useful
because they can capture complex patterns hidden in data.

In this work, we aim to achieve a foundational denition of
molecular complexity by modeling it as a learning-to-rank
problem and training a machine learning ranking model
based on molecular data labeled by professional chemists. We
believe that utilizing human expertise is the best way to quantify
the complexity of molecules, as agreement on the denition is
crucial. Furthermore, we provide an analysis across a wide
range of application areas, demonstrating the fundamental
nature of molecular complexity.

Molecular complexity is a fundamental concept of modern
organic chemistry (Fig. 1a). Modern synthetic methods have
been developed to rapidly increase molecular complexity,
enabling more efficient navigation of the synthetic chemical
space. Approaches developed by Nature show astounding
examples of immense growth in molecular complexity.13

To illustrate the fact that molecular complexity is an intrinsic
property of every organic molecule, we randomly sampled 50
000 molecules from the PubChem database.14 We then visual-
ized the molecular complexity labels assigned by the developed
machine learning model (Fig. 1b) using t-SNE to reduce the
dimensionality of the molecular ngerprints. As can be seen,
even such a small sample contains both very simple and
immensely complex molecules.

Results and discussion
Approach for quantifying molecular complexity

Expert opinion is crucial in dening such a complicated
quantity as molecular complexity. Utilizing human expertise
with machine learning can efficiently capture all the corre-
sponding features, making the denition as general and widely
applicable as possible (Fig. 1c). Another important consider-
ation that addresses the problems of the previously proposed
regression methods is the formulation of molecular complexity
as a Learning to Rank (LTR) problem (see the Methods for
details). This decision allows further generalization of the
developed method by capturing the difference in complexity
among molecules. The overall data collection approach, driven
by active learning, consists of three stages (Fig. 1d and e) to
ensure themaximum training set diversity. We used PubChem14

as a source of molecules (Fig. 1f).
This study involved over 50 chemists who made 294 542

molecular complexity comparisons, with a total of 196 083 data
points involved in the training of the nal model (164 017
unique molecules). To ensure that the collected labels were of
reliable quality, articially created sets of molecules (we call
them Quality Controls, QCs) were integrated for which it was
straightforward to rank them according to the collective
© 2025 The Author(s). Published by the Royal Society of Chemistry
decision of this work's authors (see examples in Fig. 1g). The
labels for molecules from the QCs were used to lter the
assessors who did not pass their label quality check.
Learning-to-rank model development

Gradient Boosted Decision Trees (GDBT) architecture was
selected as ranking model parameterization for several reasons.
First, GDBT enables quick and intuitive analysis of feature
importance, which is particularly useful in the molecular
complexity problem for understanding the key features that
dene the complexity of molecules from the expert perspective.
Second, GDBT achieves superior performance in LTR tasks.15

Finally, there are popular GBDT libraries, such as XGBoost or
CatBoost, with available implementations of state-of-the-art
ranking algorithms, GPU support, and common metrics.16,17

As was mentioned, the proposed approach includes three
different data collection stages, each of which contains
a different number of data points as well as different sets of
experts per phase. The default approach relies on assigning the
same importance to all phases during training, which can lead
to suboptimal performance due to the difference between the
data stages. In the present study, phase weighting was included
in the training pipeline. Phase weighting serves as an additional
hyperparameter that allows simple model selection (Fig. 1h).

To choose the best-performing model, two criteria were
considered: the performance of the rankingmodel on the test set
in terms of pair accuracy, which captures the quality of the
ranking, and the performance of the functional group test (FGT).
The FGT proceeds as follows: for an arbitrary molecule with at
least one hydrogen atom, a random hydrogen atom is replaced
by a common organic functional group, such as amethyl, phenyl,
or halogen group (see the ESI† for the full list of groups that were
included in this test). Aer replacement, one obtains the mole-
cule with a higher molecular complexity value, and the ranking
model should be able to reect this. The fraction of cases where
the molecular complexity increases gives us the FGT value. For
the selected model, we were able to achieve 77.5% PA averaged
across three test phases and 98.1% FGT, with resulting weights of
70%, 10%, and 20% between the corresponding phases. The
performance-averaged pair accuracy is depicted in the ternary
diagrams in Fig. 1h.

Four features (SCScore, molecular weight, number of
aromatic cycles, and TPSA) were analyzed to determine the
relationship between them and the molecular complexity. The
measured pairwise Pearson correlation is illustrated in Fig. 1i.
The data used for Fig. 1i are a 1k sample from the ChEMBL18

database, accessed using the Datamol Python package (https://
datamol.io/).19
Interpreting molecular complexity

The GBDT architecture offers the advantage of explainability.
Feature importance analysis (Fig. 2a) based on the SHAP
values20 was conducted to identify key molecular characteristics
that guide experts in assigning molecular complexity scores to
the molecules.
Chem. Sci., 2025, 16, 6895–6908 | 6897
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Fig. 2 Interpretability and analysis. (a) SHAP plot with the 7 most important molecular features and morphine molecules with two isomers along
with the molecular complexity values. (b) Molecular complexity and different scores for synthetic or structural complexities (SAscore, SCScore,
and SPS). (c) Distribution of the molecular complexity values in benchmarks common in molecular machine learning.
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From the plot presented in Fig. 2a, the feature that affects the
experts' decisions the most is the molecular weight. The
number of aromatic cycles in the structure also plays an
important role in the complexity of molecules according to
expert evaluation. The TPSA represents the topological infor-
mation of the molecular graph and is the third most important
feature that characterizes the importance of the topological
characteristics of complex molecules. Fig. 2a additionally
contains the (+)-ineleganolide molecule along with two
6898 | Chem. Sci., 2025, 16, 6895–6908
molecules that have the same composition—all the compounds
signicantly differ in molecular complexity even though their
molecular formula is the same. This highlights the importance
of the topological molecular structure that guides both the
experts during the complexity assessment and the developed
ranking model. The latter is quite remarkable given that the
model does not perform any explicit characterization of the 3D
geometry.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Interestingly, the SCScore—a proxy for synthetic accessibility
(SA)—is not among the most signicant features for molecular
complexity, which captures the difference between the SA and
MC concepts.

To further investigate the relationships among molecular
complexity, synthetic accessibility, and spatial complexity,
a comparison between our approach and other methods was
performed. The SAscore21 and SCScore22 are considered proxies
for synthetic accessibility, whereas the recently developed
Spatial Score (abbreviated as SPS)8 is considered a metric for the
molecular complexity grounded in the topological complexity of
a molecule. The results of the analysis for the subset of the
ChEMBL18 database can be found in Fig. 2b. The MC, SAscore
and SCScore are not strongly correlated. Notably, molecular
complexity provides better differentiation among complex
molecules in the case of the SCScore, while SAscore values are
concentrated in the low to medium synthetic complexity region,
suggesting that not all molecules that are easy to synthesize
must be simple from the point of view of molecular complexity,
which further supports the assumption regarding the difference
between SA and MC. Finally, the ranking-based approach is
correlated with the SPS, suggesting that the topology of the
molecule is an important parameter in the context of molecular
complexity estimation. A similar conclusion can be drawn in the
section discussing the importance of molecular complexity for
drug discovery.

Molecular complexity can serve as a valuable tool for dataset
characterization, especially given the rapid development of
machine learning methods. It is crucial to have reliable and
comprehensive benchmarking datasets to understand the
differences between different machine learning approaches.
The QM9,23,24 Tox21,25 and HIV25 datasets were taken as widely
used benchmarking datasets in themolecular machine learning
community. Fig. 2c suggests that these datasets tend to contain
molecules of low to medium molecular complexity and do not
provide very comprehensive coverage of the chemical space,
which might lead to biased results when machine learning
models are evaluated on those benchmarks. This is an impor-
tant issue because benchmarks should be as general and
comprehensive as possible to correctly differentiate between
different methods that rely on those benchmarks.
Reaction atlas: molecular complexity for reactions

Chemical reactions are fundamental in organic chemistry, and
analyzing them through the lens of molecular complexity can
enhance the characterization of chemical transformations.26

This is particularly useful for automated synthesis planning
with limited resources, where selecting optimal reactions for
given substrates and desired transformations is crucial.27

Schwaller et al.28 proposed a method that enabled visuali-
zation of learned reaction embeddings as tree-like graphs,
forming a “reaction atlas.” Fig. 3 contains such a tree based on
the Schneider 50k29 dataset. Molecular complexity was inte-
grated into this atlas by measuring the change in complexity
between the main product and the most complex reagent
(Fig. 3). Every node in the tree is colored according to the
© 2025 The Author(s). Published by the Royal Society of Chemistry
reaction class and contains the molecular complexity change
value represented by the intensity (brighter points correspond
to large complexity changes).

The results in Fig. 3 provide deep insight into the landscape
of organic reactions. Most reaction classes either maintain or
decrease the complexity of the most complex reagent, such as in
deprotection reactions (Fig. 3, reaction 5). However, some
classes, such as alkylation/arylation, acylation, and C–C bond
formation (e.g., cross-coupling reactions), signicantly increase
molecular complexity, yielding more complex products.

Fig. 3 suggests that many current synthetic methods do not
signicantly change the molecular complexity. Protection/
deprotection reactions or minor modications constitute
a signicant part of the dataset illustrated in Fig. 3 rather than
direct ways to increase intermediate molecule complexity.
Nevertheless, synthetic methods are becoming increasingly
atom efficient and tend to focus more on efficient molecular
complexity growth,30–32 as evidenced by advancements in total
synthesis and discussed in one of the following sections on total
synthesis analysis.
Molecular complexity as a tool for drug discovery

The evolution of medicinal chemistry encapsulates signicant
molecular complexity trends. We analyzed FDA-approved small-
molecule drugs and one of the lead optimization programs to
highlight these trends.

We examined a dataset of 623 FDA-approved small-molecule
drugs from 1985 to 2022, as shown in Fig. 4a. The median
molecular complexity has increased over the years. Notably,
drugs from each period can be classied into simpler and more
complex groups. Using Gaussian mixture model, we observed
that the proportion of complex drugs has increased, reecting
advances in biological and synthetic methods.

To explore the relationship between molecular complexity
and binding affinity, we analyzed data aggregated by Ross
et al.33 Fig. 4b compares our method with the topology-based
space-normalized spatial score (nSPS). For each protein target,
we calculated the Kendall Tau correlation between the molec-
ular complexity and binding free energy. The results show that
our method and nSPS exhibit similar correlations, with our
approach having a slightly higher mean. This underscores our
method's universality, as it captures topological information
implicitly, aligning with the notion that chemists consider 3D
molecular information when assessing complexity.

Further analysis focused on PFKFB3 kinase,34 a key target in
cancer drug discovery programs.35 Modications of an identi-
ed hit compound were considered (Fig. 4c, le). The hit
molecule showed one of the worst affinities among the explored
molecules. Two different scaffolds and a combined scaffold
were analyzed, as shown in the scatterplot in Fig. 4c (middle),
which displays the relationship between molecular complexity
and binding affinity. Compared with simpler molecules, more
complex molecules generally exhibit stronger binding. The right
part of Fig. 4c shows the structure of the protein and the best
binder-docked complex, indicating tighter ligand packing in the
PFKFB3 pocket and additional noncovalent interactions
Chem. Sci., 2025, 16, 6895–6908 | 6899
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Fig. 3 Reaction atlas annotated with molecular complexity values. Tree map of the reaction atlas colored by the reaction classes (the plot is
obtained using the code developed in ref. 28). The brightness of every point in the atlas corresponds to the magnitude of molecular complexity
change in chemical transformations.

6900 | Chem. Sci., 2025, 16, 6895–6908 © 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Drug molecules. (a) Molecular complexity evolution of small-molecule drugs over time: white points correspond to the molecules of
median complexity, and green points correspond to each of the Gaussian mixture model components for “simple” and “complex” drugs. (b)
Comparison of the proposed method with the nSPS: Kendall Tau correlation coefficient distribution among proteins (upper) and the cumulative
empirical distribution of the Kendall Tau coefficient (lower). (c) Structure-based analysis of the hit molecule with the identified lead for PFKFB3
kinase. (d) Analysis of Scaffold 1, showing the relationships between the molecular structures, molecular complexity, and binding affinity.
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between the binder and pocket residues compared with the hit
molecule.

In addition to structure-based analysis, Scaffold 1 exhibited
a near-linear relationship between molecular complexity and
binding affinity. Fig. 4d illustrates the molecular structures,
along with the corresponding MC and binding affinity values.
The hit molecule had the worst binding in the selected scaffold,
with subsequent consistent improvement in binding as the
molecular complexity increased.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Exploring synthetic strategies with molecular complexity

To further demonstrate the potential applications of molecular
complexity, the eld of total synthesis was explored, where
molecular complexity is crucial research driving force, as was
concluded in the work of Wright and Sarpong.36 Unlike the
reaction atlas, total synthesis provides a temporal structure,
detailing how particular synthetic steps are planned and
executed with foresight in later stages. A trained ranking model
was applied to analyze synthetic routes, yielding several
Chem. Sci., 2025, 16, 6895–6908 | 6901
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profound observations on the evolution of human-developed
methods and their comparison to natural approaches.

Importantly, molecular complexity is a numerical estimate
reecting expert opinions on how complex a molecule is. It is not
synonymous with synthetic accessibility, as was determined
throughout the analysis in Fig. 2b. Indeed, some molecules with
high molecular complexity can be easy to synthesize and vice
versa. Molecular complexity remains invariant with the develop-
ment of new syntheticmethods, allowing for the comparison and
analysis of synthetic sequences involving many intermediates.

For this analysis, the natural product and popular total
synthesis target molecule strychnine37 was selected, due to its
well-documented biosynthesis38 and numerous total syntheses
performed by organic chemists.39–42 This comparison provides
insights into the differences between human and natural
Fig. 5 Total synthesis analysis. (a) Changes in molecular complexity in
changes in molecular complexity. The crosses denote the starting reage
descent directions for strictosidine. (c) Comparison of human-developed
of molecules in terms of molecular complexity and other characteristics

6902 | Chem. Sci., 2025, 16, 6895–6908
synthetic approaches and traces the development and
improvement of synthetic methods in organic chemistry from
a quantitative perspective.

In the biosynthesis route (Fig. 5a, biosynthesis), Nature uses
specially designed enzymes for each transformation, allowing
chemical transformations to be carried out with excellent
selectivity and efficiency. The non-monotonic behavior of
molecular complexity during biosynthesis is evident. For
instance, in the biosynthesis of strychnine, one step includes
the glycosylation of the alcohol group (stage 6), which later
disappears (stage 11). Although this approach does not align
with the atom economy paradigm, the glucose molecule is
reused for other biosystem purposes.

Initially developed synthetic approaches also exhibit non-
monotonic molecular complexity changes, oen due to steps such
different syntheses of strychnine; selected reactions illustrate some
nts; the star corresponds to the final product. (b) Molecular complexity
(top, left) and Nature-utilized (top, right) approaches for the synthesis
as well as the evolution of human-developed approaches with time.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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as protection/deprotection stages. For example, in 1954, the
primary objective of Woodward's39 or Overman's40 syntheses of
strychnine was to synthesize the target molecule (Fig. 5a, Wood-
ward; Overman). Extensive use of protective groups and functional
fragments that are not part of the nal product's structure was
common. These previously developed approaches resemble
Nature's methods in terms of changing molecular complexity,
driven by limited synthetic techniques. In contrast, modern
approaches allow easier manipulation of molecular complexity.

For example, Vanderwal's 2011 total synthesis41 aimed to
synthesize the target molecule efficiently. Vanderwal's synthesis
demonstrates the atom economy paradigm, which uses no
protection groups and focuses on the monotonic and rapid
growth of molecular complexity (Fig. 5a, Vanderwal). This
approach minimizes the number of steps between the starting
reagents and the target molecule.

Interestingly, Nature's approach efficiently allocates
“molecular” resources to multiple targets.43–45 For example,
strictosidine plays a crucial role in the biosynthesis of strych-
nine and other alkaloids. Aer stage 10 of strychnine biosyn-
thesis, strictosidine, which is more complex than strychnine,
serves as an intermediate in at least three other biosynthetic
pathways (Fig. 5b). This approach by Nature, termed “ascent–
descent” synthesis (Fig. 5c), involves the creation of a high-order
intermediate with a relatively high molecular complexity value,
which can then be used for various syntheses. This results in
a variety of molecules at the desired complexity level.

Overall, the “ascent–descent” synthesis approach is a clever
design for synthesizing a family of complex molecules rather
than a single molecule. This strategy is not only relevant in
natural settings but also addresses major issues in the prepa-
ration of compound libraries for the pharmaceutical industry.46

Therefore, large variations in molecular complexity are justied
in Nature's methods because highly complex intermediates
undergo further modication to form other natural compo-
nents. This nding suggests that while synthetic methods are
improving, they differ signicantly from natural pathways.

It is not obvious which approach is better because both have
advantages and disadvantages. The benets of the human
approach include atom economy and higher yields due to the
smaller number of steps. However, this approach does not
address cross-synthesis problems, such as late-stage function-
alization, because the paradigm of monotonically increasing
molecular complexity lacks exibility and aims to design
a unique synthetic path for each molecule. One of the potential
solutions is multicomponent reactions47 that can be highly
universal and potentially match Nature's philosophy. In
contrast, the natural approach involves transforming interme-
diate molecules with high molecular complexity into other
products, facilitating the modication of already complex
molecules during later stages.

Conclusions

This study introduced a novel machine learning-based frame-
work utilizing a Learning to Rank (LTR) approach to quantify
molecular complexity, a concept that has traditionally relied on
© 2025 The Author(s). Published by the Royal Society of Chemistry
subjective human judgment. By modelingmolecular complexity
as a ranking problem, we transformed it into a quantiable
property, capturing the intricate decision-making process used
by chemists. Over 50 chemists labeled approximately 164 000
molecules contributing nearly 200 000 molecular complexity
comparisons that were used to develop the nal model. This
large dataset and the active learning process ensured diversity
and accuracy, enabling the model to generalize across various
chemical structures.

The Gradient Boosted Decision Trees (GBDT) model was
selected due to its interpretability and superior performance in
ranking tasks. The model achieved 77.5% pair accuracy and
98.1% accuracy in functional group tests, conrming its reli-
ability in distinguishing molecules with different levels of
complexity. Key molecular features, such as molecular weight,
number of aromatic cycles, and topological polar surface area
(TPSA), were identied as the most inuential in determining
molecular complexity. Interestingly, synthetic accessibility
scores, such as SAscore and SCScore, showed signicant differ-
ences from molecular complexity scores, emphasizing that ease
of synthesis does not always correlate with structural complexity.

The developed model has broad potential applications in
medicinal chemistry and syntheticmethodology. Analysis of FDA-
approved drugs from 1985 to 2022 revealed a clear trend toward
increasing molecular complexity, reecting advances in both
synthetic techniques and biological targets. The study also
explored the use of molecular complexity as a tool to assess
reaction strategies, identifying how certain reaction classes
increase complexitymore efficiently than others. Additionally, the
analysis of total synthesis routes compared human-developed
methods with natural biosynthetic approaches, highlighting
differences in how molecular complexity evolves through
synthetic processes. Modern synthetic strategies prioritize atom
economy and efficiency, while natural biosynthesis oen takes
a more exible “ascent–descent” approach, generating complex
intermediates that serve multiple biosynthetic pathways.

Overall, this work provides a step forward in the quantica-
tion of molecular complexity, offering a versatile and data-
driven tool for analyzing chemical space. By transforming
molecular complexity from an intuitive concept into a measur-
able characteristic, the study opens new possibilities for opti-
mizing synthetic methods, guiding drug discovery, and
enhancing our understanding of the molecular landscape.

Although the developed numeric score provides a powerful
tool for quantifying an inherently subjective concept, it is
important to acknowledge some limitations. Despite rigorous
model development, extensive data collection, and validation
with expert input, the score may not fully capture every aspect of
molecular complexity, particularly in cases involving rare or
unconventional molecular structures. Additionally, the reliance
of the model on labeled data and specic molecular features
means that its predictions are inherently inuenced by the
available dataset and the expertise of participating experts.
Users should exercise caution and avoid treating the score as an
absolute measure of complexity, but rather as a useful reference
point within the broader context of chemical analysis. Contin-
uous renement and validation with new data will be essential
Chem. Sci., 2025, 16, 6895–6908 | 6903
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for improving the accuracy and applicability of the model in the
future.
Methods
Molecular complexity: ranking approach

Learning to Rank (LTR) is one of the classical machine learning
tasks that is oen overlooked by researchers, which is never-
theless widely used in critical areas such as information
retrieval, recommender systems, machine translation, and
many other elds. LTR is a unique task that partially resembles
both regression and classication but also has its own features.
The formulation of the problem for LTR is as follows: one needs
to construct a real-valued function:

a : X/ℝ

where X is a set of all objects that would satisfy a given order
on pairs of objects, i.e., for a given pair of objects with indices i
and j, such that i3j (which means that object xj is more
relevant than object xi) function a should satisfy the condition
a(xi) < a(xj).

Multiple problems can be formulated as ranking tasks in the
context of chemistry. In particular, medicinal chemists have
attempted to replace the drug likeness score with the intuition
of medicinal chemists. In the work by Choung et al.,48 medicinal
chemists were offered to pick better-looking molecules for
a particular task in the proposed pair of molecules. Compared
with previous methods, this very simple LTR approach has
several advantages.

LTR algorithms are usually divided into pointwise, pairwise,
and listwise.49 The rst group of algorithms calculates the
relevance based on one object. The second or pairwise group of
LTR algorithms considers pairs of objects and assigns relevance
to one of the documents in the pair. In other words, it tries to
answer the question: which document is more relevant? Finally,
the last group of algorithms (listwise approach) attempts to
analyze the whole list of documents to predict the order of
ranked documents correctly. Recent research conducted by
Prokhorenkova et al. has shown that pairwise algorithms,
particularly the YetiRank algorithm, demonstrate state-of-the-
art performance according to ranking metrics, so we also used
this algorithm in our work.15 YetiRank is optimizing the
following objective function:

L ¼ �
Xnq
i;j¼1

wijlog
�
1þ e�ðaðxiÞ�aðxjÞÞ�

where nq is the number of documents that correspond to query
q, wij is a pairwise weight and where a is a ranking model.

Many quality metrics have been invented specically for the
task of ranking. In our work, we used scores from 1 to 5, so we
consider only the metrics that t our requirements to assessors.

Discounted cumulative gain (DCG).

DCGp ¼
Xp

i¼1

2relevancei � 1

log2ði þ 1Þ
6904 | Chem. Sci., 2025, 16, 6895–6908
where p is the position of the document on the page and where
relevance is the assessor's score. The DCG allows one to take
into account the position of the document in the output.

Normalized discounted cumulative gain (NDCG).

NDCGp ¼ DCGp

IDCGp

where IDCG is a DCG value for perfect ranking. NDCG has all
the features of DCG but takes values between 0 and 1 and is,
therefore, more interpretable.

Pair accuracy (PA).

PA ¼

P
i;j : i3j

�
ai\aj

�

nq$
�
nq � 1

�
2

where i,j are pairs of indices and where nq is the number of
documents relevant to the entered query. Thus, the denomi-
nator of the fraction above is the number of all possible pairs of
documents relevant to the entered query.

Given the specicity of the molecular complexity problem,
we can reformulate it in terms of LTR in the following way: the
query in this setting would be a list of N molecules provided to
an expert (in our case, we chose N to be 5). The ranking model
learns from the expert scores given to each sample of molecules,
and the scores themselves act as a measure of relevance if we
reduce our problem to an example of the search engine ranking
task.

How is our approach better than any other approach? This
approach is more exible than the regression approach for the
following reasons:

� It is possible to integrate active learning into the labeling
pipeline (see Fig. 1d).

� LTR allows for different molecular set selection strategies
(see Fig. 1e).

These advantages make the exploration of the chemical
space signicantly more efficient and thus allow the labeling of
molecules of high relevance.
Data collection

To collect the data, we split the process into several stages, as
illustrated in Fig. 1e:

(1) Absolute values phase. In this data collection stage, the
experts were asked to assign a score from 1 to 5 to each pre-
sented molecule on the web page (labels could repeat for the
given set of 5 molecules). The votes did not need to be unique.
The initial pool of molecules was selected as a random subset of
PubChem50 by splitting by themolecular weights (Fig. 1f) so that
the initial training data sample would contain a set that is
diverse enough and, at the same time, would not be too large so
that each molecule in the set would receive enough labels.

(2) Active learning phase. For this stage, we utilized the
labeled data from the rst stage to select the molecules of
similar complexity; this way, during the training, the model
would be able to distinguish the subtle complexity difference
between the provided molecules. The experts were asked to
provide unique labels.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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(3) Ranking phase. This phase combined some features of
the rst and second stages. The experts were given randomly
selected molecules and were asked to provide unique labels. By
including the data from this phase, the model would be able to
learn the information related to the ordering of molecules
based on molecular complexity.

Most off-the-shelf platforms for data labeling are not cus-
tomizable enough. One of our goals was to incorporate the
active learning cycle into the data collection and model
training. Additionally, we needed full control over the labeled
data and timely correction of minor aws. Therefore, the deci-
sion to build a custom web application was made.

For this purpose, we developed a web interface based on the
Python programming language using the Flask web framework.
The advantages of Flask, compared to other web frameworks,
are its simplicity, speed of operation, and easy integration for
any need.

We also created a Docker container for the deployment of
our website. This allowed us to create additional protection for
the data stored on our server by isolating the contents of the
container from the host machine. The container was composed
of 8 GB of RAM and 256 GB of persistent memory.

Within the constraints of time and resources, we decided to
use a local database, which would not require additional
capacity. The database used was SQLite3, which was integrated
with Python. The data were written to a le stored in the
container, which all project developers had access to. Storing
the database as les allowed us to quickly respond to any errors
that occurred in the process of labeling the molecules and to
nd artifacts in the data.

Approximately 1.6 million compounds, which included C, H,
O, N, S, Si, P, B, As, I, Br, Cl, F, and other elements, were ob-
tained from the PubChem dataset. Molecules were displayed in
the web interface using the RDKit chemistry framework: using
this framework, SMILES strings from PubChem were converted
to SVG format and integrated into the HTML markup.

At the time of registration, all users were classied according
to their level of education (DSc in Chemistry, PhD in Chemistry,
MSc/BA in Chemistry, and currently an MSc/BA Chemistry
program student).

A total of 294 542 labels were collected by acquiring expert
opinions from the researchers. In total, we had 127 participants.
Aer processing the quality controls, the number of partici-
pants whose data were used for the training of the nal model
was narrowed to 50 experts. Each participant was asked to rank
molecules from 1 to 5 within one page based on their molecular
complexity. A gamication technique was used to make the
labeling process more enjoyable. Each person was assigned
a score that depended on the number of labeledmolecules. This
score was used to assign virtual rewards. In addition, there was
a secret prize for the rst person to score 5000 labeled
molecules.

To ensure that each of the participants accurately labeled the
data, we created a small set of 50 molecules for which the
correct ranking was trivial. We gave this subset of molecules to
the participants to detect people who did not label the
© 2025 The Author(s). Published by the Royal Society of Chemistry
molecules correctly. The labels of these participants were
ltered and not used for model training.

To represent molecules numerically, we selected the
following set of features:

RDKit-generated features51—encoding the structural feature
of a molecule.

Among the features of this group are molecular weight,
number of atoms, number of heavy atoms (heavier than
hydrogen), topological surface polar area, number of hetero-
atoms, number of atoms in spirocycles, number of rotatable
bonds, number of aliphatic and aromatic cycles, number of
bridgehead atoms, number of stereocenters, and number of
stereoisomers of a molecule.

SCScore22is a score developed to evaluate the synthetic
complexity of the molecules.

For a summary of the other datasets used throughout this
work, see Section 7 of the ESI.†

Machine learning model development

All the data we used were processed using the Pandas library,
and all the machine learning models were trained using the
CatBoost library.17 The phase weighting can be specied by
providing the group_weight values to the CatBoost Pool object.

We used the SMILES representation of molecules to perform
the analysis and calculate descriptors. To relate the molecular
descriptors to the molecule representation, the RDKit library
was used.51 The descriptors were then used to train the model.
Python was the main programming language of this project.

Synthesis data mining

All syntheses were redrawn in ChemDraw, and the SMILES
representation of each chemical compound was used for the
analysis (the molecular complexity value can be calculated
provided a SMILES representation of the molecule):
strychnine38–42 and artemisinine.52–55

Code availability

Code for molecular complexity prediction and analysis as well
as information about the data can be found at https://
github.com/Ananikov-Lab/digitizing_molecular_complexity/.

Data availability

The data for this study are described in the article and the ESI.†
Data downloading instructions can be found on the Github
page of the project.
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M. Sowińska, J. Szeremeta-Spisak, A. Stachowicz,
M. M. Tomczyk, K. Wiklik, Ł. Włoszczak, S. Ziemiańska,
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