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escence image stitching for high-
throughput and digital microfluidic biosensors

Zhiqiang Yan, a Yulin Ren,bcd Jaromı́r Jarušek, e Jan Brodský, e

Imrich Gablech, *e Haoqing Zhang*bcd and Pavel Neuzil *ef

Fluorescence imaging underpins digital PCR (dPCR), microarrays, and microfluidic biosensors, yet precise

image integration remains a technical bottleneck when the sample area exceeds the microscope field of

view. Current stitching methods often rely on fiducial markers or manual tuning, limiting automation and

robustness, particularly in portable or point-of-care devices. We present a marker-free image stitching

algorithm that combines partition-detection-based registration with mask-based illumination correction.

The algorithm aligns frames using intrinsic structural features and compensates for brightness

inconsistencies in an adaptive manner, without requiring platform-specific parameter tuning. Application

to three dPCR systems, including droplet- and chip-based formats, showed an increased number of

matched feature points within overlapping regions, improving the reliability of image stitching. In

addition, it enhanced intensity uniformity by z 29.6% compared with conventional methods. The

proposed algorithm was further validated on microarrays and bead-based chips, demonstrating

consistent stitching accuracy and signal integrity across different modalities. This generalized and

automation-compatible solution supports high-throughput microfluidic imaging, quantitative bioanalysis,

and integration with artificial intelligence-enabled diagnostic workflows.
Introduction

Fluorescence imaging is essential for detecting and quantifying
biomolecules in microuidic-based lab-on-chip systems for bi-
osensing applications in clinical diagnostics, pandemic
screening, proteomics, genomics, and environmental
monitoring.1–3 Array-basedmicrouidic biosensors benet from
high sensitivity and the ability to to perform absolute quanti-
cation of biomolecules.4 Digital polymerase chain reaction
(dPCR)5 achieves this by partitioning a reaction into thousands
of independent sub-reactions and determining the original
number of nucleic acid copies from the number of partitions
showing amplication. The term partition refers to either
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a droplet in droplet digital PCR (ddPCR) or a chamber in chip
digital PCR (cdPCR). This strategy improves precision in
detecting low-abundance targets6 and is valuable in cancer
diagnostics, infectious disease monitoring, and gene copy
number analysis.7,8 Single-channel or multiplexed uorescence
detection further enhances dPCR performance.9

These uorescence-based readouts rely on precise and
automated uorescence imaging,10,11 yet the limited eld of
view in optical setups necessitates multi-frame image stitching
for complete dataset reconstruction.12,13 Challenges such as
repetitive partition structures, brightness inconsistencies, and
automation limitations hinder scalability, particularly in high-
throughput and portable applications.14 Besides, compact and
portable dPCR systems worsen these challenges due to variable
illumination conditions, non-uniform illumination, eld
misalignment, and stitching errors that compromise accuracy
and reproducibility.15 These challenges reduce the imaging
effectiveness in single-cell analysis, point-of-care (POC) diag-
nostics, and biosensor imaging.5,16

Modern high-end microscopes address some of these limi-
tations with motorized stages that provide integrated stitching
functions and advanced illumination correction. Such tools
remain hardware-specic, costly, and unsuitable for compact or
low-cost dPCR platforms. Our approach differs in being fully
soware-based, marker-free, and platform-independent,
designed to operate even in resource-limited or portable
systems without reliance on dedicated hardware. The
© 2025 The Author(s). Published by the Royal Society of Chemistry
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algorithm, therefore, complements rather than competes with
commercial solutions, extending advanced stitching capabil-
ities to broader biosensing scenarios.

Our earlier work17 introduced a silicon cdPCR chip design
with alignment marks and described a ducial-based uores-
cence image processing workow, including image stitching,
rotation correction, and reaction well identication. That study
was chip-centric, with emphasis on hardware layout and silicon-
based device fabrication. In contrast, the present work
addresses the broader computational bottleneck by introducing
a marker-free uorescence image stitching algorithm. Instead
of relying on alignment marks or block segmentation, the
proposed method employs partition–detection encoding for
robust registration, incorporates optional rotation invariance,
and introduces a global mask-based brightness correction that
improves intensity uniformity by z 29.6% compared with
adaptive histogram equalization. Unlike the previous study
focusing on an in-house-made silicon cdPCR chips, the algo-
rithm presented here is validated across multiple dPCR plat-
forms, such as droplet, chip-based, and commercial
QuantStudio, as well as microarrays and bead-based chips,
establishing its generalizability. This shi from a hardware-
specic workow to an algorithm-centric framework makes
the current study relevant for portable, POC, and articial
intelligence (AI)-integrated biosensing platforms.

Fluorescence-based imaging in droplet microuidics relies
on advanced image processing techniques to ensure accurate
signal quantication. Among these, effective image stitching
plays a crucial role in improving uorescence signal integrity,
thereby enabling precision diagnostics and fully automated
workows.18–20 Typically, multi-frame microscopic image
stitching involves two major steps: image registration and
image blending.21,22

Image registration: existing microscopic image registration
methods can be broadly categorized into three classes: feature-
based, region-based, and marker-based approaches. Feature-
based methods employ algorithms such as scale-invariant
feature transform (SIFT)23 and speeded-up robust features
(SURF)24 to match control points within overlapping regions
and to estimate the transformation matrices between adjacent
images. Highly regular, close-packed structures of dPCR chips
and microarrays oen generate false correspondences,
increasing registration failure rates. Region-based methods,
such as phase correlation,25,26 have been designed specically
for microscopic images; nevertheless, these techniques are
generally restricted to pure translational alignment, lack
robustness to rotation, and oen require manual intervention,
factors that limit their applicability to future miniature optical
systems. Marker-based registration,17 on the other hand,
depends on predened ducial points, which are susceptible to
manufacturing variations and environmental disturbances.

Image blending aims to generate a seamless panoramic
microscopic image based on the registration results.21,22 Multi-
band blending27 is a widely used approach that merges over-
lapping regions through multiresolution decomposition.
Unfortunately, its correction is conned to local overlaps and
does not compensate for global illumination inconsistencies.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Exposure fusion28 addresses global exposure imbalance but
neglects intra-image non-uniformities. Alternatively, block-
based methods segment a microscopic image into several
subregions and process each under the assumption of locally
uniform illumination.10 Other techniques, such as adaptive
histogram equalization (AHE),29 linear blending,26 and white
top-hat transformation,14 also enhance image uniformity to
some extent.

Based on the above review, a marker-free, automated, and
scalable image stitching framework would be benecial for
enhancing uorescence imaging in microuidic biosensing.
Nevertheless, current approaches only partially address these
needs, particularly in the context of portable and miniaturized
microuidic systems.

Recently, deep-learning-based approaches, particularly the
convolutional neural networks method, have been explored for
automated image stitching, segmentation, and noise reduction,
improving the precision of biosensing platforms.30,31 Motivated
by these advancements, this study introduces a partition-
detection-based image stitching approach that enhances uo-
rescence imaging by addressing key limitations in alignment
accuracy, brightness uniformity, and automation. The approach
are demonstrated by dPCR as a model and can be further
extended to microarrays or droplet-based microuidic chips
and other uorescence biosensing platforms by leveraging
spatial partition distributions for marker-free registration. A
mask-based illumination correction algorithm ensures uniform
uorescence intensity, improving signal quantication and
image clarity. Integrating image registration, brightness
correction, and data analysis into a unied workow enhances
efficiency and adaptability across biosensing applications. The
method supports single-molecule uorescence sensors,
electrochemical biosensors with optical readouts, and AI-driven
biosensing platforms, strengthening its role in clinical diag-
nostics, genomics, and bio-photonics. Validation on dPCR
chips conrms its effectiveness in rening uorescence
imaging workows for high-throughput research, medical
diagnostics, and portable lab-on-a-chip devices.

Materials and methods
The stitching algorithm

We created the algorithm using a MATLAB script, which
consists of four main steps: partition detection, image regis-
tration, illumination correction, and nal image reconstruc-
tion. Fig. 1 provides a schematic overview of the method.

The rst step is partition detection (Fig. 1a): an object
detection algorithm is performed to localize all partitions in the
dPCR images. Let Q denote the number of images to be stitched
and Ni the number of detected partitions in image i, where i˛
{1,.,Q}. The index of the detected partition is denoted as j,
where j˛{1,.,Ni}. The location of partition j in image i is rep-
resented as Pi,j = (xi,j, yi,j), and its uorescent intensity is
extracted as Gi,j (Fig. 1b).

The second step is image registration (Fig. 1c): the coordi-
nates of the detected partitions are used to calculate the
transformation Tp,q between consecutive images, where p and q
RSC Adv., 2025, 15, 43436–43445 | 43437
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Fig. 1 Schematic diagram of the proposed method; the dPCR image
was generated using a dPCR emulation tool.32 (a) The dPCR chip is
divided into four sections for imaging. (b) Partition detection. (c)
Partition matching is achieved through the spatial encoding of the
detected partitions. (d) Illumination non-uniformity correction: the red
circles highlight the comparison before and after correction. (e) Image
stitching and dPCR result analysis.
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represent the image indices. The registration is based on
matching partitions in the overlapping regions of two consec-
utive images. This process is repeated (Q − 1) times to compute
all the necessary transformation matrices.

The third step is illumination non-uniformity correction
(Fig. 1d): many dPCR systems face challenges in maintaining
consistent illumination across multi-frame images. An algo-
rithm was developed to ensure global uniformity of uorescent
intensity through a series of non-uniformity correction masks.

The nal step is image stitching and data analysis (Fig. 1e):
using the transformation matrices Tp,q, and correction masks
Mi, the uorescence images are processed to generate the nal
panoramic dPCR image Iall. This panoramic image is then used
for generic dPCR result analysis.

This four-step process integrates partition detection, image
registration, illumination correction, and stitching into
a unied workow, enabling accurate and seamless multi-
frame image analysis.

Fluorescence data extraction from dPCR systems is typically
required to capture concurrently two images: one under white
43438 | RSC Adv., 2025, 15, 43436–43445
light, where all partitions are visible, and another under acti-
vation light, where only positive partitions are visible. Then, the
white-light images are used to locate the partitions and estimate
the transformation matrix between images. Illumination non-
uniformity correction is applied to the uorescence images,
which are then stitched together for the nal dPCR analysis.

Compared to existing microarray uorescence image stitch-
ing and analysis methods, the proposed approach is charac-
terized by two main features:

1. The image registration is based on partition detection
results rather than pixel-value matching in overlapping image
regions, which is commonly used in existing techniques. The
cdPCR image stitching uses an algorithm that aligns frames
through intrinsic structural features and adaptively compen-
sates for brightness inconsistencies without platform-specic
parameter tuning. These methods exhibit strong resilience to
illumination non-uniformity, image noise, optical system
defects, and chamber deformation. In contrast, conventional
pixel-based registration methods tend to be less robust under
such conditions.

2. Illumination non-uniformity correction is performed
globally, enhancing the contrast between positive and negative
wells across the entire chip.
Image registration

Partition detection. In this study, we used three types of
dPCR systems to validate our image stitching method: the
droplet dPCR (ddPCR) developed by Xi'an Jiaotong University
(XJTU)33 (Fig. 2a), the cdPCR system developed by Northwestern
Polytechnical University (NPU)17,20,32,34,35 (Fig. 2b), and Quant-
Studio cdPCR chip36 (Fig. 2c).

The optical congurations of the three dPCR systems used in
this study are summarized in Table 1. We adapted partition
detection techniques to different chip architectures. We applied
the circle Hough transform (CHT) to the QuantStudio chips, the
region segmentation for the NPU chip, and You Only Look Once
(YOLO) v5 enhanced detection robustness37 for the XJTU
system. The minimum detectable partition sizes for the CHT
algorithm, region segmentation, and YOLO v5 are z 11 × 11, 8
× 8, and 32 × 32 pixels, respectively.

Feature descriptor. A series of dPCR images is registered by
identifying and matching partitions that appear in consecutive
image pairs. Partition matching relies on the spatial topological
distribution of neighboring partitions, which serves as a unique
footprint for each partition.

This approach requires two essential conditions for the
registration algorithm: (1) images must contain overlapping
regions, and (2) overlapping regions must include partitions
with distinctive features. Most image stitching algorithms,
including those beyond dPCR applications, depend on the rst
condition. Distinctiveness in partition features is usually satis-
ed in ddPCR systems because droplets oen display random
distributions that introduce irregularities useful for registra-
tion. Minor variations in droplet position, size, or local
arrangement provide uniqueness that supports robust align-
ment. In chip-based dPCR, distinctive features are typically
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Partition detection results for different dPCR systems and pictures of the respective chips. The red dots and boxes indicate the location of
the detected partitions. (a) XJTU ddPCR,33 (b) NPU cdPCR,35 and (c) QuantStudio cdPCR.36

Table 1 Optical and imaging parameters of the three dPCR datasets.
6-FAM stands for 6-carboxyfluorescein

Parameter XJTU dPCR
NPU dPCR and
QuantStudio dPCR

Camera model DMK 72BUC02,
CMOS

Canon EOS 70D,
CMOS

Aperture value — f/1.4
Resolution (pixels) 2752 × 2208 5472 × 3648
Exposure time (ms) — Fluorescence: 30 s

Bright-eld: 1/30 s
Lens F52D09, 51.9 mm 5X
Dye 6-FAM 6-FAM
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found at block boundaries or near structural irregularities,
ensuring reliable registration (Fig. 3a). Perfectly uniform
droplet arrays may lack sufficient diversity, reducing registra-
tion performance. Additional preprocessing or ducial refer-
ences are required under such conditions to achieve accurate
stitching.

This study's dPCR image registration problem can be viewed
as a point-set registration problem. It was achieved through
encoding the spatial distribution of partitions. We designed
Fig. 3 Partition-encoding-based dPCR image registration method. (a) Le
a “footprint” for each partition. Right: neighborhood of four partitions. (b)
as a feature descriptor. (c) Feature descriptors extracted from two imag
dPCR, (ii) NPU dPCR, and (iii) QuantStudio dPCR.

© 2025 The Author(s). Published by the Royal Society of Chemistry
a feature descriptor customized for dPCR to generate a set of
feature values for any given partition j (Fig. 3b).

First, a neighborhood radius lp is dened and centered on
partition j. Partitions within this range are considered neigh-
boring, and their indices form a set SMi,j. The parameter lp is set
to eight times the average distance between adjacent partitions,
ensuring that a sufficient number of neighboring partitions are
included in the feature descriptors.

Next, we dened a 7 × 7 pixel square grid centered on
a partition (i, j); the set of 49 node points' indices in the grid is
denoted as SNi,j = {1,2,.,49}, and the number of nodes can be
increased for improved uniqueness or decreased for faster
processing.

Subsequently, we calculated the inuence values of all
nearby partitions SMi,j on the 49 dened nodes SNi,j, resulting in
a total of 49×jSMi,jj inuence values, which r$r denote the
cardinality of a set. The inuence value of partition m on node
point n is then calculated by:

Ei;j;m;n ¼ e�
kPi;m�Pi;j;nk2

2s2 : (1)

Here, s is the standard deviation of the Gaussian distribution
function. In this study, s is determined by the neighborhood
radius, with s = lp/3. ‖Pi,m − Pi,j,n‖2 represents the Euclidean
ft: the spatial distribution of nearby partitions is extracted and used as
The partitions' distribution is encoded into 49 positive influence values
es are matched. Examples of matching results are shown for (i) XJTU

RSC Adv., 2025, 15, 43436–43445 | 43439
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distance between a neighboring partition Pi,m and a grid node
Pi,j,n, where m˛SMi,j and n˛SNi,j.

Finally, these inuence values are summed on the 49 grid
nodes to obtain values from 49 features Fi,j. The combination of
these values forms the feature descriptor for partition (i, j):

Fi;j ¼
8<
:

X
m˛SM

i;j

Ei;j;m;1;.;
X
m˛SM

i;j

Ei;j;m;49

9=
;: (2)

Evidently, the distinctiveness of a partition's feature
descriptor Fi,j depends on the uniqueness of the surrounding
partition distribution. Highly uniform partition arrangements,
such as droplet arrays with regular and repetitive patterns,
cause Fi,j to lose uniqueness, making the registration algorithm
inapplicable.

Transformation matrix estimation. Feature descriptors of all
partitions are compared using a feature-matching algorithm
based on Euclidean distance. A partition in image Ip matches
a partition in image Iq when the Euclidean distance between
their descriptors is smaller than that to any other descriptor in
Iq. Some partitions generate incorrect pairings, and a random
sample consensus (RANSAC) algorithm38 is applied to estimate
the transformation between two images (Fig. 3c).

The transformation is usually rigid, meaning translation and
rotation can align each image pair. Radial lens distortion and
optical path errors, which occur more frequently in portable
devices, can make rigid transformation insufficient to describe
the relationship between two images. Affine, similarity, or three-
dimensional projection transformations were applied to ach-
ieve higher registration accuracy.

Rotation invariance. Specic dPCR systems may experience
eld-of-view rotation when capturing different chip sections
due to hardware limitations or specic design requirements.14

This rotation can cause inconsistencies in the previously
mentioned feature descriptor. An optional module enhances
rotation invariance for all partition feature descriptors. The
feature direction angle of partition (i, j) is determined aer
identifying the relative positions of its neighboring partitions,
Fig. 4 Rotation invariance of the proposed spatial encoding method. (a
showing the neighborhood of a selected partition. (b) Spatial distributio
bution after rotation by the estimated feature angle. (d) The generated f

43440 | RSC Adv., 2025, 15, 43436–43445
ensuring consistency in registration despite rotational
variations.

qi;j ¼ tan�1

P
m˛Si;jm

�
yi;m � yi;j

�

P
m˛Si;jm

�
xi;m � xi;j

�: (4)

Aer that, we rotate the coordinates of its nearby partitions
as calculated by:
8<
:

x
0
i;m ¼ xi;j þ

�
xi;m � xi;j

�� cos qi;j þ
�
yi;m � yi;j

�� sin qi;j

y
0
i;m ¼ yi;j �

�
xi;m � xi;j

�� sin qi;j þ
�
yi;m � yi;j

�� cos qi;j
: (5)

Aerward, the rotated coordinates P
0
i;m ¼ ðx0

i;m; y
0
i;mÞ of the

nearby partitions replaced Pi,m in eqn (1) and (2) for feature
descriptor generation, ensuring that the descriptor remains
consistent when the images are rotated—an example of rotation
invariance (Fig. 4). Although the image is rotated, the two
matched partitions have nearly identical feature descriptors
aer alignment.

The feature direction angle q depends on the completeness
of detected neighboring partitions. Implementing rotation
invariance may reduce the uniqueness of partitions near image
edges, which can affect registration accuracy. The rotation
invariance module is therefore optional in this study, and its
performance is evaluated in Section 3.3.
Illumination non-uniformity correction

Non-uniform illumination across the dPCR chip prevents direct
quantication of partition uorescence from raw grayscale pixel
values. The issue becomes more pronounced when the chip is
imaged in separate sections, because the same partition may
appear with signicantly different grayscale values in different
images (Fig. 5a). Image processing techniques such as adaptive
histogram equalization (AHE)29 can partially ease this effect, yet
a dedicated global illumination correction method has
remained unavailable. This study introduces a multi-frame
dPCR illumination correction algorithm based on partition
) Bright-field XJTU dPCR image to be stitched, with a magnified view
n of reaction chambers within the neighborhood. (c) The same distri-
eature descriptor.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Example of illumination non-uniformity correction. (a) Two consecutive dPCR images (up) are individually corrected using custom
correction masks, resulting in corrected images (down). (b) Stitched images and their partitions, grayscale values distribution with no brightness
correction, generic self-adaptive correction, and our mask-based correction.
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detection, which automatically generates correction masks and
applies them to all pixels of the acquired images.

Illumination correction is performed aer partition detec-
tion. All captured uorescence images are rst converted to
grayscale, and the grayscale values of all detected partitions are
collected. These values are then tted with a Gaussian distri-
bution function, yielding a global mean grayscale value Gall and
a standard deviation sall, which together quantify the degree of
illumination non-uniformity across the dataset.

The correction mask is constructed as a two-dimensional
matrix with the same dimensions as the captured dPCR
image. Gall is used as the reference value to calculate a correc-
tion coefficient for each pixel. The procedure for calculating
these coefficients in a single image follows the method
described in our earlier work.34 First, correction coefficients Ri,j

are computed for all partitions, as given by:

Ri;j ¼ Gi;j

Gall

(6)

The correction coefficients for all pixels in the image are
obtained through bilinear interpolation, based on Ri,j and the
corresponding pixel coordinates Pi,j. These coefficients are then
used to generate a raw image correction mask. A 2D Gaussian
smoothing algorithm, applied with a window size of ve pixels,
renes this mask, producing the nal image-correction mask
Mi. The corrected image �Ii is derived by dividing the original
image by the correctionmask (Fig. 5a), aer which the corrected
uorescence intensity values �Gi,j are re-extracted.

Aer applying the correction, a uniform panoramic dPCR
image is constructed by stitching the series of images along the
seams identied during the image registration process (Fig. 5b).
The grayscale distribution plot demonstrates that mask-based
brightness non-uniformity correction provides a more
© 2025 The Author(s). Published by the Royal Society of Chemistry
apparent distinction between negative and positive partition
grayscale distributions compared to no correction and self-
adaptive correction. Section 3.1 provides a detailed evaluation
of the algorithm's performance in correcting illumination non-
uniformity.

Since the primary objective of dPCR is to determine nucleic
acid copy number by analyzing the uorescence intensity
distribution of partitions, constructing a full panoramic image
is not always required. Once transformations between images
are dened and corrections are applied, overlapping uores-
cence data from standard partitions can be extracted and pro-
cessed by averaging or computing the median value, ensuring
accurate quantication without needing full-image
reconstruction.
Results
Image stitching

We tested our stitching algorithms using three datasets (Fig. 6).
Different images were stitched together in these datasets along
the seams (Fig. 6a). We also presented panoramic dPCR images
generated from multiple images (Fig. 6b) for XJTU ddPCR, NPU
cdPCR, and QuantStudio cdPCR. Based on the experimental
results, our algorithm successfully generated panoramic dPCR
images across three different chip types.

We compared our partition-encoding-based feature
descriptor with the SURF and Harris feature descriptor using
the NPU dPCR system as an example (Fig. 7a). 125, 63, and
0 feature point pairs were successfully matched using our SURF
descriptor and the Harris detector. These results indicate that
our method substantially increases the number of matched
feature points within overlapping regions, thereby improving
the reliability of the stitching process. Furthermore, we
compared our dPCR image registration method with a region-
RSC Adv., 2025, 15, 43436–43445 | 43441
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Fig. 6 Stitched dPCR images. The black area of the chip image has no partitions. (a) Seams in the stitched dPCR chip images. (b) Panoramic dPCR
images.

Fig. 7 (a) Compares our partition-encoding-based registration method with the SURF-feature-based and Harris-feature-based methods. (b) An
example of stitching a pair of dPCR images with a z 20° rotation.
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matching-based registration method17 and a SURF-feature-
based method in terms of processing time, implementation
approach, and applicability, as summarized in Table 2. All
experiments were conducted on a workstation with an AMD
Ryzen 9 5900HX processor (8 cores, 16 threads, and a clock
speed of 3.30 GHz) and 32 GB of RAM.

Although the presented gures show datasets with a limited
number of stitched frames for clarity, the algorithm has also
been applied to larger-scale reconstructions involving more
than 40 frames. Performance remained stable with no notice-
able loss of accuracy or increase in computation time. Scal-
ability, therefore, follows a linear trend with the number of
frames, demonstrating suitability for high-throughput imaging
workows that require 10 to 50 or more stitched images.

Furthermore, we compared our method with several
commonly used image stitching soware tools, including
Table 2 Comparison of different dPCR image registration methods

Registration
method

Processing
time

Fully
automated

Rotatio
invaria

Our method 769 ms 3 3

Region Matching17 14 475 ms 7 7

SURF feature24 552 ms 3 3

43442 | RSC Adv., 2025, 15, 43436–43445
Hugin and ImageJ.25 For the XJTU ddPCR and QuantStudio
cdPCR systems, all three methods, our proposed approach,
Hugin, and ImageJ, successfully achieved image registration
and blending with only negligible alignment errors. Successful
blending of the NPU cdPCR system was achieved exclusively
using our method.
Rotation invariance

We conducted a series of tests on XJTU dPCR bright-eld
images to evaluate the rotation invariance of the proposed
feature descriptor, where the rotation angle between a pair of
consecutive images varied from z −45° to z 45° in z 10°
increments. Results (Table 3) show that each pair of images was
successfully stitched. The estimation error isz 0.091°, which is
n
nce

Uniqueness to
non-uniform illumination

Supported transformation
matrix

3 3D projection
7 2D rigid
7 3D projection

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Comparison of true and estimated rotation angles

Rotation angle (°) −45.00 −35.00 −25.00 −15.00 −5.00 5.00 15.00 25.00 35.00 45.00

Estimated angle (°) −44.92 −34.99 −25.03 −14.95 −4.97 5.13 15.09 25.03 34.84 44.96
Absolute error (°) 0.08 0.01 0.03 0.05 0.03 0.13 0.09 0.03 0.16 0.04
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negligible. An example of stitching a pair of images with a 20°
rotation angle is shown in Fig. 7b.
Illumination non-uniformity correction

We validated our mask-based illumination non-uniformity
correction algorithm using the QuantStudio dPCR system and
compared it with the AHE algorithm (Fig. 8a). The results show
that the Gaussian t sall of positive partitions were z 3.38, z
2.57, and z 1.57 under no correction, AHE-based correction,
and our mask-based correction, respectively. Compared with
the AHE-based correction, which reduced sall by z 24.0%, our
method achieved an additional z 29.6% improvement, result-
ing in an overall reduction of z 53.6%.

Furthermore, our correction method was applied to an NPU
dPCR chip with an actual average copy number of 0.6075 per
reaction chamber (Fig. 8b). Without illumination correction,17

the detected value was 0.5744. Aer applying global illumina-
tion correction, the detected value was 0.6131, reducing the
detection error by z4.53%.
Discussion

The proposed uorescence image stitching method signi-
cantly improves registration accuracy and global brightness
uniformity, making it highly suitable for biosensing applica-
tions, particularly in dPCR and microarray imaging. Validation
across multiple dPCR platforms conrms its adaptability and
robustness, addressing key challenges in uorescence-based
bioanalysis.

Pixel-matching approaches, such as the SURF method, oen
produce false matches due to anomalous pixels, non-uniform
illumination, and the repetitive partition layout in dPCR and
Fig. 8 Grayscale images of partitions and corresponding grayscale value
dPCR chip. The left panels show the raw images before illumination c
proposed mask-based algorithm. Blue curves represent the original gra
Correction reduces brightness non-uniformity, yielding narrower and m

© 2025 The Author(s). Published by the Royal Society of Chemistry
microarray images. The spatial partition encoding strategy used
in our algorithm achieves precise alignment and substantially
increases the number of matched feature points within over-
lapping regions. Stitching reliability improves accordingly,
which is especially important for dPCR systems where
misalignment distorts uorescence quantication and reduces
the accuracy of DNA copy number estimation. The region-based
matching algorithm17 delivers comparable accuracy but
requiresz 18.82 times longer processing, making it unsuitable
for high-throughput scenarios.

The algorithm performs best when overlapping regions
include distinctive spatial features. ddPCR systems oen
provide sufficient irregularity through random droplet distri-
butions, while cdPCR chips contain structural boundaries that
serve as reliable landmarks. Perfectly uniform droplet arrays
represent a special case where feature diversity is limited, and
preprocessing or ducial references may be necessary to achieve
accurate alignment.

Droplet displacement during imaging is a potential limita-
tion, particularly in eld or point-of-need applications. Minor
positional shis between frames can reduce stitching accuracy,
although the partition-based approach remains largely tolerant
to such variations because the feature descriptor depends only
on the local spatial distribution of droplets or chambers. The
algorithm also incorporates a random sample consensus
(RANSAC) procedure that automatically removes invalid feature
correspondences resulting from small displacements. Larger
droplet movements may degrade registration accuracy, but
these effects can be mitigated through basic image stabilization
or frame selection prior to stitching.

The brightness correction algorithm outperforms the
commonly used AHE method.29 The s value of uorescence
distributions for two platforms: (a) QuantStudio dPCR chip and (b) NPU
orrection, and the right panels show the corrected images using the
yscale distributions, and red curves represent fitted Gaussian profiles.
ore symmetric distributions.

RSC Adv., 2025, 15, 43436–43445 | 43443
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intensity across stitched images was reduced from z 3.38 in
uncorrected images to z 2.57 with AHE method and further
improved to z 1.57 with the proposed method, representing
a z 29.6% enhancement in uorescence intensity uniformity.
This correction level is benecial for accurate uorescence
signal quantication, particularly in microarray and dPCR
applications where signal intensity variations can compromise
the reliability of quantitative analyses.

Applicability extends beyond dPCR but remains most effec-
tive in partition-based microuidic platforms. Systems that
contain repetitive spatial arrangements, such as microarrays or
bead-based chips, benet from the same partition–detection
encoding and mask-based illumination correction. Platforms
lacking dened spatial repetition are less suited to this
approach, although future adaptations may enable broader use.
The algorithm should therefore be considered primarily opti-
mized for partitioned architectures, with potential extension to
biosensors that share similar spatial layouts.

These improvements make the method suitable for inte-
gration into portable and POC diagnostic systems, where
hardware-based stitching and illumination correction are not
available. Compatibility with soware-driven workows also
facilitates incorporation into AI-assisted biosensing platforms
without excessive computational demand. Future work will
explore adaptive enhancements that extend applicability and
enable real-time operation in resource-limited settings.
Conclusion

This study introduces a partition-detection-based uorescence
image stitchingmethod for biosensing applications, integrating
marker-free image registration with global brightness correc-
tion. The algorithm ensures high registration accuracy and
uorescence intensity uniformity, improving data reliability in
dPCR, microarrays, and uorescence-based biosensors. Vali-
dation across multiple dPCR platforms conrms its effective-
ness in rening uorescence imaging workows for high-
throughput research, diagnostics, and portable lab-on-a-chip
devices.

Beyond dPCR, the method is applicable to biosensor plat-
forms requiring precise uorescence imaging, including
protein biochips, electrochemical biosensors, and AI-driven
biosensing platforms. Consistent uorescence quantication
across various microuidic architectures enhances its applica-
bility in both research and clinical settings. The ability to
process uorescence images efficiently in portable and high-
throughput applications strengthens its role in next-
generation biosensor development.

Future advancements in deep learning are expected to
further enhance uorescence image stitching. AI-assisted object
detection and real-time adaptive correction algorithms could
increase automation and accuracy, reducingmanual calibration
requirements. We can expect that optimization for real-time
processing will improve compatibility with handheld diag-
nostic devices, extending the application range in POC testing
and remote healthcare monitoring.
43444 | RSC Adv., 2025, 15, 43436–43445
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