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Silicon solar cells continue to dominate photovoltaic technology, holding a market value of ∼98% with an

efficiency of 13–24% at the commercial level, which is limited by the recombination process and generated

defects during the fabrication process. This study presents p–n junction fabrication using the ion beam

technology, where boron species are implanted at a low energy of 35 keV into n-type Si (100). Doping

was confirmed by X-ray photoelectron spectroscopy (XPS), which outperformed other conventional

techniques (RBS and XRD) with exceptional elemental detection sensitivity. The shift in binding energy

was observed to be 0.24 eV for the main peak in the silicon 2p spectra, resulting from the incorporation

of boron into the silicon lattice. The local electronic environment modification was investigated by near-

edge X-ray absorption fine structure (NEXAFS) spectroscopy at the O K-edge, which showed local

hybridization consistent with boron incorporation and was also validated by FEFF simulations. Moreover,

transport measurements exhibited diode-like I–V characteristics obtained using linear sweep

voltammetry that were consistent with the Shockley diode model, indicating the formation of a p–n

junction and notable suppression of the leakage current to 0.63 mA. Collectively, these findings evidence

that the ion beam technology is a viable approach for the fabrication of reduced-defect structures,

which are essential for the advancements of photovoltaics.
1 Introduction

The growing global demand for sustainable and clean energy
has revolutionized the renewable sources' share in power
generation from 30% in 2023 to 46% by 2030, primarily driven
by solar and wind energies. According to the International
Energy Agency (IEA),1 power generation from renewable
energy sources is projected to rise by 90%, reaching approxi-
mately 17 000 TWh between 2023 and 2030. Crystalline
polysilicon-based cells2 account for over 98% of the total market
share, surpassing other efficient cell designs like passivated
emitter and rear cell (PERC) or TOPCon, heterojunction and
back contacts. In spite of their prevalence, silicon solar cells
have limited efficiency due to defects in their structure,
promoting radiative and non-radiative recombination rates,
Auger and surface recombination, Shockley-Read-Hall (SRH)
recombination, and low lifetime of separated charge carriers.3
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Even a marginal increment in the lifespan of Si solar cells or an
improvement in their efficiency can lead to signicant global
economic benets by increasing productivity per unit of input.

Commercial procurable silicon solar cells are typically
fabricated via thermal diffusion, plasma-enhanced fabrication,
or RF sputtering techniques, which oen introduce defects in
the lattice of the solar cells.4 These defects trap the photo-
generated electron–hole pairs aer the incidence of light,
leading to the recombination of charge carriers and resulting in
a decrease in the quantum efficiency of the cells.5,6 To mitigate
these effects, solar cell design should be incorporated with
defect engineering strategies like (i) reducing the occurrence of
defects, (ii) eliminating impurities from the active regions of the
device or rearranging them into congurations that are less
detrimental, and (iii) implementing defect passivation.7 For
defect-free structures, stability, and high-performance silicon
solar cells, the ion beam technology offers a promising
approach for the fabrication and modication of the silicon
lattice.8

Ion beam implantation can be extensively used for the
fabrication of p–n junctions by doping the ions into the host
atom, providing a novel approach for next-generation solar
cells.9 This technology offers repeatability, reliability, and
precision engineering for defect-minimized structures with
enhanced transport properties. It involves the ions traveling
RSC Adv., 2025, 15, 48149–48155 | 48149

http://crossmark.crossref.org/dialog/?doi=10.1039/d5ra06708a&domain=pdf&date_stamp=2025-12-05
http://orcid.org/0009-0003-7399-0121
http://orcid.org/0000-0003-3123-9906
http://orcid.org/0009-0001-1520-7712
http://orcid.org/0000-0003-2630-8516
http://orcid.org/0000-0002-2866-6942
http://orcid.org/0000-0002-7450-3634
http://orcid.org/0000-0003-1575-2814
http://orcid.org/0000-0003-3894-670X
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra06708a
https://pubs.rsc.org/en/journals/journal/RA
https://pubs.rsc.org/en/journals/journal/RA?issueid=RA015056


Fig. 1 SRIM/TRIM simulation for boron ions at an energy of 35 keV: (a)
stopping range of ions, (b) lateral range of ions, and (c) energy loss via
phonons.
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from the source materials through the beam line with dened
energy and coming to rest beneath the surface of the substrate
depending on their depth prole.10,11 It has been employed for
doping various ions in the production of ICs, like boron,
phosphorus, arsenic, indium, antimony, nitrogen, and boron
diuoride.12 Ion beam-induced damage can be modeled using
computational tools, such as SRIM/TRIM soware, for the
calculation of the range and transport mechanism into matter
up to energies of 2 GeV amu−1. It is created by Biersack, Ziegler,
Littmark, et al.13 and utilizes a Monte Carlo approach to predict
the various parameters of ion–target interactions. These
parameters include ion penetration depth, beam straggle,
electronic and nuclear energy losses, energy deposition within
the target material, phonon generation and its coupling with
electrons, sputtering rates, vacancy concentration, displace-
ment per atom (dpa), among others.14,15 Research conducted by
Mikoushkin et al.16 investigated the implantation of nitrogen
ions (N2

+) in n-GaAs. It created a nitride nanolayer and formed
a cluster of GaAs1−xNx, which was detected using the X-ray
photoelectron spectroscopy (XPS) technique at a specic
binding energy scan of N 1s. In a subsequent study, the same
group17 implanted the N2

+ ion again at an energy of 1.5 keV.
However, the detection of the fabricated layer was performed by
high resolution XPS with synchrotron radiation. Their ndings
concluded that the primarily fabricated nitride layer had a wide
band-gap (GaN) with the characteristics of quantum dots.
Furthermore, the same group conducted another study,18 with
different Ar+ ions at an energy of 1.25 keV ion irradiation for the
conversion of conductivity from n to p-type GaAs, forming a p–n
junction, studied using XPS. Additionally, Qahtan et al.19

studied the production of oxygen vacancies in TiO2 mesoporous
lms using Ar+ ions at an energy of 500 eV. High resolution XPS
conrmed the presence of oxygen, which was linked to lattice
oxygen, oxygen vacancies, and absorbed oxygen.

In this study, a p–n junction was fabricated by implanting
boron ions onto the upper layer of an n-type Si(100) substrate
using ion beam implantations.20 The depth penetration and
doping density were precisely controlled by the energy and the
uence of the implantation, respectively,21 enabling the formation
of a uniform, defect-minimized layer for efficient electron–hole
pair generation. Unlike conventional fabrication methods, here,
employment of ion beam technique was particularly done for the
effective doping of boron. Optimal doping at a certain uence and
energy is essential for a precise bandgap, and deviation from these
parameters can enhance thermaluctuations and increase the cell
temperature.22 Further, an excessive doping concentration can
alter charge carrier dynamics by extending their mean free path,
ultimately reducing carrier lifetime and negatively impacting
quantum efficiency. Prior to evaluating the transport properties
using the I–V characteristics of a fabricated p–n junction, it is
essential to verify and ensure the doping of boron in Si(100).
Moreover, X-ray diffraction (XRD), Rutherford backscattering
spectrometry (RBS), and secondary ion mass spectrometry (SIMS)
are well-established methods owing to their respective purposes
but are unable to detect implanted ions.23,24 However, X-ray
photoelectron spectroscopy (XPS) plays an important role in
surface analysis and in verifying the boron presence in the Si(100)
48150 | RSC Adv., 2025, 15, 48149–48155
lattice. It is a powerful technique for the detection of chemical
bonds, charge states, and elemental compositions, which also
provides some external information, like concentration, core-level
lifetimes, multi-electron processes, and other phenomena, like
Auger electron emissions, plasmons, and inelastic energy los-
ses.25,26 In addition, near-edge X-ray absorption ne structure
(NEXAFS) spectroscopy was performed at the O K-edge to study the
hybridization and to examine the changes in the local electronic
environment aer doping, along with the simulations using
FEFF9.6, providing theoretical and physical aspects of hybridiza-
tion effects.27 The I–V measurements further validated the
successful p–n junction formation with a signicant reduction in
leakage current, which can enhance the performance over
conventionally fabricated solar cells.
2 Fabrications and characterization
2.1 Fabrication using ion implantations

Boron ions were implanted on a 1 × 1 cm2 n-type Si(100)
substrate using a low energy ion beam at an energy of 35 keV,
considering three different uences, 1 × 1014, 1 × 1015, and 1 ×

1016 ions per cm2, using the KIST ion-beam facility.28 Implan-
tation of boron was performed at a beam current of 500 nA in an
ultra high vacuum of 10−9 mbar at room temperature. SRIM/
TRIM soware was used to calculate the stopping range,
lateral ranges of the ions, and energy loss via phonons for an
energy of 35 keV before implantation. The respective outcomes
are shown in Fig. 1(a)–(c). Four different samples were named as
nSi-P for pristine, BN1 for 1 × 1014, BN2 for 1 × 1015, and BN3
for 1× 1016. Before implantation, the wafers were cleaned using
acetone and methanol for the removal of organic residues,
followed by RCA cleaning using hydrogen peroxide: ammonium
hydroxide: deionized water (DI) in a 1 : 1 : 5 ratio. The nal step
involved dipping the wafers in 2% diluted hydrouoric acid for
2 minutes, followed by rinsing with DI and then blow-drying.
During characterizations, each sample was chemically etched
out for the removal of the surface SiO2 layer with a solution of
5 ml of nitric acid (70%) and 3 ml of hydrouoric acid (49%)
aer optimization based on the calculation of the etching rate
and depth of deposition.
2.2 Characterizations

X-ray photoelectron spectroscopy (XPS) based on the photo-
electric effect is pivotal for the analysis of deposited thin lms
© 2025 The Author(s). Published by the Royal Society of Chemistry
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by detecting the emission of photoelectrons. Mathematically,
this can be written as eqn (1),29 where the ejection of an electron
from the core level in the continuum from the solids is only
possible if the incident photon energy is greater than or equal to
the work function of the surface (see Fig. S1 in the SI).

hn = BE + KE + 4, (1)

where hn is the photon's energy; BE is the binding energy of an
electron, which is a materialistic property independent of X-ray;
KE is the kinetic energy of the photoelectron; and 4 is the work
function. Conventionally, XPS is a surface-sensitive technique
that provides only 10 nm depth information in the perpendic-
ular direction to the surface. Although beyond 10 nm, electron
may be ejected, they are unable to reach the analysers due to the
shielding of other energy levels.25,30 XPS is a non-destructive
approach that provides qualitative analysis, chemical state,
and quantitative analysis with a small excitation diameter
depending on the beam size. In principle, XPS can also provide
the information about the electronic structure and the pre-
sented different chemical species on the top surface, chemical
bonds, oxidation state, charge distribution, etc., investigated
through chemical shis. It has diverse applications in poly-
mers, biomaterials, energy storage and conversion materials,
nanostructures, thin lms, and semiconductors.31

Here, the XPS of the thin lms was characterized using
a Thermo Fisher Scientic K-Alpha spectrometer instrument at
the Institute of Nano Science and Technology (INST), Mohali,
India. The instrument consists of a monochromatic light
source, which produces X-ray Al Ka, with an energy resolution of
0.5 eV and standardized using pure gold metal. The pass energy
of the XPS was 200 eV, with a good balance between the signal
intensity and high resolution.

Near-edge X-ray absorption ne structure (NEXAFS) spec-
troscopy was performed at the 10D (XAS KIST) beamline of the
Pohang Accelerator Laboratory (Pohang, South Korea). NEXAFS
data were recorded in total electron yield (TEY, surface mode),32

and calibration of energy was performed through standards in
the grating energy range with an energy resolution of 0.04 eV.
Further, the data were normalized by subtracting the back-
ground and tting the pre- and post-edge tails using Athena.33 I–
V characteristics were measured using PSTrace soware from
PalmSens instruments at IIT Jodhpur, India.
Fig. 2 X-ray photoelectron spectra of pristine sample nSi-P with Si 2p
spectra (left), and boron implanted onto n-type Si, named as BN1, BN2,
and BN3, with labeling of each corresponding peak (right ).
3 Computational details

The theoretical aspect of NEXAFS has been studied using FEFF
version 9.6, which was developed by J.J. Rehr,34 for the study of
the electronic structure of the boron-implanted samples. This
soware includes cards like self-consistent potentials (SCFs),
which provide information about the Fermi level, full-multiple
scattering (FMS) for cluster radius, etc., and programs that are
applicable to a distinctive spectrum. It was employed to inves-
tigate the hybridization and quantify the cluster size under the
inuence of exchange potentials, FMS, amplitude reduction
factors (SO2), and self-consistency loop with 25 iterations for
potential calculations. SO2 quanties the reduction in the
© 2025 The Author(s). Published by the Royal Society of Chemistry
transition amplitude due to the core hole creation that occurs
during the X-ray absorption process. More details about the
usage of different cards were provided by Gautam et al.27

4 Results and discussion

X-ray photoelectron spectroscopy (XPS), as a surface sensitive
technique, is used to characterize the thin lm via the detection of
different elements (except hydrogen and helium) presented on the
surface, which helps in determining the oxidation states,
elemental compositions (reference data from NIST35), chemical
shis, and calibrated access to the binding energies.36 The XPS
survey illustrated in Fig. 2(a) of the Si 2p scan for the pristine
sample nSi-P exhibits the binding energy of 99.19 eV at the Si0

state (Si 2p3/2),37 99.79 eV belongs to SiOx/Si with oxidation state
varying from 0 to +4, here represented +2 oxidation state, and
102.11 eV for Si+4 state of the SiO2 compound. Besides, Fig. 2(b)
depicts the XPS survey of boron implanted along with the pristine
sample, labeling each peak. It is possible that the Si plasma loss
feature for 2s and 2p falls around 167.9 eV and 184.5 eV, respec-
tively, overlapping with the boron region due to the same binding
energy, but a narrow scan and signicant atomic concentration of
boron veries its presence. Before the narrow scan, calibration
was performed with standards and referenced with carbon to
correct the shied binding energy. Further, to ensure that the
carbon from the tape did not skew the interpretation of the
sample's surface chemistry, all high-resolution spectra were
carefully tted aer appropriate background subtraction.

Fitting of XPS spectra involves the proper background
function for the modeling of inelastic electrons, followed by
a peak tting model using a suitable function to deconvolute
the core-level spectrum into sub-peaks.38 The backgrounds of Si
2p and O 1s were removed using Shirley39 and B 1s using the
Tougaard baseline treatment. In addition, the Voigt function
(Gaussian + Lorentzian) was used for boron's peak tting, and
the Gaussian function was used for Si 2p and O 1s, keeping the
FWHM xed. An atomic concentration of boron was estimated40

using eqn (2) considering the relative sensitivity factor (RSF) for
boron 0.376, silicon 0.9, and oxygen 2.881, which is instrument
dependent.

Atomic conc:ð%Þ ¼
Ii

SFi

P

n

In

SFn

� 100 (2)
RSC Adv., 2025, 15, 48149–48155 | 48151
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where Ii is the integrated peak area for element i, and
P

n

In
SFn

is

for all n elements presented in the sample. The surface atomic
concentration of boron was evaluated as 6.23%, 18.40%, and
19.33% for BN1, BN2, and BN3, respectively. The abrupt
changes in the atomic concentration for the sample BN2 having
uence of 10 times higher than BN1 is caused by the non-linear
relationship between ion uence and atomic concentrations. At
lower uence (BN1), the point defect has limited interaction,
and above (5 × 1014 ions per cm2), defect clusters start devel-
oping, which is attributed to sputtering effects and cascade
overlap.41 However, for BN3, the lattice reached a steady state of
damage formation, leading to the formation of the cluster
instead of the substitutional sites, as explained using the
modied Kinchin–Pease equation.42

Fig. 3 illustrates the XPS spectra of doped samples BN1, BN2,
and BN3 for the elements Si 2p, B 1s, and O 1s, respectively. As
depicted in Fig. 3(a), the Si 2p spectrum assured the doping of
boron with a shi towards higher binding energy at 102.75 eV
with an oxidation state of Si+4. As depicted in Fig. 3(b), B 1s
spectra showed the doping of boron exhibiting different
oxidation states B0, B+0.33, and B+3 at 186.98 eV,43 189.42 eV,44

and 192.06 eV45 binding energy, respectively. The chemical
states of boron corresponding to these binding energies were
metallic, B6O, and B2O3, making a composition with oxygen
presented in the lattice of silicon24,46 (and reference data taken
from the NIST XPS database). The O 1s spectrum in Fig. 3(c) had
the main peak at 531.95 eV, representing the presence of C]O,
due to the contamination from carbon tape, and the deconvo-
luted peak at 532.07 eV demonstrates that the low binding
energy component arises due to the absorption of OH−.47

Besides, Fig. 3(d)–(f) depict Si 2p, B 1s, and O 1s scans of the
BN2 sample (1 × 1015 at 35 keV), respectively. The Si 2p spec-
trum conrmed the doping of boron with a shi towards higher
binding energy with oxidation state Si+4 at 102.88 eV and
Fig. 3 X-ray photoelectron spectra of boron-implanted samples:
(a)–(c) scan of Si 2p, B 1s, and O 1s, respectively, for BN1 (1 × 1014 at 35
keV); (d)–(f) scan of Si 2p, B 1s, and O 1s, respectively, for BN2 (1 × 1015

at 35 keV); and (g)–(i) scan of Si 2p, B 1s, and O 1s, respectively, for BN3
(1 × 1016 at 35 keV).

48152 | RSC Adv., 2025, 15, 48149–48155
veried the presence of B15.9Si19.0O65.1.48 Aer implantation,
boron interacted with silicon in the matrix chemically and
formed a bond with the oxidation states of B0, B+0.33, and B+3.
The deconvoluted peaks at binding energies43 of 186.28 eV,
189.76 eV, and 192.9 eV were related to their existing compo-
sition in metal form, composition with oxygen,44 silicon and
boron,48 respectively. Similarly, Fig. 3(f) shows the O 1s spec-
trum with binding energies of 532.14 eV and 532.72 eV.49

Fig. 3(g)–(i) illustrate the Si 2p, B 1s, and O 1s spectra of the
BN3 sample (1 × 1016 at 35 keV), respectively. The implantation
of boron into the lattice of silicon was very prominent that
associates it, with different oxidation states of B0 at binding
energy43 of 186.88 eV corresponds to metallic boron, B+0.33 state
at binding energy of 190.8 eV for B6O,44 and B+3 at binding of
energy 103.8 eVmaking a composition B15.9Si19.0O65.1.48 Fig. 3(g)
and (i) conrm the doping of boron with shiing towards
higher binding energy with oxidation state Si+4 at 102.99 eV and
veried the presence of B15.9Si19.0O65.1.48 As the uence of boron
increased, the binding energy shied towards the higher
ranges.50 All the implanted samples had deviated binding
energies, considering that the shielding effect (addition or
removal of valence electrons), matrix interactions, and charging
effects resulting from charge accumulation on the surface led to
transient enhanced diffusion (TED). Interstitial atoms
produced during implantation are responsible for this effect.
Further, defects in the lattice, interstitial cluster, etc., could trap
or absorb these interstitially produced atoms.51 The elements
present in the silicon matrix interacted with each other chem-
ically and electronically, changing their environment and
causing a shi in the binding energy.

In addition to XPS, near-edge X-ray absorption ne structure
(NEXAFS) spectroscopy at the O K-edge of pristine and BN3 was
recorded, as depicted in Fig. 4(a). Since the surface of silicon is
highly reactive to oxygen, it readily forms a native SiO2 layer,
which is removed using chemical etching. However, interfused
oxygen (production of wafers) within the lattice of the fabricated
samples provides valuable information about the hybridization
of oxygen and the electronic modication of the respective
doped elements in the implanted sample. The spectral features
labeled a1 and a2 in Fig. 4(a) show the hybridization of the s
orbital of oxygen with silicon atoms, where subsequent differ-
ences could be observed in the doped sample. The intense edge
spectral features a3 and a4 were assigned to the hybridization
Fig. 4 Near-edge X-ray absorption fine structure spectra: (a) O K-
edge of pristine and BN3, and (b) FEFF9.6 simulations, considering the
exchange-correlation potential Hedin Lundqvist (HL) and Dirac Hara
(DH) with no core hole.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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between O 2p and Si 3p,52 in which doping denitely disturbed
the arrangements and respective hybridization. The distribu-
tions of energy in the implanted samples are clearly distin-
guishable from the pristine ones, indicating that the
modication in the electronic structure resulted from the
doping of boron. This suggests that boron implantation per-
turbed the Si–O bonds in the fabricated samples compared to
pristine samples, affecting the spectral feature, which was in
agreement with the XPS ndings.

The obtained experimental spectra were also simulated
using FEFF9.6, considering the exchange potential Hedin
Lundqvist (HL) (−2 for the real part) and Dirac Hara (DH) (0.2
for the imaginary part) to account for the inelastic behavior of
emitted photoelectrons and complex electron–electron inter-
actions, respectively. The calculations were performed using 6
full multiple scattering (FMS) paths to determine the cluster
size. However, larger FMS values could be used but showed
negligible improvement over the chosen value. The reduction
amplitude factor (SO2) that affected the amplitude of the
absorption signal was restricted by many-body effects, which
was set to 0.9, meaning a reduction of 10% signal, yielded the
best t to the experimental data, providing information about
the local electronic environment. The self-consistent eld was
set to 3, with the local density of states varying from −20
(minimum energy) to 10 (maximum energy). The exchange
potential for the tting was HL, which was −2.0 in real parts,
representing the increment in conduction area with relative
molecular orbital ratios,27 and DH was 0.2, as illustrated in
Fig. 4(b).

Moreover, Fig. 5 depicts the diode-like I–V characteristics
obtained using PSTrace soware from PalmSens instruments.
All the measurements were conducted at room temperature and
under normal daylight without any particular light illumination
using a tungsten probe. The data were recorded through linear
sweep voltammetry, having a potential ranging from −2 V to
2 V, with a scan rate of 0.05 V s−1 and step intervals of 0.05 V.

Fig. 5(a) illustrates the pristine sample, which exhibits
a relatively high leakage current (Il) of 1.5 mA compared to the
Fig. 5 Current–voltage characteristics of (a) pristine (nSi-P), (b) BN1,
(c) BN2, and (d) BN3.

© 2025 The Author(s). Published by the Royal Society of Chemistry
implanted samples. Fig. 5(b) and (c) correspond to boron-
implanted samples BN1 and BN2, showing the formation of
a p–n junction,53 where the relationship between current–
voltage and the Shockley–diode equation is expressed as
follows:

I = I0(exp
(qV/hKT) − 1),

where I is the current, I0 is the reverse saturation current, q is
the electronic charge, V is the voltage, and h is the ideality
factor. At very low voltage (V < 1 V), the samples exhibit linear
behavior, and the current grows exponentially at high voltages
(V > 1 V).

The leakage currents 0.85 mA and 0.63 mA of BN1 and BN2,
respectively, at −2 V are reduced in comparison to the pristine
sample.54 Interestingly, Fig. 5(d) reveals a distinct behavior for
the sample implanted with a high uence of 1 × 1016 ions per
cm2, showing the reduction in knee voltage (Kknee). This
demonstrated a sharp elevation in current and a leakage current
of 1.57 mA, suggesting the possible formation of intermediate
energy states within the material due to damage to the lattice.
Another contributing factor could be TED caused by the
supersaturation of silicon interstitial due to point defect.55

Furthermore, this excess silicon interstitial generated,
combined with boron doping, occupies the electrically inactive,
metastable clusters, forming the mobile boron-interstitial pairs
and subsequently large immobile clusters.56,57 These ndings
demonstrate that precise and controlled doping via implanta-
tion signicantly improves the I–V characteristics of the diode,
making it a promising candidate for photovoltaic applications.
5 Conclusion

This study demonstrates the successful detection of dopants
using X-ray photoelectron spectroscopy (XPS), a powerful
surface-sensitive analytical technique. Boron was implanted
into the n-type Si(100) for the fabrication of p–n junctions. XPS
analysis revealed a shi in the binding energies of Si 2p and B 1s
towards higher values, with the oxidation states, and conrmed
boron incorporation. These shis correspond to boron in
multiple oxidation states B0, B+0.33, and B+3, suggesting the
formation of compounds with oxygen and silicon present in the
lattice. The altered chemical and electronic environments
induced by doping were responsible for the observed changes.
Further, near-edge X-ray absorption ne structure (NEXAFS)
spectroscopy supported the XPS results, showing changes in the
O K-edge spectral features of the doped sample. These results
were corroborated through simulations using FEFF9.6 to
provide theoretical insight into the hybridization effects.
Moreover, the I–V measurements revealed the formation of p–n
junctions, which followed the Shockley diode equations that
reduced the leakage current compared to the pristine sample
while enhancing the forward current. Therefore, XPS emerges
as a valuable tool for the successful detection of dopants in p–n
junction formations via ion beam implantation, which is crucial
for understanding junction behavior relevant to enhancing the
efficiency of Si-based solar cells.
RSC Adv., 2025, 15, 48149–48155 | 48153
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