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e fluorescence spectra in InP core
and InP/ZnSe core/shell quantum dots under an
external electric field

Ning Du * and Hongshan Chen

Investigating the optical response of quantum dots subjected to an external electric field offers key insights

into their suitability for nanoelectronic device integration. In this study, we employ first-principles

calculations to elucidate the Stark effect in both InP core and InP/ZnSe core/shell quantum dots. Our

analysis reveals three characteristic Stark shift behaviors, including quadratic, linear, and hybrid

quadratic-linear responses, where each is directly linked to the evolution of the excitonic dipole

moment, reflecting the intrinsic electron–hole separation (D0i, where i = x, y, z) in the absence of an

applied field. Calculated electron densities for excited states demonstrate that spectral energy DE

increases as jDij decreases under an external electric field, reaching a maximum when jDij approaches
zero. For all the QDs examined, D0x is approximately zero, so an applied field along the x-direction

consistently enlarges jDxj, resulting in a red shift. In contrast, the spectral response along the y or z axes

depends on the alignment of the field orientation relative to D0i: fields aligning with the electron–hole

vector enhance separation (red shift), while opposing fields reduce it (blue shift). The magnitude of jD0ij
is primarily determined by core/shell electronic structure: small-core (InP)10(ZnSe)67 exhibits quasi-type II

behavior with large jD0zj, while larger-core (InP)27(ZnSe)50 and pure (InP)77 show type-I-like localization

with small jD0ij. These findings indicate that the Stark shift characteristics of InP/ZnSe QDs can be

tailored by adjusting the thickness of the core or shell layer of QDs.
1 Introduction

Quantum dots (QDs) are nanoscale semiconductor crystals
characterized by discrete energy levels and size-dependent
optical properties. When subjected to an external electric eld
or photon excitation, QDs emit light at tunable frequencies by
varying their sizes, a phenomenon commonly referred to as the
quantum connement effect. Through precise control of both
particle size and chemical composition, the emission spectra of
QDs can span the entire visible range, enabling dynamic
modulation of their optical output. This tunability, alongside
features such as broad absorption, narrow and intense emis-
sion, high photostability, and superior color purity, has
propelled QDs to the forefront of research in optoelectronics,
bioimaging, and energy technologies. Among the wide range of
available QD materials, cadmium-based systems have reached
a high level of technological maturity, and Cd-based quantum
dot light-emitting diodes (QLEDs) now fulll commercial
display requirements.1,2 However, concerns over toxicity and
environmental impact restrict their widespread deployment.
Indium phosphide (InP) QDs, as a cadmium-free alternative,
possess a Bohr radius near 10 nm and exhibit emission that can
g, Northwest Normal University, Lanzhou

cn

the Royal Society of Chemistry
be tuned throughout the visible spectrum by controlling
particle size. Substantial advances in the synthesis and surface
engineering of InP QDs have led to marked improvements in
their performance, rendering them increasingly attractive for
applications in displays.3–5 For instance, the external quantum
efficiency (EQE) of red and green QLED reached 22.56%,6 and
16.3%,7 respectively.

Although blue-emitting InP quantum dots with a photo-
luminescence quantum yield greater than 80% can usually be
obtained by constructing core–shell or alloy-type quantum
dots,8,9 the corresponding QLED still exhibits poor EQE
(2.8%).10 This indicates the EQE of InP QLED is determined by
the combined effect of multiple factors. One of them is that QDs
embedded in QLED architectures are susceptible to spectral
diffusion under external electric elds, primarily as a conse-
quence of the quantum-conned Stark effect (QCSE). Further-
more, the spectral diffusion may affect the rate of radiation
combination as well as EQE.

Experimental studies have documented eld-induced emis-
sion phenomena in InP QDs. For example, Suh et al.11 observed
a signicant redshi and broadening in the electrolumines-
cence spectra of blue InP QLEDs compared to photo-
luminescence spectra, while Yu et al. reported a maximum
redshi of 19 nm (from 465 to 484 nm).12 This electric-eld-
induced spectral modulation, oen termed the Stark effect, is
RSC Adv., 2025, 15, 43955–43964 | 43955
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Fig. 1 Optimized ground-state (-G) and the lowest singlet excited-
state (-E) geometries of (InP)77, (InP)10(ZnSe)67, and (InP)27(ZnSe)50.
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attributed to alterations in the band-edge energy landscape and
reduction in effective bandgap.13 In contrast, a recent study by
Daibagya14 found no observable Stark shi in the photo-
luminescence spectra of CdTe/SiO2 QDs with a mean radius of
1.74 nm, attributing this to strong spatial connement that
suppresses eld-induced dipole formation. Further investiga-
tions have revealedmaterial and structure-dependent variations
in the QCSE. Usman15 studied GaBixAs1−x/GaAs quantum wells,
showing that at a low Bi content (x = 3.125%), the Stark shi is
unconventional due to strong localization of hole states caused
by the presence of Bi clusters, while at higher Bi concentrations,
a conventional quadratic dependence on the electric eld
emerges, regardless of eld direction, similar to traditional III–
Vmaterials. Field polarity can also produce asymmetric spectral
responses; for example, blue shis are observed under elds
opposing the intrinsic dipole direction.16 Additionally, Heyn
et al.17 highlighted that the geometry of QDs, such as cones
versus symmetric dots, signicantly inuences both the
magnitude and symmetry of the Stark shi, correlating with the
electron–hole spatial separation in the absence of an applied
eld.

The complex behavior of eld-induced spectral shis in QDs
is commonly interpreted through contributions from both
permanent dipole moments and linear polarizability. The
direction and magnitude of the shi—red or blue—depend on
the interplay between these two factors, with permanent dipole
moments enabling bidirectional shis and polarizability
causing exclusively red shis. Such dependencies have been
exploited in several studies to extract exciton dipole moments
and polarizabilities by tting the quadratic relation between the
Stark energy shi and applied eld strength.18–23

Encapsulation of QDs in core–shell architectures has been
shown to mitigate surface defect states and enhance uores-
cence quantum yield.24 This work systematically explores how
external electric elds modulate the uorescence response, with
a focus on the eld-induced Stark effect within InP/ZnSe core/
shell engineered nanostructures.

2 Calculation methods

In this work, a nearly spherical indium phosphide nanocrystal,
denoted as (InP)77 with an approximate diameter of 2.0 nm, was
derived by isolating a cluster from the bulk cubic lattice
structure.25–27 This undoped nanocluster exhibits C3v point
group symmetry. To generate core/shell architectures, the outer
indium atoms on the InP cluster were selectively replaced with
zinc, while phosphorus atoms were substituted with selenium,
yielding two distinct congurations: (InP)10(ZnSe)67, represent-
ing a smaller core, and (InP)27(ZnSe)50, representing a large
core. To eliminate unsatised surface bonds, pseudo-hydrogen
atoms with fractional charges were used for surface passivation.
These pseudo-atoms were assigned effective nuclear charges
tailored to compensate for the valence of the surface atoms,
following the electron counting principle, where the fractional
charge is given by (8− Z)/4 and Z represents the valence electron
count of the surface species.28 In this work, the passivating
pseudo-hydrogen bonded to surface In, Zn, P, and Se were set to
43956 | RSC Adv., 2025, 15, 43955–43964
assigned nuclear charges of 1.25, 1.50, 0.75, and 0.50, respec-
tively, maintaining the system's overall charge neutrality.

All model geometries were fully relaxed in their electronic
ground states using density functional theory (DFT) as imple-
mented in the Gaussian 16 soware.29 The PBE0 hybrid exchange-
correlation functional30 was selected for its demonstrated accu-
racy in modeling the structural and electronic features of indium
phosphide nanomaterials.25,31,32 Atomic orbitals for each element
were described using the LanL2DZ effective core potential basis
set.33,34 SCF cycles and geometry optimizations were achieved
using the default convergence criteria of the Gaussian 16 so-
ware:10−8 hartree for the self-consistent eld convergence,
maximum force of 0.000450 hartree/bohr, RMS force of 0.000300
hartree/bohr,maximumdisplacement of 0.001800 bohr, and RMS
displacement of 0.001200 bohr. Structural analysis revealed that
the optimized (InP)77-G and (InP)10(ZnSe)67-G exhibit C3v, whereas
(InP)27(ZnSe)50-G adopts Cs symmetry in its relaxed conguration
(see Fig. 1).

Following the electron excitation, each nanostructure
undergoes rapid geometry relaxation, reaching a new equilib-
rium on the picosecond timescale. According to Kasha's rule,
fast internal conversion between higher excited states and the
lowest singlet (S1) state ensures that uorescence emission is
governed by the S1 / S

0
0 transition.35 This electron transition

model is clearly illustrated in Fig. S1 of the SI. Therefore, the
inuence of the electric eld-induced Stark shis was examined
using the S1-relaxed geometries. The energy gap between S1 and
S

0
0 directly yields the emission energy DE. The same computa-

tional approach, including functionals, pseudopotentials, and
basis sets, was employed in the time-dependent DFT (TDDFT)
calculations for optimizing S1 geometries. The lowest singlet
excited-state structures of (InP)77-E, (InP)10(ZnSe)67-E, and
(InP)27(ZnSe)50-E are given in Fig. 1. The corresponding atom
coordinates are listed at the end of the SI. Since the cluster
models are derived from the bulk cubic lattice structure and
have an approximate diameter of 2.0 nm, the structural
distortion aer being excited was not signicant, but only
a decrease in symmetry (Cs or C1). We use the root mean square
displacement to measure the difference between the ground
and excited state geometries.

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

X
i

h�
xi � x

0
i

�2 þ �
yi � y

0
i

�2 þ �
zi � z

0
i

�2is
(1)
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5ra06323j


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
N

ov
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 1

/2
1/

20
26

 1
:0

6:
59

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
where xi, yi, and zi are the coordinates of i-th atom in the S0
structure, and x

0
i, y

0
i and z

0
i are the coordinates of i-th atom in the

S1 structure. Computed RMSD values are 0.034 Å for (InP)77,
0.090 Å for (InP)10 (ZnSe)67 and 0.042 Å for (InP)27 (ZnSe)50.
Therefore, it is difficult to observe clear changes through static
graphics.

The inuence of external electric elds on these systems was
probed by introducing a “eld” keyword during calculations.
The eld's magnitude and direction were controlled by the
parameter M ± N, where M indicates multipolarity and
N×0.0001 species the eld strength in atomic units (a.u.). For
instance, specifying “Field = z + N” applies a eld from the
positive z-direction to the negative z-direction, while “Field = z
− N” orients it oppositely. In this work, the elds along the x,y,
and z-axes were incremented from −0.0010 to +0.0010 a.u. in
steps of 0.0002 a.u.(1 a.u. = 5.14 × 1011 V m−1),36 such as
±0.0002, ±0.0004, ±0.0006, ±0.0008 a.u..

The total energy of the system under an applied electric eld
was expanded as a Taylor series37,38

EðFÞ ¼ Eð0Þ þ vE

vF

����
F¼0

F þ 1

2

v2E

vF 2

����
F¼0

F 2 þ 1

6

v3E

vF 3

����
F¼0

F 3

þ 1

24

v4E

vF 4

����
F¼0

F 4 þ.

¼ Eð0Þ � m0F � 1

2
aF 2 � 1

6
bF 3 � 1

24
gF 4. (2)

and

m0 ¼ �vE

vF

����
F¼0

a ¼ �v2E

vF 2

����
F¼0

b ¼ �v3E

vF 3

����
F¼0

g ¼ � v4E

vF 4

����
F¼0

(3)

Here, m0 is the permanent dipole moment vector of the mole-
cule at zero eld. a is the static polarizability (second-rank
tensor) and b is the rst hyperpolarizability (third-rank
tensor), representing linear and nonlinear optical response
coefficients, respectively. g is the second hyperpolarizability
(fourth-rank tensor).
3 Results and discussion
3.1 Energy proles of ground and excited states in applied
electric elds

As outlined in computational methodology, the total energy of
each nanostructure subjected to an electric eld can be repre-
sented as a Taylor expansion. Table 1 summarizes the perma-
nent dipole moments m0i and static polarizabilities aii

calculated by Gaussian 16 for both ground and excited states of
(InP)77-E, (InP)10(ZnSe)67-E, and (InP)27(ZnSe)50-E, correspond-
ing to the linear and quadratic terms in the expansion.
Substituting these values into the truncated Taylor series
(excluding higher-order terms), analytic expressions for the
energies in S

0
0-state and S1-state were derived for elds oriented

along the x, y, and z axes. The explicit forms of these equations
are provided in SI (eqn S1–S18). Meanwhile, the computed DFT
© 2025 The Author(s). Published by the Royal Society of Chemistry
energies of both electronic states and differences are listed in
Tables S1–S3 (see SI).

In Fig. 2, the computed DFT energies (symbols) are
compared to the values generated from the analytic equations
(curves), showing excellent agreement and a predominantly
quadratic relationship between the energy and the magnitude
of the applied eld. The most special one is the energy of S

0
0 in

(InP)10(ZnSe)67-E when the electronic eld is applied in the z-
axis. Within the range of the applied electric eld, no inection
point of the parabola was observed, presenting a linear-like
characteristic. This is because the absolute value of the
permanent dipole moment m0i of S

0
0-state is up to 3.9311 a.u.,

resulting in the linear term gaining more dominance.
3.2 Stark modulation of uorescence emission energy

The uorescence emission energy (DE), dened as the energy
difference between the S1 and S

0
0-states, is directly inuenced by

the presence of an external electric eld. DE under various eld
conditions is computed as described by eqn (4)–(6), incorpo-
rating the excitation-induced changes in permanent dipole
moment and polarizability.21,39–42 Changes in the dipole
moment upon excitation Dm0i result in a linear eld dependence
of the transition energy, while modications in polarizability
Daii yield a quadratic response.

DEðFxÞ ¼ ES1ðFxÞ � ES
0
0 ðFxÞ

¼ ES1ð0Þ � ES
0
0 ð0Þ �

�
m0x

S1 � m0x
S
0
0

�
� Fx � 1

2

�
�
axx

S1 � axx
S
0
0

�
� Fx

2

¼ DEð0Þ � Dm0x � Fx � 1

2
� Daxx � Fx

2 (4)

similarly

DE
�
Fy

� ¼ ES0
�
Fy

�� ES
0
0

�
Fy

�
¼ DEð0Þ � Dm0y � Fy � 1

2
� Dayy � Fy

2 (5)

DEðFzÞ ¼ ES1ðFzÞ � ES
0
0 ðFzÞ

¼ DEð0Þ � Dm0z � Fz � 1

2
� Dazz � Fz

2 (6)

As depicted in Fig. 3, the emission energy DE, as obtained
from the analytical approach, agrees well with the numerical
DFT results under varying electric eld orientations. For (InP)77
quantum dots, the DE shows a clear parabolic response to the
eld applied in the x direction, peaking when the eld is absent.
This patternmeans the spectral peak consistently shis to lower
energies, no matter the direction of the eld. Along the y and z
axes, however, the response is more complex, combining both
linear and nonlinear behaviors. When the eld is aligned with
the z axis, the energy shi curve becomes asymmetric, and
a slight shi to higher energy is observed at stronger positive
elds. Along y, larger changes in the dipole (1.3663 a.u.) result
RSC Adv., 2025, 15, 43955–43964 | 43957
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Table 1 The permanent dipole moment m0i (unit: a.u.), static polarizability aii (unit: a.u.) of S
0
0-state and S1-state, as well as the difference between

these two states, and the percentage contribution of orbital transitions HOMO / LUMO to the electron excitation

(InP)77-E m0x m0y m0z axx ayy azz H / L

S
0
0

0.0000 −0.7011 −0.0391 4633.448 4657.133 4185.229
S1 0.0000 0.6652 −0.2145 5610.170 5648.681 4754.469
S1–S

0
0

0.0000 1.3663 −0.1754 976.722 991.548 569.240 96.16%

(InP)10(ZnSe)67-E m0x m0y m0z axx ayy azz H / L

S
0
0

−0.0015 −0.5701 −3.9311 3915.272 3943.479 3622.894
S1 0.0008 0.2025 −1.1009 4590.244 4625.135 3860.934
S1–S

0
0

0.0023 0.7726 2.8302 674.972 681.656 238.040 98.28%

(InP)27(ZnSe)50-E m0x m0y m0z axx ayy azz H / L

S
0
0

0.0000 0.4083 1.0647 4171.188 4200.880 3785.502
S1 0.0000 −1.2451 0.8296 5408.003 5129.216 4219.542
S1–S

0
0

0.0000 −1.6534 −0.2351 1236.814 928.636 434.040 97.41%

Fig. 2 Ground-state (S
0
0) and excited-state (S1) energies for (a) (InP)77-E, (b) (InP)10(ZnSe)67-E, and (c) (InP)27(ZnSe)50-E as a function of electric

field strength. Black and red symbols denote DFT data for x, y, and z field orientations; corresponding curves are obtained from analytic energy
models (eqn (S1)–(S18)).

43958 | RSC Adv., 2025, 15, 43955–43964 © 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Field-dependent emission energy DE for (a) (InP)77-E, (b) (InP)10(ZnSe)67-E, and (c) (InP)27(ZnSe)50-E. Calculated data points (black, red,
blue) indicate DFT results for electric fields applied along x, y, and z axes, respectively. The corresponding colored curves show theoretical fits
based on the analytic eqn (4)–(6). The date above the boundary line indicates a blue shift, while the area below it indicates a red shift.
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in an even more pronounced blue shi, with the parabola's
symmetry notably offset. These observations demonstrate that,
despite homogeneousness, the eld response of InP QDs can be
strongly directional, which is consistent with prior reports for
other types of nanocrystals, such as CdSe, where eld alignment
and nanocrystal orientation both signicantly inuence the
Stark effect.43

For (InP)10(ZnSe)67 QDs, core/shell nanocrystals, the eld-
induced emission energy variation is mainly quadratic in the
x direction, but shows a strong linear shi along z, resulting in
red or blue shis depending on the eld orientation. With the
eld along y, both quadratic and linear tendencies appear,
leading to an asymmetric curve, though the overall magnitude
of shi is less than in the linear-dominated case.

For (InP)27(ZnSe)50 (Fig. 3c), the shi follows a broadly
similar pattern to (InP)77 across all three eld directions.
Overall, these comparisons indicate that the observed eld
sensitivity of the uorescence spectrum depends not only on the
direction of the applied eld, but also on the internal structure
and core thickness of the quantum dots. Adjusting the core size
or composition can thus serve as a practical way to tune Stark
shis in engineered QD systems.
3.3 Spatial separation of electrons and holes in core/shell
quantum dots

The nature of the Stark effect in uorescence emission is
dictated by the behavior of the dipole moment change upon
excitation. When this change is close to zero, the Stark shi
follows a purely quadratic trend; when it is large, a predomi-
nantly linear dependence appears, while most cases exhibit
a blend of both characteristics. This dipole change is funda-
mentally linked to the spatial redistribution of positive and
negative charges aer exciton formation. Specically, it reects
the intrinsic dipole moment of the exciton p0i, proportional to
the average electron–hole distance at zero eld (D0i, where i= x,
y, z), as expressed by p0i = qD0i, with q as the elementary
charge.19,44,45 The centroid-based electron–hole separation Di,
where i = x, y, z, can be dened as the difference between the
mean positions of electrons (X/Y/Ze) and holes (X/Y/Zh):
© 2025 The Author(s). Published by the Royal Society of Chemistry
Dx = Xh − Xe =
Ð
xrh(r)dr −

Ð
xre(r)dr (7-1)

Dy = Yh − Ye =
Ð
yrh(r)dr −

Ð
yre(r)dr (7-2)

Dz = Zh − Ze =
Ð
zrh(r)dr −

Ð
zre(r)dr (7-3)

where rh and re denote the spatial distributions of holes and
electrons in the excited state.46 Although the electronic transi-
tions are strictly changes in quantum states, they are oenmore
intuitively understood via orbital transitions: excitation is
commonly described as the promotion of an electron from an
occupied to an unoccupied orbital. In InP-based quantum dots,
the S

0
0 / S1 excitation is dominated by a HOMO / LUMO

transition, accounting for around 95% (listed in Table 1) of the
transition character. Fig. 4 displays the spatial distribution of
electrons and holes, as well as the relevant molecular orbitals at
zero eld, generated with Multiwfn.47,48 The close similarity
between the electron/hole and orbital distributions supports
this simplied model, with additional perspectives available in
SI (see Fig. S2 and S3).

Using eqn (7), the computed initial electron–hole spatial
separations D0i (in Å) at zero eld are obtained: 0.000 (x), 2.477
(y), −0.383 (z) for (InP)77; 0.004, 1.179, 4.213 for (InP)10(ZnSe)67;
0.000, −2.700, −0.365 for (InP)27(ZnSe)50. These correspond to
the intrinsic exciton dipole moment p0i (in a.u.): 0.000 (x), 4.502
(y), −0.696 (z) for (InP)77; 0.007, 2.190, 7.832 for (InP)10(ZnSe)67;
0.000, −4.972, −0.671 for (InP)27(ZnSe)50. By comparison,
changes of dipole moment Dm0i tted via Stark shi analysis
(see Table 1) are smaller, highlighting the fact that centroid-
based separation (carried out by Multiwfn) uses unrelaxed
excited-state densities, essentially an instantaneous snapshot
aer excitation, whereas Stark-t values reect post-relaxation
densities, thus providing a more accurate physical representa-
tion. This distinction explains why direct experimental deter-
mination of electron–hole separation is oen challenging, and
why many studies rely on Stark effect measurements to infer
dipole characteristics.

Under applied electric elds, the separation between elec-
trons and holes is dynamically modulated: the eld can either
stretch or compress this distance, as summarized in Tables S4–
S6 (see SI). Fig. 5 presents how the emission energy DE (le axis)
RSC Adv., 2025, 15, 43955–43964 | 43959
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Fig. 4 Electron and hole spatial distributions, HOMO, and LUMO at zero field of (a) (InP)77-E, (b) (InP)10(ZnSe)67-E and (c) (InP)27(ZnSe)50-E.
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and electron–hole separation Di (right axis) evolve with eld
strength. Notably, DE changes in a quadratic or linear function
with the eld, while Di changes linearly. There is a clear anti-
correlation: as jDij decreases, DE increases and reaches
a maximum near jDij = 0. This pattern matches ndings from
studies on geometry-dependent Stark effects in other
Fig. 5 Relationship between emission energy (DE, left Y-axis) and ele
(InP)10(ZnSe)67-E and (c) (InP)27(ZnSe)50-E.

43960 | RSC Adv., 2025, 15, 43955–43964
nanostructures, such as GaAs quantum dots.17 In these, systems
with zero initial electron–hole offset exhibit symmetric (para-
bolic) Stark responses, while those with pre-existing charge
separation display asymmetric shis. To more clearly demon-
strate the inuence of the electric eld on dipole alignment,
Fig. 6 presents the distribution of electrons and holes under
ctron–hole separation (Di for x, y, z; right axis) in (a) (InP)77-E, (b)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Distribution of holes and electrons under various electronic fields in the x-axis for (InP)77-E. A vivid diagram that presents the interaction
between the electric field and the dipole aligns is given in Fig. S6 of the SI. For all studied QDs, the initial x-direction electron–hole separation is
negligible, so an electric field in this axis always increases jDxj, resulting in a consistent red shift. Along y and z, larger separations exist at zero field.
If the external field aligns with D0i, the electron and hole are pulled further apart (red shift); if opposed, the two are pushed together, potentially
producing a blue shift. This blue shift ceases once the separation reaches zero, after which further field application increases jDij again, restoring
the red shift. Overall, these data clearly demonstrate the inverse relationship between emission energy and spatial charge separation, consistent
with earlier experimental observations.49–51
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various electric elds in the x-axis for (InP)77. The results of the
other two structures belonging to the x and y directions,
respectively, are depicted in Fig. S4 and S5 of the SI. Although
the differences are subtle, a careful comparison still reveals that
the applied elds do not affect the symmetry of the holes and
electrons, but just slightly shi the distribution of the electrons
and holes (the holes move along the direction of the electric
eld, while the electrons move in the opposite direction of the
electric eld).

Fig. 5b shows that for (InP)10(ZnSe)67, DE exhibits a linear
dependence on the z-oriented electric eld. This occurs because
jD0zj is already large (4.213 Å) at zero eld, so the eld range
used cannot reduce the electron–hole distance to zero or create
a DE maximum. This substantial separation stems from the
intrinsic electronic arrangement of the core/shell structure.
Fig. 7 Total and core-projected density of states for (a) (InP)77-E, (b) (In

© 2025 The Author(s). Published by the Royal Society of Chemistry
Fig. 7 illustrates the total and core-projected density of states for
(InP)77, (InP)10(ZnSe)67, and (InP)27(ZnSe)50 QDs. In the pure
(InP)77, two projected density distributions were made, corre-
sponding to the (InP)10 (blue line) and (InP)27 (red line) at the
core, respectively. Although the composition of the core atoms
was set to be uniform, the InP/ZnSe core/shell structure shows
a greater contribution of the core to the HOMO and LUMO
levels than pure InP. This is because the pure (InP)77 can be
regarded as the type I energy band structure with the shell layer
removed.51 The composition of its HOMO and LUMO does not
show any signicant localization but exhibits something related
to the number of atoms.

InP, which forms the core, has a narrower band gap than
ZnSe, resulting in higher-lying HOMO and lower-lying LUMO
relative to the shell. As a result, InP/ZnSe quantum dots
P)10(ZnSe)67-E, and (c) (InP)27(ZnSe)50-E.

RSC Adv., 2025, 15, 43955–43964 | 43961
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generally display a type-I band alignment, conning both elec-
trons and holes to the core region.52–54 However, in (InP)10(-
ZnSe)67, the HOMO remains predominantly localized in the
core (∼70%), while the LUMO is delocalized between the core
and shell (48% core, 52% shell), indicating a hybridized state.
This nding is corroborated by orbital distributions in Fig. 4
and aligns with previous observations that energy level prox-
imity between core and shell leads to hybridization.55 The
minimal LUMO offset in (InP)10(ZnSe)67 QDs gives rise to
characteristics similar to quasi-type-II nanostructures, such as
CdSe/CdS with small cores.56 In contrast, both frontier orbitals
in (InP)27(ZnSe)50, are strongly core-localized (85% HOMO, 60%
LUMO), typical of type-I alignment. Recent works conrm that
shrinking InP core size57 or expanding the ZnS shell thickness58

decreases the band offset between core and shell. In larger
quantum dots, the energy band distribution of the core and
shell material is closer to that of the bulk material, so the energy
level distribution may be closer to the assumed situation (as
shown in Fig. S7), and thus the localized states will also exist.

In addition, the atomic composition of the density of states
is also given in Fig. S8 of the SI. In pure (InP)77, the occupied
orbitals (valence band) aremainly contributed by P atoms, while
the unoccupied orbitals (conduction band) are more dominated
by In. Upon the addition of the ZnSe shell to the InP system
(going from (InP)77 to (InP)10(ZnSe)67 and (InP)27(ZnSe)50), the
bandgap for the system decreases (by 0.92 eV and 0.26 eV), as
anticipated due to the ability for the wavefunction to diffuse
into the shell. Examination of the density of states plot for the
(InP)10(ZnSe)67 structure shows that the partial density of states
of In atoms and P atoms is signicantly lower than that of Zn
atoms and Se atoms due to the difference in the number of
atoms. The occupied orbitals are mainly contributed to by Se
atoms, except that the HOMO is derived from P. The unoccu-
pied orbitals are more dominated by Zn. In (InP)27(ZnSe)50, the
partial density of states of In atoms and P atoms have risen than
those in (InP)10(ZnSe)67. The occupied orbitals are also mainly
contributed to by Se atoms and P atoms, except that the HOMO
is derived from P. The unoccupied orbitals are more dominated
by Zn and In. The above results are essentially consistent with
the results of the core/shell project density of states.

The partial band delocalization in (InP)10(ZnSe)67 favors
electron–hole separation under an applied eld. Depending on
the eld direction, this can push charge carriers toward or away
from the interface, resulting in blue or red shis in the emission
spectrum, respectively. Behavior reminiscent of the quantum-
conned Stark effect (QCSE) observed in other colloidal
quantum dots and nanorods.51 Typically, type-I structures show
a parabolic (quadratic) response to eld strength, while type-II
systems tend to exhibit a more linear dependence.

According to experimental studies, Mei et al.10 found
a redshi of 10 nm in electroluminescence compared to pho-
toluminescence in blue pure InP quantum dots, which belong
to the Type I band structure. Suh et al.11 also observed a signif-
icant redshi and broadening in the electroluminescence
spectra of blue InP/ZnS QLEDs. The core and shell sizes of the
samples used in the experiment are 1.80 nm and 4.95 nm. In
addition, Yu et al. reported a maximum redshi of 19 nm (from
43962 | RSC Adv., 2025, 15, 43955–43964
465 to 484 nm)12 in a blue InP/ZnS QLED. The InP core and ZnS
shell sizes of the samples used in the experiment are 2.50 nm
and 4.80 nm. Due to the differences in the shell material, we
cannot directly determine which type of band distribution the
above two InP/ZnS QDs belong to. However, regardless of the
type of energy band structure it belongs to, the spectrum
generally undergoes a redshi in most cases when an electric
eld is applied (see Fig. 3), unless the direction and magnitude
of the applied electric eld are strictly controlled. This is in
correspondence with the redshi phenomenon observed in the
above three experiments.
4 Conclusions

First-principles calculations were used to evaluate the Stark
shis of uorescence spectra in InP core and InP/ZnSe core/
shell quantum dots subjected to varying eld strengths and
orientations. Three classes of eld-dependent spectral shis:
quadratic, linear, and mixed modes were revealed. Pure
quadratic shis arise when the dipole moment change upon
excitation is negligible, while large dipole changes yield
predominantly linear behavior. Intermediate cases display both
effects.

The permanent exciton dipole, which depends on the
intrinsic electron–hole separation at zero eld, is central to
understanding these effects. Analysis of excited-state densities
provides quantitative insight: along the x axis, the electron–hole
separation is negligible at zero eld, so any applied eld
increases this distance and induces a red shi. Along y and z,
initial separations are more substantial. A eld aligned from
electron to hole simplies the distance (leading to a redshi),
while an opposing eld can reduce separation and cause blue
shis. Across all cases, the emission energy increases as the
electron–hole separation decreases, with a maximum near zero
separation.

The magnitude of intrinsic electron–hole separation is
dictated by the quantum dot's electronic structure. In (InP)10(-
ZnSe)67, the small core and band structure promote quasi-type-
II behavior with pronounced electron–hole separation, espe-
cially along z. For (InP)27(ZnSe)50, and pure (InP)77, both charge
carriers remain largely conned to the core, resembling type-I
alignment. The calculations demonstrate that adjusting the
thickness of the InP core and the ZnSe shell provides a route for
tuning the magnitude and character of Stark shis in InP/ZnSe
quantum dots. In fact, the Stark effect of the uorescence
spectra can also inuence the radiative lifetime of quantum
dots as well as the efficiency of the device. This is a topic that
needs to be explored in the future.
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