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Accurate characterization of nanoparticle size distribution is vital for performance modulation and practical
applications. Nanoparticle size measurement in SEM images often requires manual operations, resulting in
limited efficiency. Although existing semantic segmentation models enable automated measurement,
challenges persist regarding small particle recognition, low-contrast region segmentation accuracy, and
manual scalebar calibration needs. Therefore, we propose an improved U-Net model based on attention
mechanisms and residual networks, combined with an automatic scalebar recognition algorithm, to
enable accurate pixel-to-physical size conversion. The model employs ResNet50 as the backbone
network and incorporates the convolutional block attention module (CBAM) module to enhance feature
extraction for nanoparticles, especially small or low-contrast particles. The results show that the model

achieved loU and Fl1-score values of 87.79% and 93.50%, respectively, on the test set. The Spearman
Received 7th May 2025 fficient bet th d ticle si d l tati 0.91 with lati
Accepted 9th June 2025 coefficient between the measured particle sizes and manual annotations was 0.91, with a mean relative
error of 4.25%, confirming the accuracy and robustness of the method. This study presents a highly

DOI: 10.1039/d5ra03210e reliable automated method for nanoparticle size measurement, providing an effective tool for
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1. Introduction

Nanomaterials have found widespread use across various fields
due to their unique physical and chemical properties, including
electrical, optical, and magnetic characteristics. These applica-
tions span medicine," environmental science,”> electronic
devices,® energy,’ and aerospace,” where the size of nano-
particles plays a crucial role in determining their performance.
Therefore, the advancement of nanoparticle size measurement
techniques remains essential for both nanomaterials research
and practical applications.

In recent years, the researchers have developed a range of
techniques for measuring nanoparticle size, including UV-
visible spectrophotometry,® X-ray diffraction (XRD) analysis,”
and laser diffraction.® Although these techniques enable indi-
rect measurement, they are frequently accompanied by
systematic errors. In contrast, scanning electron microscopy
(SEM) has become the preferred method due to its reliability
and direct visual characterization. However, manual measure-
ment of nanoparticle sizes from SEM images is a time-
consuming and labor-intensive process.

To enable automated and accurate measurement of nano-
particle sizes in SEM images, precise identification and
segmentation of particles must first be achieved. Traditional
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nanoparticle analysis and engineering applications.

image segmentation methods, such as watershed transform
(WST),® clustering analysis,' and thresholding analysis," are
well-suited for images with high quality. However, when dealing
with SEM images of poor quality (e.g., low-contrast between
particles and background or very small particles), these
methods often cause over-segmentation or image erosion,
resulting in the loss of critical information. Additionally, these
methods require manual parameter tuning when applied to
different samples, which not only fails to meet the standards of
measurement accuracy but also significantly increases human
labor costs.

With advancements in deep learning algorithms and
machine vision, deep learning-based image segmentation
techniques have been widely applied across various scientific
fields. To improve the accuracy of particle identification and
segmentation, numerous efficient deep learning algorithms
have been proposed.’>? For instance, Wang et al.'> proposed
a transformer-enhanced segmentation network (TESN) that
integrates a hybrid CNN-transformer architecture, reducing the
relative error of nanoparticle size measurement to within
3.52%. Kim et al.*® developed a method that uses machine
vision and machine learning technologies to quantitatively
extract particle size, distribution, and morphology from SEM
images. It can achieve high-throughput, automated measure-
ment even for overlapping or rod-shaped nanoparticles. Zhang
et al.** introduced HRU2-Net+ based on U2-Net+, which ach-
ieved a mean intersection over union (MIoU) of 87.31% and an
accuracy above 97.31% on their dataset, significantly improving
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segmentation performance and accuracy. M. Frei et al”®
proposed DeepParticleNet based on Mask R-CNN and intro-
duced a method for generating synthetic SEM images. By
training the network on both synthetic and real SEM images,
the model maintained adaptability while achieving high-
precision particle segmentation.

Despite these advancements, two critical challenges remain:
the accurate segmentation of nanoparticles, especially small or
low-contrast particles; and the automatic recognition of scale
bars in SEM images to ensure accurate nanoparticle size
measurement.

To address these issues, we propose an improved semantic
segmentation model based on the U-Net architecture, which
employs ResNet50 as the backbone and integrates CBAM in the
decoder to enhance feature extraction and segmentation accu-
racy. Furthermore, a scale recognition algorithm is introduced
that enables accurate measurement of nanoparticle sizes by
extracting and interpreting scale bar information.

2. Materials and methods
2.1 Data preparation

2.1.1 Datasets. We used SEM images in this paper from the
ref. 21, with a resolution of 1024 x 768 pixels. To minimize the
impact of particle agglomeration on the model's segmentation
performance, we consulted materials science experts. Based on
their guidance, we carefully selected 373 SEM images with no
significant particle agglomeration (approximately 5494 particles
in total) and annotated them using Labelme.?* Ultimately, the
dataset was split into a training set and validation set in an 8: 2
ratio, resulting in 298 training images and 75 validation images.
Additionally, to comprehensively evaluate the model's ability to
identify small or low-contrast particles, we selected 42 addi-
tional images (containing approximately 1211 particles) from
public datasets previously mentioned, most of which feature
small particles or low-contrast particles, for testing the
segmentation performance. The detailed dataset partitioning is
shown in Table 1.

2.1.2 Data augmentation. To enhance the model's gener-
alization and robustness, and improve its ability to recognize
nanoparticles, an online data augmentation strategy was
implemented. In each epoch of training, geometric trans-
formations were applied, including random scale resizing
ranging from one-quarter to twice the original image size,
aspect ratio jittering ranging up to 0.3, horizontal flipping with
a probability of 50%, and random translation. Brightness

Table 1 Dataset partitioning®

Number of images Number of particles

Training set 298 Ca.5494
Validation set 75
Test set 42 Ca.1211

¢ “Ca.” stands for “containing approximately.”
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augmentation in the HSV color space included hue shifts of up
to £0.1, saturation scaling ranging from 30% to 170% of the
original value, and brightness adjustment ranging from 70% to
130%.

Through synchronized transformations of images and their
corresponding masks, annotation consistency was preserved
while data diversity was effectively enhanced, thereby
improving the model's generalization and ensuring efficient
training of the segmentation model.

2.2 Proposed network and training

To address several challenges in SEM image segmentation,
including data scarcity and the difficulty of segmenting nano-
particles, especially small or low-contrast particles, we adopt
a transfer learning strategy,”® and propose an improved U-Net
architecture that integrates attention mechanisms and
residual networks, as shown in Fig. 1a.

2.2.1 Encoder. To address the challenges of poor general-
ization and overfitting arising from limited dataset size, as well
as to reduce training cost and enhance segmentation accuracy,
a transfer learning strategy is adopted by replacing the U-Net
encoder with a ResNet50 (ref. 24) pretrained on the ImageNet
dataset.” The ResNet50 residual network consists of four layers
of residual blocks, each comprising 3, 4, 6, and 3 Bottleneck
modules respectively, as shown in Fig. 1b. By introducing
residual connections, the Bottleneck module effectively miti-
gates the gradient vanishing problem caused by excessively
deep networks, allowing the network to retain low-level detailed
features while expanding in depth. Moreover, this module
enhances the network's feature extraction capabilities, enabling
it to capture more complex and refined features, thereby
significantly improving segmentation accuracy even when
particles are highly similar or have blurred boundaries.

2.2.2 Decoder. In order to enhance the model's extraction
of critical particle features, improve the edge segmentation of
small or low-contrast particles, and strengthen generalization
across particles of varying sizes and shapes, we propose an
upsampling feature fusion module named convolution-ReLU-
convolution-ReLU-attention (CRCRA). This module consists of
two 3 x 3 convolutional layers, two ReLU activation functions,
and one CBAM module.>® The feature fusion modules in each
upsampling stage of the U-Net decoder are replaced with
CRCRA modules. The detailed structure of CRCRA is shown in
Fig. 1c. Among them, the CBAM module is a lightweight con-
volutional attention module, which can be divided into CAM
and SAM components, as shown in Fig. 2.

The channel attention mechanism (CAM) first performs
global average-pooling and global max-pooling on the input
feature map separately. Then, the results are processed through
shared fully connected layers (MLP). The processed feature
vectors are added together and passed through the sigmoid
activation function. This generates the channel weight coeffi-
cients (ranging from 0 to 1). Finally, the generated channel
weights are multiplied with the original input feature map on
a per-channel basis to complete the attention weighting along
the channel dimension, ¢ represents the sigmoid function:

© 2025 The Author(s). Published by the Royal Society of Chemistry
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(a) The proposed network (the decoder of the network includes two CRCRA modules at its end, with the final CRCRA module omitting the

concat operation); (b) the structure of Bottleneck; (c) the structure of CRCRA.

M(F) = ¢(MLP(AvgPool(F))) + MLP(MaxPool(F)) (1)

The spatial attention mechanism (SAM) first computes the
maximum and average values across the channel dimension for
each spatial location of the input feature map. Then, the results
are concatenated along the channel dimension and passed
through a 7 x 7 convolution to reduce the number of channels

to one. The sigmoid activation function is applied to generate
spatial attention weights ranging from 0 to 1. Finally, the spatial
attention weights are multiplied with the original input feature
map at each spatial position to perform spatial attention
weighting:

M(F') = o(f7([MaxPool(F"); AvgPool(F")])) (2)

Conventional Block Attention Module (CBAM)
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Fig. 2 The structure of CBAM.
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CBAM sequentially multiplies the outputs of the channel
attention module and the spatial attention module to obtain the
final attention-enhanced features:

F = M.(F)®F
F =M, (F) ®F (3)

By weighting features in the channel and spatial dimensions,
CBAM strengthens key feature representation while reducing
redundant information, thus improving particle segmentation
accuracy in complex scenarios while maintaining computa-
tional efficiency. At the same time, it expands the receptive field
in feature extraction and captures multi-scale information of
particles, enabling accurate recognition even in low-contrast
regions, thereby enhancing the model's ability to detect small
or low-contrast particles and improving its generalization
capability.

2.2.3 Training details. To accelerate the initial convergence
and protect the pretrained weights of ResNet50, a freezing
training strategy was employed* and cross-entropy loss was
used as the loss function. The total number of epochs was set to
100, with the ResNet50 pretrained weights frozen during the
first 50 epochs, during which only the decoder was trained. In
the following 50 epochs, the backbone network was unfrozen
for fine-tuning. The optimizer employed is Adam,*® with the
learning rate decaying according to a cosine annealing
schedule. The momentum is set to 0.9. This combination
creates a dynamic adjustment mechanism, enabling adaptive
tuning to improve training efficiency and avoid local optima.
Model weights were saved every 5 epochs throughout training.
All training was conducted on the AutoDL platform using an
NVIDIA RTX 3080 Ti GPU.

2.3 Scalebar recognition and size measurement

2.3.1 Scalebar and text recognition. The traditional scale
measurement methods (e.g., Image]) rely on manual measure-
ment of scalebar, which is not only time-consuming and labor-
intensive, but also inevitably introduces subjective measure-
ment errors. To address this issue, we propose an automated
scale bar recognition method based on machine vision and
PaddleOCR.”

Firstly, considering that the scale bar in SEM images is
located within a white stripe region, contour detection is used to

Particle
segmentation

Input

%-
—

Fig. 3 Overall flowchart of nanoparticle size measurement.
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locate the white stripe. Secondly, as the scale bar typically
resides on the left edge of the white stripe, and the numeric
length value and its unit symbol are arranged adjacently. Pad-
dleOCR is employed to recognize text starting from the leftmost
part of the region, and regular expressions are used to precisely
extract the numerical value and unit, thereby obtaining the pixel
length of the scale bar L. Subsequently, to improve the accuracy
of scale detection, the detection area is refined to the region
located beneath the identified numerical label. And Canny edge
detection®® combined with the probabilistic hough transform?
is used to automatically detect tick marks, calculating the pixel
length L, of the scale bar. Finally, the actual length per pixel L is
computed using the following formula (4).
Ll'

L= I, (4)

2.3.2 Size measurement. To measure particle size,
connectivity analysis (cv2.connectedComponents)** is per-
formed on the particle masks predicted by the model to identify
individual particle positions and count them. The area of each
particle mask is then calculated and converted to particle size
based on the actual length per pixel L. The overall workflow is

illustrated in Fig. 3.

3. Results and discussion

To comprehensively and objectively evaluate the effectiveness of
the proposed method, the validation was conducted from both
qualitative and quantitative perspectives on the test set.

3.1 Qualitative analysis

3.1.1 Effectiveness of CRCRA module. To intuitively eval-
uate the CRCRA module's effectiveness in recognizing and
segmenting small or low-contrast particles, four SEM images
from the test set were selected to compare the proposed model
with a version that does not include the CRCRA module. As
shown in Fig. 4, it is clear that incorporating the CRCRA module
improves the model's ability to identify small or low-contrast
particles, providing qualitative validation of its effectiveness.

3.1.2 Comparison with other models. To further evaluate
the performance of the proposed model in particle recognition
and segmentation, we selected four test images with low-
contrast, small or dense particles and compared the proposed
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Fig. 4 Segmentation results comparison with and without the CRCRA module embedded in the network.
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Fig. 5 Particle segmentation comparison between the proposed model and other models.
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model with some mainstream segmentation models, including
PSPNet, SegFormer, and DeepLabv3+. All models were trained
using identical datasets and standardized parameter settings.

As can be visually observed in Fig. 5, the proposed model
exhibits significant advantages over models such as U-Net and
SegFormer. In low-contrast images (samples 1 and 2), it accu-
rately segments particle contours. When segmenting dense
particles in sample 3, the model shows high precision and
preserves detailed particle features. For sample 4, which
contains small particles, the proposed model demonstrates
superior accuracy in identifying these features compared to the
other models. These qualitative results demonstrate that the
proposed model can provide more reliable outputs for down-
stream tasks such as particle counting and morphological
analysis, demonstrating its superior segmentation performance
and practical value in complex scenarios.

3.2 Quantitative analysis

3.2.1 Evaluation metrics. The preceding qualitative anal-
ysis has demonstrated that the incorporation of the CRCRA
module can effectively enhance the recognition and segmenta-
tion of nanoparticles, especially small or low-contrast particles,
and the proposed model achieves notable improvements over
the mainstream models.

To quantitatively evaluate the proposed model's segmenta-
tion performance for nanoparticles, we further adopt semantic
segmentation evaluation metrics, including intersection over
union (IoU), precision, recall, and Fl-score, for quantitative
analysis. The definitions of these metrics are provided in eqn

(5)-(8)-

TP
U= N (5)
TP

Recall = ———

eca TP+ EP (6)
TP

Precision = ————— 7
recision = TP (7)

Precision x Recall
Fl-score =2 x Precision + Recall (8)

TP (true positive) indicates the number of particle pixels that
are correctly identified by the model; FP (false positive) denotes
the number of background pixels that are mistakenly classified
as particle pixels; FN (false negative) refers to the number of
pixels that actually belong to particle regions but are mis-
classified as background; TN (true negative) represents the

Table 2 Performance of the proposed model on validation and test
sets

Dataset 10U/% Recall/% Precision/% F1-score/%
Val 95.92 98.77 97.08 97.9
Test 87.79 91.79 95.27 93.50
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number of background pixels that are correctly identified as
background. IoU quantifies the overlap between the predicted
particle segmentation and the ground truth annotated regions.
Recall measures the proportion of true particle pixels correctly
identified by the model, while precision evaluates the propor-
tion of correctly predicted particle pixels among all pixels pre-
dicted as particles. The F1-score combines recall and precision
using the harmonic mean, reflecting the balance between the
two metrics.

3.2.2 Comparative experiments. To comprehensively eval-
uate the performance and generalization ability of the proposed
model, we firstly report its key evaluation metrics on the vali-
dation, and test datasets. The detailed results are shown in
Table 2.

Experimental results show that the performance on the
validation set and the independent test set is consistently high
and closely aligned, indicating that the model generalizes well
without overfitting. Then we compare the proposed model with
U-Net variants employing different backbone networks on the
test set. The detailed results are presented in Table 3.

Experimental results show that the U-Net model with
a ResNet50 backbone outperforms architectures such as VGG16
in terms of IoU, F1-score, and other metrics. This quantitatively
confirms that the residual connection structure enables effec-
tive retention of nanoparticle edge features through cross-layer
feature reuse. It significantly reduces the particle miss detection
rate and validates the architectural advantage of ResNet50 over
other backbones. The proposed model achieves a 3.40%
improvement in IoU compared to U-Net with a VGG16 back-
bone, with notable increases in other metrics as well. These
results quantitatively validate the proposed model's superior
segmentation performance. We also compare our model with
other mainstream methods, as shown in Table 4.

Experimental results show that the proposed model achieves
an IoU of 87.79%, representing an improvement of more than
9.77% compared to mainstream models such as Segformer. The
F1-score improves by 5.85% and the recall by 10.34% compared
to Segformer, indicating that the model exhibits better balance
in suppressing both false positives and false negatives. In
addition, the precision increases by 0.40%, reaching 95.27%,
which outperforms Segformer (94.87%) and HRNetV2 (94.63%).
Combined with the results in Fig. 5, these findings further
confirm that the CRCRA module effectively suppresses back-
ground noise and improves segmentation precision for
nanoparticles.

3.2.3 Ablation experiments. To systematically evaluate the
synergistic effect of the ResNet50 residual network and the

Table 3 Comparison between the proposed model and U-Net vari-
ants with different backbones

Method Backbone IoU/% Recall/% Precision/% F1-score/%
U-Net — 77.85 84.26 91.10 87.54
U-Net vgel6 84.39 87.68 95.74 91.53
U-Net ResNet50 86.37 89.68 95.90 92.69
Our ResNet50 87.79 91.79 95.27 93.50

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 4 Comparison between the proposed model and other main-
stream models

Method 1oU/% Recall/% Precision/% F1-score/%
Pspnet 34.30 34.61 97.43 54.12
DeepLabv3+ 62.30 63.71 96.57 76.69
HRNetV2 75.60 78.99 94.63 86.09
Segformer 78.02 81.45 94.87 87.65
Our 87.79 91.79 95.27 93.50

CRCRA module, we designed a series of ablation experiments,
keeping the training data and strategies consistent across all
experiments.

As shown in Fig. 4, the qualitative results have demonstrated
that the absence of the CRCRA module leads to suppressed key
feature regions, thereby reducing segmentation accuracy for
particles. The quantitative results in Table 5 further validate
this conclusion. The inclusion of the ResNet50 residual network
alone improves the IoU by 8.52% and the F1-score by 5.51%
compared to the baseline U-Net, with other evaluation metrics
also showing significant gains. These results verify the strong
feature extraction capability of the ResNet50 residual network
for complex patterns. The introduction of the CRCRA module
results in a modest IoU improvement of 1.04% compared to the
baseline model. By enhancing key region features through
channel and spatial attention mechanisms, it boosts precision
by 4.98%, quantitatively demonstrating its effectiveness in
suppressing background noise and improving focus on critical
regions. In addition, the combination of both modules
improves the IoU by 9.94% and the F1-score by 5.96% compared
to the baseline, while the recall increases to 91.79%, out-
performing all individual enhancement schemes. This demon-
strates the synergistic effect of integrating the ResNet50
residual network with the CRCRA module, substantially
enhancing the model's segmentation performance on complex
SEM images.

3.3 Particle size measurement

In the process of particle size measurement from SEM images,
the average diameter of different particles is commonly used to
represent the particle size. To evaluate the performance and
effectiveness of our particle size measurement method, the log
R-Acc (binary logistic regression-based accuracy), the Spearman
coefficient and the mean relative error of the particle size
measurement were used to evaluate the models. The formula
for log R-Acc is given by (9):

Table 5 The results of ablation study

U-Net ResNet50 CRCRA IoU/% Recall/% Precision/% F1-score/%
N — — 77.85 84.26 91.10 87.54
NI J — 86.37 89.68 95.90 92.69
N — NI 78.89 81.41 96.08 88.11
NI J 87.79 91.79 95.27 93.50

© 2025 The Author(s). Published by the Royal Society of Chemistry
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1, if

0, otherwise

T R
Sy sp‘_o

logR — Acc = { 9)

where ¢' represents the standard deviation of the particle size
measured by the model, s,ig represents the particle size measured
by the model, and sL represents the particle size measured
manually. Due to an error in one of the 42 scale bar measure-
ments, which was caused by unclear and coarse boundaries of
the scale bar, we discarded this result when calculating log R-
Acc. Additionally, three images containing only a single particle
were excluded from the calculation of logR-Acc due to the
absence of standard deviation. Thus, the overall failure rate on
the full test corpus is calculated as 1/42 and the log R-Acc is
calculated as 37/38.

For log R-Acc, it can be seen from the formula that its value
largely depends on the critical value of the particle size
measurement results. So, this evaluation metric is insufficient
to accurately assess the performance of the proposed method.
When evaluating the effectiveness of the method, more atten-
tion should be paid to the Spearman coefficient and the mean
relative error of the particle size measurement.

The Spearman coefficient is a non-parametric statistical
measure used to assess the rank correlation between predicted
particle sizes and manually measured values. It evaluates the
method's ability to capture the particle size distribution trend
by comparing the consistency of the rankings of two data sets
(rather than their absolute numerical differences). The coeffi-
cient ranges from —1 to 1, with values closer to 1 indicating that
the predicted relative particle size relationships (such as
particle A being larger than particle B) are more consistent with
the manual measurements. The statistical analysis shows that
the statistical analysis reveals the Spearman coefficient is 0.91,
indicating a strong correlation between the predicted and
manually measured particle sizes. And the mean relative error
of the mean particle size is 4.25%, indicating the good gener-
alizability of the proposed method for particle size measure-
ment on SEM images containing particles of various sizes.

Model

400 - I I Manual
200
L
20 + :I:
0

Fig. 6 Comparison between model and manual particle size
measurements.
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To more intuitively demonstrate the accuracy of the model,
six images were randomly selected from the test set to compare
the particle sizes measured both by the model and manually. As
shown in Fig. 6, the average particle sizes measured both by the
proposed method for particles of various sizes are very close to
the manually obtained results, intuitively confirming the
effectiveness of the model proposed in this study.

4. Conclusions

A deep learning-based method for automated nanoparticle size
measurement in SEM images is proposed in this study,
enabling nanoparticle semantic segmentation and quantitative
nanoparticle size measurement. This study adopts a transfer
learning strategy and CBAM attention mechanism, combined
with a staged parameter freezing strategy. This combination not
only reduces hardware resource consumption but also signifi-
cantly enhances nanoparticle segmentation and recognition
accuracy in SEM images, achieving an IoU of 87.79% and an F1-
score of 93.50%. Moreover, this study proposes an automatic
image scale recognition algorithm based on machine vision
technology. By integrating with particle segmentation results, it
enables accurate quantitative calculation of nanoparticle size
distribution, providing an innovative solution for complex SEM
image analysis and exhibiting broad prospects for engineering
applications.

Although this study has achieved certain results, several
areas still require improvement, including the accurate
segmentation of densely overlapping particle boundaries in
SEM images; the introduction of unsupervised learning
methods to reduce the labor cost of dataset annotation; and the
development of lightweight architectures to reduce computa-
tional cost and improve hardware resource utilization while
maintaining segmentation effectiveness. At present, we are
committed to integrating the latest research findings to itera-
tively improve the proposed method, focusing on overcoming
the above technical bottlenecks and providing new research
perspectives for related fields.
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