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Fast and accurate characterization of
bioconjugated particles and solvent properties by
a general nonlinear analytical relationship for the
AC magnetic hysteresis area†

Pablo Palacios-Alonso,*a,b Mohamed M. Shams, b Sedef Ozel-Okcu, b,c

Elena Sanz-de Diego,b F. J. Teran b,d and Rafael Delgado-Buscalioni *a,e

Brownian magnetic nanoparticles present a large sensitivity to AC fields, opening new routes to bio-

sensing using bio-functionalized nanoparticles. The integration of theory and experiment permits the

transduction of any magnetic response (via susceptibility, harmonics or hysteresis area) to extract relevant

system’s parameters (such as particle size, solvent viscosity, and temperature). Parameter estimators

based on linear response theory are easy to implement, but their sensitivity and resolution are limited by

construction. Nonlinear responses allow for much higher sensitivities, but demand a significant cost in

complex simulations to fit the experiments, because no analytical relationship is available. Here we have

solved this dilemma by deriving an empirical analytical relationship for the magnetic hysteresis area which

is valid under the arbitrary field intensity and frequency, thus avoiding the need for calibration. This univer-

sal relationship matches within 1% of the outcome of the nonlinear Fokker–Planck equation and has been

validated against detailed Brownian dynamic simulations and controlled experiments. Using this nonlinear

magnetic hysteresis area relationship, we have built an extremely fast automated searching algorithm that

simultaneously estimates several system parameters by fitting experimental data for the area (at varying

intensities and frequencies). The searching scheme starts with a robust and flexible stochastic method

(parallel tempering Monte Carlo) followed by an accurate deterministic multi-variable minimization

(Gauss–Newton) to match experimental areas within ∼1% deviation. This integrated approach upgrades

AC-magnetometry into a stand-alone technique able to determine, with outstanding accuracy, particle

size, polydispersity, concentration, and magnetic moment, as well as solvent viscosity and temperature.

We validated this method in biosensing protocols by determining nanometer-size variations in bio-func-

tionalized nanoparticles upon protein target recognition.

Introduction

The need for adaptable, accurate and sensitive diagnostic assays
and biomarker detection tools has significantly increased in
recent times. The key is to achieve a precise transduction of
some measurable physicochemical signals into relevant bio-
molecular properties. Nanoparticles can now achieve this goal

by placing specific receptors onto their surface to capture target
biomolecules. The transduction mechanism should be thus
highly dependent on their size, which will slightly increase upon
any capture events. This makes the magnetic moment response
dominated by Brownian rotational diffusion a perfect candidate
for transduction. For any nanoscale phenomena, Brownian
motion is the ultimate expression of the underlying molecular
randomness. However, paradoxically, stochasticity expresses
itself with an outstanding precision when the system is forced to
respond to periodic oscillations. Although free diffusion is
associated with dispersion, under oscillatory forcing, a phase
shift between the force and the system response is created by
diffusion or friction, which is the basis of many accurate
techniques.1,2 Such an imperfect synchronization in energy
transfer produces heat and a paradigmatic example is the AC
magnetic hysteresis area observed when exposing magnetic
nanoparticles (MNPs) to alternating magnetic fields (AMFs)
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(Fig. 1). The heat produced by lagging-behind oscillatory MNPs
is the basis of hyperthermia applications, such as solid cancer
treatments3–5 or heating mediators for drug delivery systems.6,7

Besides, since the last 20 years, MNPs have been also used in
catalysis,8 environmental9 or biomedical applications,10 acting
as imaging agents11–14 or transducers for biosensing
technologies.15–22 The so-called Néel-type relaxation has so far
attracted most of the investigations, particularly in hyperthermia
applications.23 This relaxation mechanism is inherently mag-
netic as it involves thermal switching of the particle magnetic
moment across its magnetic anisotropy axis, with average
waiting times increasing exponentially with the anisotropy con-
stant and the particle volume. In contrast, the relaxation of ferro-
magnetic MNPs (with blocked magnetic moment) is dominated
by rotational diffusion. The angular diffusion of a particle of
radius rh in a fluid with viscosity η and temperature T is half the
inverse of a time, τB = 4πηrh3/(kBT ), which involves both particle
and medium properties. This fact is extremely useful for biosen-
sing applications, as it could lead to accurate, multipurpose
characterization tools. The idea is now recently receiving a great
deal of attention22 with most methods based on the analysis of
the complex magnetization signal details (the harmonics).24

Here, we rather deployed the AC magnetic hysteresis area to
prove and validate a method for fast and accurate characteriz-
ation of particles and solvent properties. The motto driving
the present theoretical and experimental efforts is the excep-

tional sensitivity of the MNP response under an AMF (in
general) and its AC magnetic hysteresis area (in particular),
which is able to detect few nanometer variations in the size of
biofunctionalized particles upon protein capture.22 This great
sensitivity has multiple origins. Rotational diffusion Dr =
1/(2τB) scales as the inverse particle volume rh

−3, which is three
times more sensitive to size (in relative variation d lnDr/drh)
than the translational one Dt ∼ rh

−1 used by techniques such
as dynamic light scattering (DLS)25 or nanoparticle tracking
analysis (NTA).26 Moreover, AMF samples phase-lag at kHz
rates, while DLS and NTA samples slow random motions and
require very low concentrations,27,28 often overestimating the
particle size.29 It comes as no surprise that our AMF-based
measurements improve DLS and NTA measurements, both in
accuracy and precision. This benefit is also present in other
AMF-based techniques, notably in alternating current suscep-
tometry (ACS) which is usually combined with the analytical
relationships provided by linear response theory (LRT)15–17,30

(dating back to the Debye model31) to transduce AMF signals
into particle sizes.32–38 However, ACS-LRT cannot benefit from
two key properties offered by transducers working under non-
linear response.20–22,39–41 First, while linear equations have a
single solution and are fitted with a single parameter, non-lin-
earity allows for multiple and simultaneous measurements
(channels). Second, as we prove later on, the maximum area
sensitivity against any system properties (again variation in the

Fig. 1 (a) Schematic of the system under study, individual MNPs with the magnetic moment blocked that might be coated with some biomolecules.
(b) Example of the variation of the magnetic field (black) and the magnetization of the system in the z direction (red) as a function of time for arbi-
trary parameters. (c) Example of an open hysteresis cycle in the magnetization field chart. The shadowed region is the area of the cycle and the coer-
cive field is indicated in blue. (d) Schematic of the experimental system; 40 μL of a suspension of MNPs at a concentration such that dipolar inter-
actions are negligible.
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logarithm sense) is not located in the linear regime, but rather
far from it. As a drawback, these “non-linear benefits” (multi-
channel fitting and higher sensitivity) demand paying a price
in the computational cost, as closed relationships are simply
not analytically derivable. For this task, solving Langevin
dynamics for MNPs, which even allows for including dipolar
and hydrodynamic interactions in dense suspensions,42,43 is
simply too expensive to tackle the whole range of parameter
space. In the context of parameter extraction, however, the con-
trollable dilute regime is of primary interest and solving the
(non-linear) Fokker–Planck equation (FPE) for the time-depen-
dent MNP orientational distribution has been the common
route,41,44–47 although other approximate alternatives exist.48

By expanding the sought distribution in an orthogonal func-
tional basis, the FPE leads to an infinite hierarchy of ordinary
differential equations (ODEs), which is truncated to achieve
the desired precision.46 “Non-linear sensing” has been recently
used by Yoshida et al.24 in a method which fits the experi-
mental values of the magnetization harmonics series to simul-
taneously determine the distribution of the magnetic moment
of MNPs, relaxation times and the particle concentration of
even bimodal distributions. The proposed iterative method24

requires an accurate numerical solution of the FPE over each
iteration and a rather complex algorithm to do it efficiently.

Phenomenological relationships circumvent the need for
costly FPE numerical solvers and substantially reduce the fitting
effort. They are applied to determine experimentally accessible
quantities and have proven to be highly effective in measuring
solution viscosities,49 fluid temperature,50,51 simultaneous vis-
cosity and temperature,52 and even temperature and particle
size.53 However, their validity is typically limited to specific para-
meter ranges and require prior calibration with a well-known
system before they can be used to determine other quantities.
This limitation certainly constrains their predictive capacity.

In this work, we propose an optimal combination of both
approaches. First, we numerically solved the FPE over the whole
range of governing parameters, and then we integrated all this
information into an analytical phenomenological relationship
for the AC magnetic hysteresis area which is universal in the
sense it is valid for any combination of external parameters (fre-
quency f and field intensity H0). Instead of fitting a broad range
of magnetic parameters, such as the amplitude and phase of
multiple harmonics,21 a key point to achieve our goal in
efficiency is to restrict our analysis to the AC magnetic hysteresis
area, which is the only fitted parameter used to extract system’s
properties from a series of signals at varying f and H0 values. The
protocol for parameter estimation is based on an efficient combi-
nation of parallel-tempering Monte Carlo followed by second-
order accurate Gauss–Newton methods. We first validated its
accuracy and precision using signals from accurate Langevin
dynamics simulations. Then we applied it to experiments with
uncoated MNPs, measuring their size and magnetization as well
as the viscosity of several embedding solvents (glycerol–water
mixtures). In more stringent biosensing tests, we determined
nanometer variations in size of MNPs coated with dextran, then
conjugated with proteins and finally after biomolecular reco-

gnition with target biomolecules. Our estimates for particle size
distributions are compared with NTA and DLS and with the
much more “exact” transmission electron microscopy (TEM); the
magnetization of particles was compared with a superconducting
quantum interference device (SQUID) and we estimated solvent
viscosities with an outstanding agreement with standard rhe-
ometers. The results are in perfect agreement with TEM and
SQUID and improve the precision and accuracy of NTA and DLS
size estimation. As a relevant conclusion, we highlight that the
present theoretical–experimental integrated approach upgrades
AC-magnetometry as a stand-alone experimental device able to
determine a significant list of properties of both solvents and
particles, being of particular relevance for biosensing.

Universal relationship for the magnetic
hysteresis area

We consider a number N of suspended magnetic nano-
particles (MNPs) in a volume V (concentration c ¼ N =V). The
magnetic moment of each MNP is m0 and the saturation mag-
netization Ms = m0/[(4/3)πrc3] is determined by their magnetic
core radius rc. In general, MNPs may present a coating layer of
thickness δ, such that their hydrodynamic radius is rh = rc + δ.
The solution was exposed to an AC magnetic field H(t ) oscillat-
ing in the z direction at an angular frequency of ω = 2πf. The
delay in the system’s magnetization M(t ) with respect to H(t )
leads to some heat dissipated per cycle, equal to the area A
enclosed in the H–M chart (Fig. 1c). In deriving a general
relationship for this magnetic hysteresis area, it is convenient
to reduce the number of free parameters by working with non-
dimensional variables. The non-dimensional area, defined as
A˜; AðN μ0H0m0Þ, only depends on the dimensionless fre-
quency ω̃ ¼ ωτB and the field amplitude h0 = μ0m0H0/kBT. Here
μ0 is the magnetic permeability of vacuum and we recall the
Brownian rotational relaxation time τB = 4πηrh3/(kBT ). To
extract the general relationship A˜¼ A˜ðω̃; h0Þ, we have solved
the Fokker–Planck equation for the time-dependent prob-
ability distribution of the magnetization of a single particle
(see the Materials and methods section). This approach is
valid for dilute suspensions of MNPs that relax predominantly
via the Brownian mechanism, as in such a case the total mag-
netization is simply proportional to the single-particle magne-
tization and the phenomena related to Néel relaxation,
including anisotropy barrier crossings, are negligible. The
limit of validity of the dilute regime can be estimated from
the strength of particle–particle interactions‡ leading to c <
1016 MNPs per mL (or c < 15 μM). We note that these are not

‡Magnetic (dipole–dipole) interactions between MNPs become relevant once
their magnetic energy (taking its maximum in an aligned configuration) Umag =
(μ0m0

2)/(2πr3) overpowers the thermal energy kBT. At ambient temperature, the
condition Umag < kBT implies particle–particle distances larger than, r > [μ0m0

2/
(2πkBT )]1/3, ∼60 nm. In terms of concentration c ≈ (1/r)3, this means that mag-
netic interactions are negligible for c < 1016 MNP per mL which is of the same
order as for aggregation.
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actually “extremely dilute” concentrations by experimental
standards: experiments presented hereafter were
conducted for c ≈ 5 × 1013 MNPs per mL, thus well within the
dilute limit.

On the other hand, it is well known that the dominant
relaxation mechanism depends on the applied magnetic field.
Specifically, when the amplitude of the AMF is sufficiently
high for the magnetic moment of the particles to overcome the
anisotropy barrier, the Néel mechanism may become domi-
nant. This imposes an upper limit on the values of h0 for
which the phenomenological equation remains valid. This
limit is determined by the condition Uext > Uanis, where the
energy of the particles under an external field is given by Uext =
μ0H0MsVc, and the energy required to cross the anisotropy
barrier is Uanis = KVc. This leads to an inequality H0 < K/(μ0Ms).
For cobalt ferrite nanoparticles, which typically have an an-
isotropy constant of K ≈ 105 J m−3 and a saturation magnetiza-
tion of Ms = 2 × 105 A m−1, this results in a maximum mag-
netic field amplitude of approximately 400 kA m−1. This value
is significantly higher than the magnetic fields used in this
study and those achievable in most experimental setups.

We performed an extensive set of calculations using the
FPE equation to calculate A˜ over a wide range of values of ω̃
and h0. The analysis of this extensive information leads us to
derive an accurate empirical relationship for A˜ ðω̃; h0Þ. This
useful “universal” magnetic area empirical relationship is one
of the important results of this work,

A˜empðω̃; h0Þ ¼
ω̃=ω̃max

½c2 þ c1ðω̃=ω̃maxÞp2 �p1 � c3 þ ð1þ c4Þðω̃=ω̃maxÞp3½ �p4
ð1Þ

with

ω̃max ¼ 1þ 0:287
h00:891

1þ 5:52h0�1:16 ð2Þ

and

p0 ¼ 1� 0:45 exp½�8:5h0�1:75� ð3Þ

p1 ¼ log
πh0

3ω̃max

� �
� log

p0 þ 1
p0

� �� ��1

ð4Þ

p2 ¼ p0 þ 1
p1

ð5Þ

p3 ¼ 1:8 ð6Þ

p4 ¼ 1� p0
p3

ð7Þ

Note that ω̃max in eqn (2) corresponds to the frequency max-
imizing the area for a fixed intensity h0. In other words,
A˜maxðh0Þ ¼ A˜empðω̃max; h0Þ is the maximum area obtained at
h0, given by:

A˜maxðh0Þ ¼ ð1�WÞ πh0
6

þ 4Wð1� ln½Fðh0Þ�Þ ð8Þ

where W = exp[−0.5h0−1.8] acts as a weighting function that
governs the transition between the linear (W ≈ 0) and non-
linear (W ≈ 1) regimes and

Fðh0Þ ¼ 1þ 0:3h00:9 þ 0:056h01:65 þ 1:54� 10�5h03:21:

We shall soon show that this maximum in the area (i.e., in
dissipated heat) takes place at the transition from the linear
response (Debye model) to the non-linear regime. The coeffi-
cients ci in eqn (1) are finally given by:

c1 ¼ p0
p1 � p2 � A

˜
max�

1
p1

ð9Þ

c2 ¼ c1
p0

ð10Þ

c3 ¼ 1
αðh0Þω̃maxc2p1

� � 1
p4 ð11Þ

c4 ¼ 1600
h00:5

exp � 6:33ω̃0:18 þ 11
h0

� �� �
; ð12Þ

with

αðh0Þ ¼ πh0
3ð1þ 0:16h02:05Þ

1
2:05

: ð13Þ

To illustrate the accuracy of eqn (1), Fig. 2a compares the area
obtained from the solution of the FPE A˜with A˜emp for h0 = 1, 10,
100, and 1000 and a broad range of ω̃ values. Differences
between A˜ (symbols) and A˜emp (lines) are not observable with the
naked eye. For more precision in the deviation, panel (b) presents
a contour plot of the relative error between the FPE and eqn (1)
spanning five orders of magnitude in both ω̃ and h0 (0.01 ≤ h0 ≤
1000). Remarkably, the relative error remains always below 1.5%.
We provided a first test for this “universal area relationship”
against experiments in Fig. 2c and d where we compared eqn (1)
with values of the AC magnetic hysteresis area created using
cobalt ferrite MNPs (dominated by Brownian relaxation).
Measurements were conducted for frequencies in the range of
10–100 kHz and using several solvents, whose viscosities were
modified by adding glycerol in water up to a volumetric percen-
tage of 45%. This experimental test also illustrates the utility of
deploying non-dimensional variables to gather results from quite
different parameters in single master curves. Values of these
non-dimensional parameters (ω̃, h0 and A˜) were obtained by
taking the liquid mixture viscosity from ref. 54 (Table 3) and the
hydrodynamic radius of MNPs provided by TEM (this approxi-
mation is valid since the particles are quasi-spherical and lack
any surface coating). The experimental measurements in Fig. 2c
and d show an excellent agreement with A˜emp in eqn (1), con-
firming it usability for parameter estimation in experiments.

Asymptotic regimes

We now analyze the different magnetization regimes and the
different scaling laws for the magnetic area. Fig. 3a presents
the contour plot of A˜¼ A˜ðω̃; h0Þ from the numerical solution
of the FPE. The plot reveals different regimes with distinct
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area scaling separated by a central region in the ðω̃; h0Þ chart,
where A˜ is maximum (see also Fig. 2a, c and d).

We start by stating that relationship 1 correctly recovers the
linear response theory (LRT) result:

A˜LRTðω̃; h0Þ ¼
πh0ω̃

3ð1þ ω̃2Þ : ð14Þ

The validity of the LRT or Debye model result (small h0 or
large ω̃) is clearly deduced from Fig. 3b, showing the relative
error of the LRT A˜�A˜LRT

�� ��=A˜ (see also Fig. 3d). In terms of
non-dimensional quantities, the validity domain of the LRT
turns out to be extremely simple: h0 ≲ 0.4 for any ω̃ and the
region h0=ω̃ , 1. From the definitions given above, one rea-
lizes that the h0=ω̃ group represents the ratio between the
energy provided by the external field to the magnet and the
energy dissipated by the viscous torque. Hence, the LRT works
when the viscous energy dissipation is faster than the external
power reaching the magnet. In passing, the color scales of
Fig. 3a and c indicate that the nondimensional area is
bounded such that A˜, 4. Indeed, it is constrained by the rec-
tangle defined by the x-bounds |h(t )/h0| < 1 and the y-bounds
|M̃(t )| ≤ 1, where M̃ðtÞ ; MðtÞ=ðNm0Þ and h(t ) ≡ μ0m0H(t )/kBT.
Note that such a constraint in the non-dimensional area is
clearly not satisfied by the linear approximation in eqn (14).

We now consider the different asymptotic regimes observed
as one varies the field intensity h0. At low field amplitudes
(h0 < 1), the thermal energy surpasses the magnetic energy,
leading to a predominantly randomized orientation of the
magnetic moments. As a result, the system exhibits negligible
average magnetization and an almost imperceptible hysteresis
loop area. This region (small h0) roughly corresponds to the
regime where LRT is valid, predicting a linear increase in A˜
with h0 (as shown in eqn (14)). As h0 increases (with ω̃ held
constant), the area A˜ reaches a peak before decreasing again at
higher field amplitudes. This behaviour represents a genuine
non-linear effect, not captured by the LRT (see Fig. 4a illustrat-
ing the H–M chart and the ESI† for more details). On further
increasing h0, the magnetic moments tend to remain aligned
with the field direction for most of the cycles, entering the sat-
uration regime. Only when the applied field approaches the
coercitivity value Hc (Fig. 1c) do the moments quickly reorient.
Consequently, the hysteresis loop shrinks as h0 increases
further, as shown in Fig. 4a and c. In this high intensity h0
regime, the area scales as:

A˜ðω̃; h0 � 1Þ � 8ω̃0:55h�0:45
0 ð15Þ

Concerning the frequency response (Fig. 4b and d), the
AC magnetic hysteresis area is small at low frequencies

Fig. 2 (a) Comparison between the dimensionless magnetic area evaluated from the numerical solution of the Fokker–Planck equation (FPE) (dots)
and the outcome of the empirical relationship in eqn (1) (lines) as a function of ω̃ for different values of h0. (b) Contour plot of the relative area differ-
ence between the FPE and eqn (1). (c and d) Comparison between the experimental values of the area as a function of the dimensionless frequency
ω̃ and the predictions of eqn (1) measured for field frequencies ranging from 10 kHz to 100 kHz and various glycerol concentrations, which alter the
viscosity of the solution, for two field intensities: (c) 4 kA m−1 and (d) 24 kA m−1. For the calculations, particles were modeled with a log–normal size
distribution with a mean radius of rc = rh = 13.6 nm, a standard deviation of σc = 1.3 nm, and a saturation magnetization of Ms = 179 kA m−1.
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Fig. 3 (a) Two-dimensional colormap depicting the variation of Ãas a function of the dimensionless parameters ω̃ and h0 obtained by numerically
solving the FPE. The black dashed line represents the value of ω̃ that maximizes the area for each h0. (b) Two-dimensional colormap illustrating the
relative error between the area predicted by LRT and the area obtained from the FPE as a function of the dimensionless parameters. The black
dashed line highlights the isocontour where the relative error reaches 1%. (c) Maximum cycle area as a function of h0. The green line represents the
theoretical upper bound, the red line corresponds to the LRT prediction, and the orange line depicts the prediction from eqn (8). (d) Value of ω̃ that
maximizes the area as a function of h0. The red line shows the LRT prediction, the green line represents the asymptotic scaling ω̃max / h0

0:891, and
the orange line corresponds to eqn (2).

Fig. 4 (a and b) Hysteresis loops plotted in terms of the scaled field h(t )/h0 and the dimensionless magnetization M̃. In panel (a), ω̃ ¼ 1 and h0 varies
with high values. In panel (b), h0 = 25 is fixed and the loops are computed for various values of ω̃. The static response described by the Langevin
equation L(h) is shown as a black line. (c) Variation of the AC magnetic hysteresis area with h0 for large values and different values of ω̃. (d) AC mag-
netic hysteresis area as a function of ω̃ in the low-frequency regime ðω̃ � 1Þ for various values of h0. In panels (c) and (d), the dots indicate the
results obtained by solving the FPE and the lines indicate the predictions of eqn (15) and (16), respectively.
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ðω̃ , 1Þ because the magnetization efficiently responds to the
time variation of the applied field; in the limit ω̃ ! 0, the
hysteresis vanishes and the system magnetization M follows
the static behavior described by the Langevin function
(Fig. 4b, black line). High intensity h0 > 1 and low frequency
ðω̃ , 1Þ are well outside the LRT. Fig. 4d shows the scaling law
for the area in this region, which follows as:

A˜ðω̃ � 1; h0Þ ¼ αðh0Þω̃; ð16Þ
where α(h0) is given in eqn (13) and for small h0, it
converges to αLRT(h0) = πh0/3. Finally, in the high-frequency
regime, ω̃ � 1, the external field oscillates faster than the
magnetic relaxation time, τB, and the magnetic
moments can no longer follow the rapidly changing field.
This leads to a smaller magnetization and a reduced AC
magnetic hysteresis area. At low field values h0 < 1 the
maximum area takes place for ω̃max ¼ 1. This result is
consistent with a sort of stochastic resonance correctly cap-
tured by LRT (eqn (14)), which predicts more dissipation
when the relaxation rate 1/τB coincides with ω. However,
the non-linear response to high external fields
alters the location of the maximum dissipation towards
larger frequencies ω̃max > 1, as shown in Fig. 3a and d
(black dashed line). The LRT also severely fails in
this regime as its maximum area increases without bounds
with h0, as A˜LRT;max ¼ πh0=6. However, as previously
noted (Fig. 4b and 3c), the maximum value of the non-
dimensional area is capped at A˜max ¼ 4 and this limit is
reached for h0 → ∞ following a logarithmic trend. The
agreement between A˜max in eqn (8) and the FPE’s maximum
area is perfect, as shown in Fig. 3c.

Simultaneous determination of system’s properties by cost-
error minimization

The excellent accuracy of the universal empirical relation-
ship for the magnetic hysteresis area (eqn (1)) opens a
route to a fast determination of the multiple systems’ pro-
perties controlling the area. The experimental setup
imposes the magnetic field amplitude H0 and frequency f
that, in non-dimensional form, are noted as ξ ¼ fh0; ω̃g.
The collection of unknown “fundamental system’s vari-
ables” is notated as λ ¼ frh; m0; η; T ; Ng and contains the
hydrodynamic radius and magnetic moment of MNPs, the
solvent viscosity, and the temperature and number of
MNPs. Yet, in many practical applications, these properties,
λ ¼ frh; m0; η; T ; Ng, are not single-valued but rather follow
a distribution. We will characterize the first two moments
of such distributions pi(λi): the mean 〈λi〉 and the variance
σλi

2. The shape of these marginal distributions pi(λi) such
that p(λ) = Πipi(λi) are part of the model: typically we used
a delta for single-valued variables, a Gaussian or a log–
normal distribution depending on the specific variable (see
the Materials and methods section). This leads to a general-
ization of the vector of unknown variables, which is noted
as Λ = {〈λ〉, σλ}. The “theoretical” average area in dimen-

sional units was obtained from relationship 1 weighted by
p(λ; Λ) as:

AtheðΛ; ξÞ ¼ N μ0H0

ð
A˜empðω̃ðλ; f Þ; h0ðλ; H0ÞÞ �m0 � pðλ; ΛÞdλ

ð17Þ
where we recall that h0 depends on the vector of parameters λ
via m0 and T. Our target is to evaluate the value Λ = Λ* that
minimizes the difference between the experimental area
Aexp(Λ*) and the “theoretical” expression given by eqn (17). To
this end, we have developed a “parameter estimator” that finds
Λ*, minimizing a cost-error function ðCmin ¼ CðΛ*ÞÞ given by:

CðΛÞ ¼
XNex

i¼1

AtheðΛ; ξðiÞÞ � AexpðξðiÞÞ
�� ��

AexpðξðiÞÞ
ð18Þ

Importantly, the sum in eqn (18) runs over a number of
independent experimental measurements Nex (typically
between 8 and 24) under varying frequencies and field-intensi-
ties: ξ(i) with i∈[1, Nex]. The searching protocol combines an
initial stochastic search in the parameter space (parallel tem-
pering Monte Carlo), followed by an accurate deterministic
minimization (second-order Gauss–Newton scheme). Both
steps are detailed in the Materials and methods section. The
parallel tempering Monte Carlo (MC)55 is able to locate the
minima under quite general starting conditions in the para-
meter space. Once the cost function levels below the chosen
threshold, the scheme uses the second order Gauss–Newton
(GN) algorithm to refine the solution. The resulting fitting pro-
tocol is quite fast and we made it available in the repository.56

It is implemented in C++, with Python bindings for easy usage.
To validate the protocol, we now assess its precision by

comparing with numerical simulations with exactly known
system parameters. In the next section, we used the parameter
estimator to determine experimental data related to MNPs and
the solution viscosity.

Assessing the accuracy in the parameter estimation from
numerical simulations

In order to validate the fitting methodology and estimate its
accuracy, we performed Brownian dynamics (BD) simulations22

of MNPs under an AC field. The magnetic radius rc and coating
thickness δ used in the BD runs were chosen to closely match
the experimental values (see below). Additionally, consistent
with the typical distribution of nanoparticle sizes,57 we sampled
rc values from a log–normal distribution with a mean rc = 15 nm
and varying polydispersities (standard deviations σc/rc∈[0.1,
0.5]). We explored several coating thicknesses δ∈[0, 12.5] nm
and a saturation magnetization of Ms = 150 kA m−1. In this test,
Aexp corresponds to the results from BD simulations. As noted
above, the cost function is based on a set of Nex experiments
consisting of frequency dependence studies of the AC magneti-
zation cycles (see the Materials and methods section) at
different field intensities (4, 12 and 24 kA m−1), leading to a
total of Nex = 24 cases, which are fitted simultaneously. This set
of conditions mirrors those used in the experiments.
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It is important to note that the accuracy of the Λ* predic-
tion tends to decrease as the number of experiments used in
the fits is reduced. As shown in the ESI,† achieving a reliable
estimation of the parameters requires the utilization at least
two different field intensities and 4–5 frequency values.

To optimize any fitting procedure, it is important to restrict
the unknown parameters. However, as a first stringent test, we
set δ = 0 (i.e., no coating, so the hydrodynamic and magnetic
radii coincide, rh = rc) and assumed that Ms is the same in all
the particles, so m0 = (4/3)πMsrc

3. Under these assumptions, we
simultaneously estimated the average core radius 〈rc〉, the stan-
dard deviation of distribution σc, the number of particles in
the suspension, and the saturation magnetization Ms for
different values of σc.

The results summarized in Table 1 indicate that the esti-
mated values for Ms, rc, σc, and N closely match the “true”
values used in the BD simulations. In all instances, the relative
error remains consistently of the order of 1% or smaller for
each parameter, highlighting the method’s high accuracy in
determining unknown system parameters.

In a second test, we evaluated the ability of the parameter
estimator to quantify variations in hydrodynamic size when a
coating is added to the particles. Following the experimental
approach, we assumed that the bare MNPs had already been
characterized, with rc, Ms, and σc known as fixed parameters.
Thus, the goal was to determine the hydrodynamic radius of
the particles (rh = rc + δ) by sampling over δ. We studied five
different cases with increasing values of δ. The results, shown
in Fig. 5a, demonstrate that this method can accurately deter-
mine the hydrodynamic size of the particles. In particular, an
analysis of the relative error between the fitted hydrodynamic
radius and the value used in the simulations (Fig. 5b) reveals
that the error is consistently below 0.15%. Fig. 5c and d
present the dependence of the relative error in the estimated
system’s parameters with the number of area measurements
Nex. Notably, about Nex = 10 area measurements (at different
fields and frequencies) are enough to obtain relative errors of
about 10−2 in the magnetic saturation Msat and the
average particle radius rc. The dispersion in size distribution σc
requires about 20 measurements to yield such one

Table 1 Parameters of MNPs determined by applying the present
method to BD simulations, in which Ms = 150 kA m−1, rc = 15 nm,
N ¼ 1� 105, and σc takes various values that are indicated in the first
column

Simulations Present method

σc/rc σc/rc rc (nm) Ms (kA m−1) N
0.1 0.099 ± 0.006 15.0 ± 0.1 150.5 ± 0.6 (0.998 ± 0.005) × 105

0.25 0.241 ± 0.008 15.2 ± 0.2 150.3 ± 0.2 (0.992 ± 0.002) × 105

0.5 0.500 ± 0.005 14.9 ± 0.1 149.3 ± 0.2 (1.000 ± 0.001) × 105

Fig. 5 (a) Hydrodynamic radii of the MNPs for various coating widths determined using the fitting algorithm (red dots) compared with the values
used in the simulations (black line). (b) Relative error between the expected hydrodynamic radius and the values obtained from the fitting. (c and d)
Relative error between the estimated parameters and the values used in the BD simulations (Ms = 150 kA m−1, rc = 15 nm, and σc = 0.1rc) as a function
of Nex. Panel (c) shows the results for Ms, while panel (d) presents the results for rc (green) and σc (purple), corresponding to the average particle size
and the standard deviation, respectively. The results correspond to the datasets with three field intensities: H0 = 4, 12, and 24 kA m−1 and varying
numbers of field frequencies (see the additional data in the ESI†).
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percent error. Notably, the errors decrease down to the 0.1%
range for Nex ∼25, which is the suggested value.

Determining system’s properties from
experiments

Next, we applied the same methodology to determine multiple
experimental parameters in different situations. In all experi-
ments, we used cobalt ferrite nanoflowers. First, we employed
uncoated (“plain”) p-MNPs with –COOH groups on their
surface to provide colloidal stability. From the measurements
of the cycle areas, we determined their saturation magnetiza-
tion, the distribution of crystal sizes and the concentration of
particles.

Once these particles have been characterized, we used them
to determine the viscosity of glycerol solutions at different con-
centrations. Finally, we used the same method to study how
the hydrodynamic size of the particles changes when a dextran
coating is added and they are functionalized with ligands that
interact with other biomolecules in the solution.

Determination of the core radius and
magnetic moment of p-MNPs

To demonstrate the potential of the method for determining
the crystal size and magnetic moment of MNPs, we analyzed
raw experimental data on the AC magnetic hysteresis area of
p-MNPs. Using our parameter estimator, we determined the
core size and magnetic moment of bare MNPs. To validate
these predictions, we compared them with TEM, NTA, and
DLS measurements for particle size and SQUID measurements
for magnetic moment. The experimental results of the area
against the frequency are shown in Fig. 6a, in which the circles
indicate experimental values and the lines indicate eqn (1)
using the best parameter estimation (obviously δ = 0 was
fixed). The comparison between the values of our parameter
estimator and the experimental ones can be found in Table 2.

There is a perfect agreement between the present method
and the sizes determined from TEM images (ESI†), which is
the most reliable and exact size-measurement device. DLS
slightly overestimates the hydrodynamic size but the agree-
ment is also very good. Finally, NTA presents a much larger
inaccurate value because our particles are below the NTA limit

Fig. 6 AC magnetic hysteresis area as a function of field frequency for three different field amplitudes: 4 kA m−1 (red), 12 kA m−1 (blue), and 24 kA
m−1 (green) measured for water–glycerol mixtures at various glycerol concentrations: (a) 0% by volume, (b) 15%, (c) 32%, and (d) 45%. The dots rep-
resent experimental data, while the solid lines correspond to the fits obtained using the presented algorithm.
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of detection (∼20 nm) which significantly biases the measure
towards the largest particles of the ensemble. TEM images
(ESI†) also provide the standard deviation in size, σc = 1.6 nm,
which agrees with our estimation σc = (2.4 ± 0.2) nm extracted
by assuming a log–normal distribution for rc into the fitting
protocol (see the Materials and methods section). The size
standard deviation is slightly overestimated by our method,
which might be a consequence of the dispersion in Ms

amongst the particles due to variations in the relative orien-
tation of the different coalescent cores forming these particles.
In any case, the fitted value of the effective saturation magneti-
zation is Ms = 166.5 ± 0.2 kA m−1, which is also in close agree-
ment with the value obtained using SQUID measurements,
Ms = 179 kA m−1. The estimated number of particles in the sus-
pension was 2.12 × 1012, which for the volume employed in the
experiments 40 μL corresponds to a concentration of 5.3 × 1013

MNP per ml (or ∼80 nm). This value is in agreement with the
concentration of ∼3 × 1013 MNP per ml estimated from the
experimental mass density 1 gFe+Co L−1 of roughly spherical
particles with a radius of 13.6 nm and a density of ∼5.25 g
cm−3. Possible differences between both estimations arise
because particles are not perfect spheres but nanoflowers
(ESI†), so their volume is smaller than the spherical
estimation.

Determination of the viscosity of
glycerol solutions at different
concentrations

To demonstrate the capability of the fitting algorithm to deter-
mine the solution viscosity, we revisited the experimental data
in Fig. 2c and d corresponding to a set of samples with varying
viscosities obtained from mixtures of glycerol and water at
different volume percentages (see the Materials and methods
section). In this case, we left the viscosity as the only free para-
meter in the fitting scheme and self-consistently deployed the
protocol as a viscosimeter. We performed measurements for
glycerol solutions in water with glycerol of 0%, 15%, 32%, and
45% in volume. For each concentration, we measured the AC
magnetization cycles at different field frequencies and at three
field intensities (H0 = 4, 12, and 24 kA m−1). The viscosity is
taken as the sole free parameter in the fits and, to use a self-
consistent approach, the size of MNPs is first characterized by
the fitting protocol in pure water (i.e., 0% glycerol). The results
are summarized in Table 3, along with the viscosities based on
the empirical formula presented in ref. 54. We observed

almost perfect agreement between our results and the expected
values, confirming that this method is highly effective as a
viscosimeter.

To further reinforce the protocol, in Fig. 6, we compared
the experimental results of the area with the fits for all the
measurements, showing that the values obtained through the
fitting algorithm reproduce the experimental ones almost
exactly.

Determination of the hydrodynamic
radius of coated MNPs with different
molecules on their surface

To highlight the potential of the method to analyze more
complex scenarios, we applied our fitting algorithm to study
variations in the hydrodynamic size of the particles when their
surface is modified by changing the attached molecules.
Specifically, the four types of surfaces studied are summarized
in the insets of panels (a)–(d) in Fig. 7: panel (a) shows the pre-
viously studied p-MNPs; panel (b) depicts cobalt ferrite MNPs
coated with dextran (D-MNPs); panel (c) represents MNPs bio-
conjugated with receptors (f-D-MNPs); and panel (d) illustrates
f-D-MNPs after being immersed in a 2 μM solution and
allowed to reach chemical equilibrium. The experimental
values of the hysteresis areas under different field conditions
(blue and red symbols in Fig. 7), as well as the mean hydrodyn-
amic radius obtained through NTA measurements of the trans-
lational diffusion coefficient, are taken from ref. 22 and 58.
The magnetic properties of the particles, such as Ms, rc, and
σc, may slightly differ from previously measured values due to
batch-to-batch variations in synthesis. These differences can
lead to slight changes in core size and the dextran coating may
prevent surface oxidation, potentially altering the Ms value.59

Situations where initial knowledge of certain parameters is
partial or inaccurate are common; however, the flexibility of
the MC scheme allows for easy adaptation. We employed a
modified cost function with a soft bias toward the available
initial information: C̃ðλÞ ¼ CðλÞ � kM � ðMs �Ms

0Þ2 � kr � ðrc�
rc0Þ2 � kσ � ðσc � σc0Þ2, where the parameters with superscript
‘0’ correspond to values for p-MNPs, providing a reliable initial
guess. This approach restricts the parameter search to the criti-
cal region defined by previously measured values. The hydro-
dynamic radius values obtained through this method are pre-

Table 2 Mean hydrodynamic radius (rh) obtained using the present
method compared with the reported values through different methods
in ref. 58

Present method TEM DLS NTA

13.6 ± 0.2 nm 13.58 nm 15 nm ∼20 nm

Table 3 Comparison between the literature values of the viscosity of
different mixtures of glycerol concentration and water at 25 °C and the
measured value using the presented algorithm

Glycerol concentration (%
volume)

Fitted viscosity
(mPa s)

Literature viscosity
(mPa s)

0 0.871 0.893
15 1.450 1.444
32 2.80 2.80
45 5.134 5.22
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sented in Table 4 (column 1) and compared with NTA
measurements.

The results obtained through the fitting of the magnetic
areas are quite close to the experimentally measured values.
However, as mentioned in the introduction, NTA measure-
ments are often difficult to reproduce due to their strong
dependence on specific experimental conditions (e.g., particle
concentration28 and device configuration60,61). Therefore, we
do not expect perfect agreement between this method and
NTA measurements. In this context, the precision and accuracy
tests for the current AC magnetometry integrated approach,

validated against controlled BD simulations (Table 1), suggest
that the results shown in Table 4 for this method are more
precise than those obtained with NTA measurements. In this

Fig. 7 (a–d) Experimental measurements (symbols) and fits using the present method for the average nondimensional magnetic area against the
frequency. The cases correspond to (a) particles without coating (p-MNPs), (b) particles coated with dextran (D-MNPs), (c) particles coated with
dextran and functionalized with a recognition receptor (f-D-MNP), and (d) f-D-MNPs in a 2 μM solution of the target protein. (e and f) Area differ-
ence ΔA˜case ; A˜case �A˜D�MNP for H0 = 4 kA m−1 (e) and H0 = 24 kA m−1 (f ) by comparing the cases of f-D-MNPs (stars) and f-D-MNPs + 2 μM
(diamonds).

Table 4 Comparison between the hydrodynamic radius measured
from NTA and the present method

Surface rh (NTA) [nm] rh (present method) [nm]

Dextran 23.1 ± 0.2 21.8 ± 0.4
f-Dextran 25.3 ± 0.3 22.5 ± 0.1
f-Dextran + 2 μM 26.2 ± 0.6 23.4 ± 0.1
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line, it is interesting to observe in Fig. 7e and f the hysteresis
area difference ΔA˜case ; A˜case �A˜D�MNP between the dextran-
coated D-MNPs and the cases with functionalized particles
(f-D-MNPs) and adsorbed proteins (f-D-MNPs + 2 μM). These
differences are subtle and depend on a non-trivial way with
the field intensity and the frequency. For instance, the differ-
ence (and thus the resolution) is quite poor ΔA˜caseðh0; ω̃Þ � 0
if one uses high frequencies and low intensities (linear regime,
H0 = 4 kA m−1) or, also, when using low frequencies and high
intensity (H0 = 24 kA m−1). This illustrates the importance of
analyzing a broad range of frequencies and intensities to
ensure consistent and accurate parameter estimations.

Conclusions

We have derived an analytical expression for the AC magnetic
hysteresis area created by a dilute suspension of Brownian-type
MNPs when exposed to alternating magnetic fields (AMFs) of
arbitrary intensity and frequency. This “universal relationship”
for the area agrees within 1% with the numerical solution of
the non-linear Fokker–Planck equation for these particles,
which present a blocked magnetic moment fluctuating due to
Brownian rotation. Being a function of the non-dimensional
groups governing this phenomenon (field amplitude and fre-
quency), this analytical relationship opens up new ways to
measure a list of relevant variables pertaining to both the par-
ticles and solvents. To this end, we developed a robust search
algorithm to fit the experimental area from a series of signals
at different frequencies and intensities. The fitting algorithm
combines a Monte Carlo-based parallel tempering approach to
locate the important region in the parameter space followed by
a Gauss–Newton algorithm to accurately refine the measure-
ments, notably up to ∼1% agreement with the experimental
data. The list of accessible quantities this hybrid theoretical–
experimental methodology offers is surprisingly large, as it
includes the particle’s magnetic moment, average size, dis-
persion and concentration, and solvent properties such as vis-
cosity and potentially temperature. This procedure is based on
a relationship for the area which is valid under arbitrary con-
ditions (provided particle concentrations smaller than c ∼
10 μM) and for this reason, it does not require any prior cali-
bration. Moreover, it does not require costly iterative solutions
of the non-linear FPE to seek matching with a set of magnetic
signals (magnetization harmonics). Instead, it is based on a
quite sensitive unique signal (the hysteresis area) that allows
for accurate analytical phenomenological mapping. These fea-
tures provide an extremely fast characterization tool, which
can be thus used in deep-science web-server applications, fed
by experimental data from an oscillatory magnetometer.62

Concerning the overall time needed for the parameter esti-
mations, including the experimental area measurement and
the numerical fitting, we note that each area measurement
takes about 1 minute. Hence, depending on the required error
threshold (see Fig. 5c and d), the experimental part of the pro-
tocol typically takes between 10 and 25 minutes. Notably, once

these data are introduced into the automated search, the para-
meter estimation only takes a couple of extra minutes (at
most). These facts permit the qualification of the integrated
protocol as “fast and accurate”. For comparison, our experi-
ence indicates a time reduction in a factor of 3 with respective
experiments using magnetic susceptibility meters and a sub-
stantial reduction in the automated search, as our scheme is
based on an analytical relationship.

The accuracy and precision of the algorithm have been first
measured against detailed Brownian dynamics simulations,
showing ∼1% relative differences with respect to the input
values. The method was then tested against a series of experi-
ments involving MNPs with increasing design complexity.
Using plain MNPs, we found excellent agreement of ∼1% with
TEM measurements for the particle size and SQUID measure-
ments for the magnetization and also with standard bulk rhe-
ometers for the solvent viscosity. In another series of tests, in
the realm of biosensing applications, we used dextran-coated
MNPs, which were then functionalized with protein receptors,
and finally exposed to a solution with target biomolecules for
molecular detection. The increase in particle size between
these three steps were tiny (∼2 nm) yet successfully detected by
the new protocol, clearly surpassing the precision of standard
experimental devices such as DLS and particularly NTA. This
result proves the utility of this new tool in biomolecular
sensing. Ongoing research will further explore another impor-
tant benefit of this method, which is its ability to locally sense
inhomogeneous systems within nanometer domains, acces-
sing solvent properties (such as local viscosity in living cells63)
or temperature-driven protein conformation variations.
Measuring temperature at nanometer scales is also in the
doable list. The solution of the nonlinear FPE can also be used
to derive accurate empirical relationships for other relevant
output quantities, such as magnetization harmonics, allowing
for automated parameter extraction in magnetic particle
imaging (MPI).12–14 Also, here we focus on spherical particles,
but the hysteresis area equation can be generalized to other
shapes (rods, ellipsoids, etc.), introducing a tensorial form for
the rotational diffusion of MNPs, with angular dependence
along the principal magnetization axes. In conclusion, the
present theory–experiment integrated approach enables, with
a single experimental technique, the simultaneous characteriz-
ation of multiple independent parameters of MNPs and sol-
vents and opens new opportunities for transducing bio-
molecular recognition, conformational molecule changes or
temperature reading in magnetic suspensions.

Materials and methods
Numerical solution of the Fokker–Planck equation

The numerical calculation of the hysteresis cycles was per-
formed by solving the Fokker–Planck equation for Ω(t, ϕ, θ),
which stands for the probability of one (isolated) MNP with
the blocked magnetic moment pointing in a direction defined
by the azimuthal angle ϕ and the polar angle θ at time t:
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@Ωðt; ϕ; θÞ
@t

¼ ∇ � dm
dt

� Dr~∇
� �

Ωðt; ϕ; θÞ
� �

ð19Þ

dm
dt

¼ Drm� hðtÞ �m ð20Þ

where m = (sin θ cos ϕ, sin θ sin ϕ, cos θ) is a unit vector par-
allel to the magnetic moment of the particle, h(t ) = h0 cos
(ωt )ẑ is the non-dimensional time-dependent field with
h(t ) = m0μ0H(t )/kBT and Dr = 1/(2τB) is the rotational
diffusion coefficient. As described in many papers,46,47 eqn
(19) can be transformed by leveraging the symmetry around
the z-axis and expanding Ω as a series of time-dependent
Legendre polynomials, Ω(t, θ) = ∑an(t )Pn(cos(θ)), in order to
obtain a system of recurrent ordinary differential equations
(ODEs).

2ω̃
nðnþ 1Þ

dan
d̃t

¼ �an þ h0 cosð̃tÞ � an�1

2n� 1
� anþ1

2nþ 3

� �
ð21Þ

where t̃ = ωt is a dimensionless time. This equation can be
solved numerically by truncating the system ODEs to a given
value of n, which means by approximating an = 0∀n > nmax.
Once the system is solved, the magnetization can be computed
as:

MðtÞ ¼ Nm0 cosðθÞh i ¼ Nm0

ðπ
0
Ωðt; θÞ cosðθÞ sinðθÞdθ ð22Þ

and using the orthogonality properties of the Legendre poly-
nomials, it can be shown that MðtÞ ¼ 2

3N �m0 � a1ðtÞ.
In this work, we have employed the Python ODE solver

odeint from the scipy library.64 The initial conditions that we
have employed are a0 = 0.5 which is an imposition from the
normalization conditions:

Ð π
0 Ωðt; θÞ � sinðθÞdθ ¼ 1,

a1 ¼ � h0ω̃
2ðω̃2 � 1Þ ð23Þ

which is the analytical solution when the system is trun-
cated to first order and an>1 = 0. To ensure that the calcu-
lated cycle has sufficient precision, we first run the solver
with a fixed number of differential equations (5 in this case)
until the condition |max(M(t )) + min(M(t ))| < 10−4 is satis-
fied, ensuring that a periodic solution has been reached.
Next, we rerun the solver, increasing the number of differen-
tial equations by 5, and verify that the relative difference
between the areas of the cycles calculated with 5 and 10
equations is smaller than 10−5. If this condition is not met,
we further increase the number of equations by 5 and repeat
the process iteratively until the relative change in the areas,
when increasing the number of equations by 5, is below
10−5. This approach ensures that we always used a sufficient
number of equations, regardless of the parameters employed
(in general, a higher field intensity requires solving more
equations).

Numerical calculation of the area from
the time-dependent magnetization

The area of a magnetization cycle can be computed using the
integral:

A ¼ μ0

þ
MðHÞdH ð24Þ

However, since the FPE provides the magnetization as a
function of time, it is more convenient to express this integral
in terms of time. Using the relationship dH = H0ω sin(ωt )dt,
the integral transforms into:

A ¼ μ0H0ω

ð1=f
0

MðtÞ sinðωtÞdt ð25Þ

which, in terms of dimensionless quantities, can be rewritten
as:

A˜¼
ð2π
0
M̃ ð̃tÞ sinð̃tÞdt̃ ð26Þ

The integral was then evaluated numerically using the tra-
pezoidal rule.

Fitting algorithm

The relatively large number of fitting parameters revealed that
the quality of fits obtained through standard methods was
highly dependent on the initial parameter guesses. In many
cases, this dependence led to suboptimal or incorrect fits.
This reliance on initial parameter estimates underscores a sig-
nificant limitation: a characterization method loses its practi-
cal utility if it requires prior knowledge or an estimation of the
system parameters.

To address this issue, we employed a two-step optimiz-
ation technique. In the first step, a fitting method called par-
allel tempering55 was applied, which, starting from random
parameters, runs in parallel multiple MC algorithms that
minimize a cost function in order to effectively narrow the
parameter combination toward the correct solution, regard-
less of the quality of the initial guesses. Once this method
identifies parameters close to the solution, the second step
involves applying a Gauss–Newton algorithm (described
below). When provided with favorable initial conditions, this
algorithm quickly identifies the parameters that best mini-
mize a cost function.

Parallel tempering algorithm

In the parallel tempering algorithm, multiple MC simulations
were run in parallel at different MC temperatures, TMC. In
every Nswap steps, we attempt to exchange the parameter sets,
{Λi}, between simulations at different temperatures, with the
swap probability given by:

Pswap ¼ minf1; expððβMC;i � βMC;jÞ½CðΛiÞ � CðΛjÞ�Þg ð27Þ

where βMC = 1/TMC and C represents the cost function (eqn
(18)). For this problem, the loss function used was the sum of
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relative error between the experimentally measured area
(Aexp(ξ

(i))) and the predicted area for a given set of parameters
(A(Λ, ξ(i))) for each measured area. A detailed explanation of
the fitting algorithm can be found in the ESI† and the source
code used for the fitting process is available in the following
repository.56

We employed seven different Monte Carlo temperatures,
TMC = 0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, and 0.1, during
the fitting process. To avoid biasing the optimization, we initi-
alized the parameter guesses randomly within broad ranges:
Ms∈[104, 106] A m−1, rc∈[5, 30] nm, and σc∈[0.05, 1]rc. The
algorithm was run for 5000 consecutive steps and parameter
swaps between different MC temperatures were attempted
every 200 steps.

Gauss–Newton algorithm

The Gauss–Newton algorithm65 was used to refine the para-
meter set Λ, which was initially determined using the parallel
tempering algorithm. This method iteratively updates the
fitting parameters to minimize the sum of the squared
residuals, which represent the difference between the model
predictions and the experimental values. In our case, since the
cost function to be minimized is defined in eqn (18), the
residuals are given by:

RiðΛÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AðΛ; ξðiÞÞ � AexpðξðiÞÞ
�� ��

AexpðξðiÞÞ

vuut : ð28Þ

During the iterative process, the update of the parameters
is based on the Jacobian matrix of the residuals:

J ij ¼ @RiðΛÞ
@Λj

; ð29Þ

which we calculated numerically in each step using finite
differences. This Jacobian is then used to update the para-
meters according to the following expression:

Λnþ1 ¼ Λn � ðJ`Jþ RÞ�1J`RðΛnÞ; ð30Þ
where R ¼ 10�5I is a regularization matrix introduced to
ensure that J⊤J is invertible. The iterative algorithm con-
tinues until the norm of the residual vector is smaller
than 10−5.

The standard errors of the parameters can be estimated
from the covariance matrix:65

C ¼ τ 2ðJ`Jþ RÞ�1 ð31Þ
where τ2 is the variance of the residuals, computed as:

τ2 ¼ k RðΛÞ k2
Nex � Np

; ð32Þ

with Np being the number of parameters. The standard error
of each parameter Λj is then:

SEðΛjÞ ¼
ffiffiffiffiffiffi
Cjj

p
: ð33Þ

Calculation of the area of distributions
of particles

In the experimental measurements, as well as in all the simu-
lations and adjustments we have made, the particles do not all
have the same size. Instead, they follow a size distribution
with an average size rc and a standard deviation σc, which is
commonly approximated by a log–normal distribution:57

pðx; μ̃; σ̃Þ ¼ 1
xσ̃

ffiffiffiffiffi
2π

p exp �ðln x� μ̃Þ2
2σ̃2

� �
; x > 0; ð34Þ

where the parameters μ̃ and σ̃ are related to the mean and
standard deviation of the distribution as follows:

μ̃ ¼ ln
μ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

μ2 þ σ2
p

 !
; ð35Þ

σ̃ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 1þ σ2

μ2

� �s
: ð36Þ

In this situation, the experimentally measured area
is the sum of the area of each particle’s cycle
A ¼PAi � N Ð

AðrÞpðr; rc; σcÞdr. When calculating the total
area of a particle system using eqn (1), it is important to note
that the area is normalized by m0, which depends on rc.
Therefore, the total area is given by the expression:

Aðrc; σcÞ ¼ Nμ0H0

ð1
0
A˜ðrÞm0ðrÞpðr; rc; σcÞdr ð37Þ

To average and nondimensionalize the area, we divided the
total area by Nμ0H0〈m0〉, where

m0h i ¼ Ms

ð1
0

4
3
πr3pðr; rc; σcÞdr ð38Þ

To obtain the dimensionless average area, we divided eqn
(37) by eqn (38), arriving at:

A˜� 	ðrc; σcÞ ¼
Ð1
0 A˜ðrÞr3pðr; rc σcÞdrÐ1

0 r3pðr; rc σcÞdr
ð39Þ

To calculate this integral, we used the “gsl_integration_qa-
giu” method from the GNU Scientific Library66 in C++. This
method allows the evaluation of integrals over a semi-infinite
space by applying a change of variables that transforms the
integration domain into [0, 1]. After this transformation, an
adaptive algorithm is used to compute the integral with the
desired accuracy.

Numerical simulation of the AC
magnetization cycles

To simulate the hysteresis cycles, we assumed a sufficiently
diluted regime where the magnetic and hydrodynamic inter-
actions between the magnetic nanoparticles (MNPs) are negli-
gible. As a result, we only need to account for the rotational

Paper Nanoscale

12976 | Nanoscale, 2025, 17, 12963–12980 This journal is © The Royal Society of Chemistry 2025

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

9 
A

pr
il 

20
25

. D
ow

nl
oa

de
d 

on
 6

/2
4/

20
25

 5
:5

9:
20

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5nr00602c


motion of the particles, while their translational motion can
be disregarded. The rotational motion is considered within the
overdamped regime, where the torque exerted by the external
magnetic field on particle i, given by TM

i = μ0m0
ium × H(t ), is

balanced by the viscous torque from the surrounding fluid
Ti
vis ¼ �ξrθ̇

i
, along with the stochastic torque arising from

random collisions between the solvent molecules and the
particles.

This approximation is valid because the relaxation time for
rotational inertia, τr = I/ξr ≈ 1 ps (where I is the moment of
inertia of the particles and ξr = 8πηrh3 is the rotational friction
coefficient), is much smaller than the period of the AC cycles,
1/f ≈10–100 μs. The balance of torques leads to the following
equation of motion:

θ̇ ¼ TM

ξr
þ

ffiffiffiffiffiffiffiffiffiffiffi
2kBT
ξr

s
W ð40Þ

where W is a vector of independent Wiener increments con-
sisting of three random components with zero mean and unit
variance. To solve this stochastic differential equation, the
Euler–Maruyama algorithm was employed, as detailed in ref.
67 and further described in ref. 68.

The algorithm was implemented using the GPU-based soft-
ware UAMMD42 simulating the Brownian motion of 105 par-
ticles for each experiment.

A crucial aspect of the simulation is the choice of initial
orientations, as these determine how many cycles are
required for the particles to reach the equilibrium trajectory.
This is especially important when the parameters place the
system in the linear regime, where many cycles (more than
1000 in some cases) may be necessary for the system to reach
the equilibrium cycle starting from a condition where all par-
ticles are either randomly oriented or aligned in the same
direction.

In contrast, when the system is outside the linear regime,
the initial conditions are not as significant, since the equili-
brium trajectory is reached after only a few cycles. For this
reason, whenever possible, we initialized the particles accord-
ing to the orientation distribution expected from the FPE in
the linear regime at t = 0:

Ωð0; cosðθÞÞ ¼ 1
2
þ ω̃h0
2ðω̃2 � 1Þ cosðθÞ ð41Þ

This result is obtained by solving eqn (21), truncating it for
n > 1, such that Ω(t, cos(θ)) = a0 + a1(t )cos(θ). As explained
earlier, we know that a0 = 1/2 and to calculate a1, we propose
the solution a1 = S·sin(ωt ) + C·cos(ωt ), and then the coeffi-
cients S and C were calculated.

It is important to note that when
ω̃h0

2ðω̃2 � 1Þ 	 1=2, eqn (41)

is no longer valid, as it leads to negative probabilities. In such
cases, the particles are initially aligned with the z-axis.

To ensure that the system has reached the equilibrium tra-
jectory, the simulation was run for 500 magnetization cycles.

Magnetic nanoparticles

The MNPs employed in this study are commercial magnetite
nanoflowers (cobalt ferrite, references 123-00-301 and 124-02-
501, respectively, manufactured by Micromod Nanopartikel
GmbH, Germany) with uncoated (plain) and dextran-coated
surfaces functionalized with carboxylic groups.

Experimental methods: AC
magnetometry

AC magnetometry measurements were performed using commer-
cial inductive magnetometers (SENS and ADVANCE AC Hyster™
Series, Nanotech Solutions, Spain) to study the AC magnetization
cycles of suspensions of cobalt ferrite MNPs synthesised by
Micromod. The particle concentration in each suspension was
40 μgFe+Co L−1 and all measurements were conducted at room
temperature (∼25 °C). The magnetization cycles were recorded
three times for each measurement and the average cycle was used
to compute the AC magnetic hysteresis area and its associated
error, which was consistently very small.

Preparation of magnetic suspensions
dispersed in media with different
viscosities

Six suspensions of 100 microliters each were prepared, in
which the commercial magnetite nanoflowers mentioned
above were dispersed in double-distilled water solutions con-
taining varying fractions of glycerol (0, 15, 32, and 45%). The
iron content was maintained at 1 g of Fe and Co per liter in all
viscous suspensions.

Preparation of bioconjugated MNPs

Magnetic nanoparticles (MNPs) were functionalized with a
specific peptide sequence, GST-MEEVF,69 which is recognized
by the engineered TPR domain TPR-MMY70 and used as a
target monovalent analyte. For the bioconjugation of MNP for-
mulations, the carboxylic groups present in the dextran
coating of the particles were utilized.

Before conjugation, these carboxylic groups needed to be
activated. To achieve this, 1 mL of MNPs at a concentration of
2.5 gFe+Co L−1 was incubated for 4 hours at 37 °C with
150 mmol of NHS and 150 mmol of EDC per gram of Fe + Co.
Following activation, the MNP suspension was washed using
centrifugal filters (Amicon Ultra) with a molecular weight cut-
off (MWCO) of 100 kDa.

The activated MNPs were then redispersed in 10 mM
sodium phosphate buffer at pH 7.4 to a final volume of 1 mL,
with the filtration process repeated three times. Once the car-
boxylic groups were activated, the MNPs were incubated over-
night at 37 °C at a concentration of 2.5 gFe+Co L−1 with 100 μL
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of 167 μM GST-MEEVF fusion protein in phosphate buffer
(PB). Finally, the functionalized MNPs were purified by gel fil-
tration through a Sepharose 6 CLB column using PB.
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