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Advancements in DNA-PAINT: applications and
challenges in biological imaging and nanoscale
metrology
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Super-Resolution Microscopy (SRM) has revolutionized bioimaging by breaking the diffraction limit of

light, enabling visualization of structures at the nanometer scale. DNA-PAINT (Point Accumulation for

Imaging in Nanoscale Topography) is a versatile SRM technique that leverages the programmability of

DNA hybridization to achieve high-resolution and multiplexed imaging of molecular targets. This review

examines recent advancements in DNA-PAINT, including improvements in imaging resolution, acquisition

speed, and imager design, which have enhanced its applications in biological imaging and nanoscale

metrology. DNA-PAINT’s unique capacities in programming specific interactions have made it indispens-

able in a range of biological and non-biological settings, from cellular visualization of structure and func-

tion to molecular data storage. Here, we highlight recent advancements in DNA-PAINT and its main prac-

tical challenges, focusing on how persistent optimization drives innovation. Addressing these challenges

continues to drive its expanding role in biological imaging and broader applications across interdisciplinary

fields. This review also highlights the interdependence of DNA-PAINT and other techniques that are fun-

damental to broadening the impact of SRM and shaping the future of biological and biomedical imaging.
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DNA-PAINT advancements have reached a refinement level
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fields. This review focuses on DNA-PAINT’s transformative role
in SRM, particularly on recent advancements that enhance its
precision, versatility, and applicability across multiple disci-
plines. Through ongoing optimization and integration in
diverse fields, DNA-PAINT is advancing cellular and molecular
imaging while also expanding the broader potential of SRM to
meet future demands. Consequently, this technique is becom-
ing more broadly utilized, and its applications are guiding new
advancements in a virtuous cycle that benefits biomedical
imaging and nanoscale metrology.

1. Introduction

SRM provides the ability to observe molecules below the diffr-
action limit of light1 and therefore has revolutionized optical
microscopy.2 SRM encompasses a variety of imaging modalities
that leverage the advantages of different light-path setups to
reveal sub-cellular structures in remarkable detail. This has facili-
tated single-molecule resolution while also maintaining sample
preservation, imaging flexibility, and the target specificity charac-
teristics of optical microscopy. SRM techniques utilize diverse
imaging mechanisms, from optimizing image acquisition to con-
trolling the fluorescent state of emitters. The imaging techniques
that employ widefield, or Total Internal Reflection Fluorescence
(TIRF) excitation, and controlled fluorophore blinking to localize
individual molecules3–6 are defined as Single-Molecule
Localization Microscopy (SMLM).7–9

All SMLM techniques require accurate sub-diffraction local-
ization of individual emitters and include methods such as
Photoactivation Localization Microscopy (PALM),10,11

Stochastic Optical Reconstruction Microscopy (STORM),12,13

and PAINT.14 The optical image of an ideal point emitter can
be represented by its Point Spread Function (PSF). If the PSF of
individual emitters does not overlap, their location can be pre-
cisely determined with nanometer accuracy. To avoid the
overlap, spatially dense emitters are temporally spread out to
be sparse within any given time window. This is achieved by

allowing individual emitters to “blink” so that only a subset of
them fluoresce at any given time, enabling the spatial infor-
mation to be preserved based on the Nyquist criterion.15,16 By
allowing emitters to switch between the OFF (dark) and ON
(bright) state stochastically, all binding emitters are observa-
ble, given sufficient sampling time.

In PAINT, the emitters do not switch fluorescent states, and
the signal ON/OFF cycle is contingent on the alternating of
their free diffusion state and their bound state to the target,14

rather than induced or modulated photoswitching17–19 (e.g.
PALM and STORM). This allows a sparse subset of the targets
to be activated and imaged per frame, enabling high-resolu-
tion reconstruction from individual localized events and effec-
tively diluting spatial density over time.

DNA-PAINT is the most widely adopted PAINT method, uti-
lizing the unique programmability of DNA to precisely control
imager binding to target molecules.20–23 It typically employs a
TIRF optical configuration to excite the molecules within the
first hundred nanometers above the surface,24,25 thereby mini-
mizing background fluorescence from the pool of fluorescent
imagers (emitters) and improving the signal-to-noise ratio
(SNR)26 (Fig. 1a).

DNA-PAINT creates fluorophore “blinking” through the
transient hybridization between complementary single-
stranded DNA (ssDNA) oligonucleotides. The “imager” strand
is labelled with a fluorophore and diffuses freely in solution,
while its complementary “docking” strand is attached to the
target. Upon binding, the imager strand generates a localized
fluorescent signal. Once unbound, its fast diffusion blurs it
into the background. The bright time (τb), or ON time, rep-
resents the duration of imager binding, whereas the dark time
(τd), or OFF time, indicates the interval between two binding
events at the same site (Fig. 1b).

The programmability of the imager-docking DNA hybridiz-
ation is one main advantage of DNA-PAINT, enabling precise
control over target specificity and allowing more advanced
multiplexing than other SMLM approaches. Consequently, it
has a variety of in vitro and in situ applications, paving the way
for performance improvements. These advancements have
facilitated the broader integration of DNA-PAINT across many
interdisciplinary fields, refining fundamental elements of the
technique and driving innovation in bioimaging and nano-
scale metrology.

Nanoscale metrology is defined here as the science of
measurement at the nanoscale with the goal of characterizing
nanomaterials with high precision. This is often challenging
when using biomaterials like DNA, as their nanoscale inter-
actions are difficult to control and measure in standard ways.
The advancements in DNA-PAINT resolution, speed, and mul-
tiplexing have reached a level of precision that has enabled its
use in applications well beyond bioimaging. Examples of
DNA-PAINT usage in nano-metrology applications alone, while
certainly fewer than in bioimaging applications, have
increased in recent years.27

This review focuses on the recent advancements and main
challenges of DNA-PAINT and how its refinement via appli-
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cation drives innovations in biological and nanoscale
metrology.

2. DNA-PAINT advancements

DNA-PAINT has quickly gained interest as an accessible super-
resolution imaging technique. However, in its early days, it
was limited by slow image acquisitions (up to several hours),
challenges in imaging densely labelled targets, and a lack of
multi-target detection. Since then, significant efforts have
improved its resolution, speed, and multiplexing capability.

2.1. Resolution

In DNA-PAINT, spatial resolution is determined by the precise
localization of individual emitters. Each fluorescent spot is
typically fitted to a 2D Gaussian to determine its position,
where the final image is reconstructed from all localization
events and the final resolution depends on both localization
density and localization precision.29–32 Localization precision
is often estimated using the Full Width at Half Maximum
(FWHM) of the localization error distribution or the nearest
neighbour distribution around a single target.33

Challenges arise in regions with high docking strand
density, where the distance between docking sites may be

smaller than the achievable localization precision.34 To accu-
rately resolve individual docking strands in such environ-
ments, three key conditions must be met: (1) high photon
count per binding event to minimize localization uncertainty,
(2) a high number of binding events per localization site to
improve statistical confidence, and (3) shorter blinking cycles
to reduce temporal overlap of localizations.35 These conditions
enhance localization precision, improve SNR, and reduce
imaging artifacts due to falsely localized background
noise.35,36

Precision and accuracy are distinct factors in localization.
Precision refers to the standard deviation of errors in esti-
mated coordinates, while accuracy measures how close the
estimated coordinates are to the true position.3 DNA-PAINT
resolution ultimately depends on the interplay between these
two factors (Fig. 1c).

The primary constraint on localization precision is photon
count per binding event where more photons reduce localiz-
ation uncertainty and improve precision.35 Factors such as
background noise, SNR, camera pixel size, and PSF shape can
further influence precision by affecting the error rate of localiz-
ation algorithms.3

The overall resolution of an SMLM image is determined by
both localization density and precision. According to the
Nyquist sampling criterion, resolving finer features requires

Fig. 1 Principles of DNA-PAINT binding cycle, and resolution. (a) Schematic of TIRF-based DNA-PAINT on a DNA origami substrate. (b) Schematic
of the on/off cycles of the transient binding of imager to docking strand and their bright (τb) and dark (τd) time. (c) Schematic showing three cases of
different localization precision and accuracy. Low accuracy can be caused by offset of imager fluorophore from the actual target location. Precision
is related to the photon flux from the imager fluorophore. (d) Relationship between localization density, localization precision and the overall achiev-
able resolution, following the 5× Nyquist criterion.28
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higher localization density (5× Nyquist sampling).28 This
concept can be illustrated using the analogy of a tree decorated
with lights: if the lights are sparse, the tree’s structure remains
unresolved; as the density of lights increases, finer details
emerge. However, resolution ultimately remains limited by
localization precision; features smaller than this limit cannot
be resolved, no matter how densely they are labelled (Fig. 1d).

DNA-PAINT resolution can be easily improved by using
imaging methodologies from other SRM techniques. One
example is its combination with MINimal photon FLUXes
(MINFLUX) technology.37 MINFLUX localizes a single fluoro-
phore with nanometer precision by using a doughnut-shaped
excitation beam to probe its position. The beam is initially
positioned at multiple points around the fluorophore within a
defined probing area, and photon flux is recorded at each
location. Based on the flux pattern, the beam is iteratively
repositioned to refine the fluorophore’s location while pro-
gressively reducing the probing area. This process minimizes
photon flux at the fluorophore’s position, ultimately achieving
approximately 1 nm resolution.38,39

More recently, the integration of advanced computational
processing in DNA-PAINT has allowed researchers to improve
resolution by using the sequential imaging of multiple localiz-
ations of a single target. By utilizing a DNA barcoding method
with orthogonal sequences and performing sequential acqui-
sitions, docking strands separated by just a few angstroms
have been resolved40 (see section 3.2). This sets DNA-PAINT’s
achievable resolution at the highest mark as compared to any
other fluorescence microscopy approach. This exceptional
resolution opens the possibility for DNA-PAINT applications in
research fields where sub-nm resolution is required but was
previously unachievable with fluorescence imaging.

2.2. Speed

The speed of DNA-PAINT imaging is governed by the time
required to accumulate sufficient localization events for a
given localization density, which in turn affects the overall
resolution (Fig. 1d). This speed is inherently limited by the
kinetics of imager-docking hybridization. The average duration
of the imager’s bright and dark states determines the total
length of the blinking cycle (OFF/ON/OFF) (Fig. 1b) and sets
the optimal imaging frame rate. To maximize signal collection,

the frame rate should be slow enough to capture sufficient
photons per binding event but fast enough to minimize the
likelihood of recording multiple binding events at the same
localization site (Fig. 2). In general, longer τb improve localiz-
ation precision, while shorter τd accelerate image acquisition.
Therefore, for high-precision and high-speed imaging, τb
should be long enough for sufficient photon collection, while
τd should remain as short as possible without creating too
many overlap events41 (Fig. 2).

Tuning blinking kinetics enables further control over
imaging speed. The bright time is primarily dictated by the
stability of the imager-docking duplex, which can be adjusted by
modifying the imager sequence. Longer DNA sequences stabil-
ize hybridization, reducing the dissociation rate (koff = 1/τb).
Generally, an 8–10 nucleotide (nt) imager exhibits a τb ranging
from 0.3 to 10 seconds, depending on its cytosine–guanine (CG)
content.41,42 In contrast, the dark time is dependent on the con-
centration of the imager (Ci) and on rate (τd = (Ci kon)

−1).
Increasing the imager concentration shortens τd, accelerating
the binding cycle and enhancing acquisition speed.42

Buffer composition plays a critical role in modulating
binding kinetics and has been extensively optimized since
DNA-PAINT’s inception.22,43 Researchers have analyzed the
influence of buffer salinity on imager-docking kinetics, identi-
fying optimal buffer compositions that enhance the blinking
cycle performance and improve the acquisition speed.42

Another effective modification involves using low concen-
trations of ethylene carbonate, which accelerates duplex de-
hybridization by enhancing the solubility of hydrophobic DNA
bases.44 While ethylene carbonate reduces τb, it does not sig-
nificantly alter hybridization efficiency, making it a valuable
tool for tuning the koff for faster imaging speed.

Imager design modifications are not solely restricted to
sequence length; the association rate of the imager can also be
enhanced by employing specific proteins as molecular car-
riers.45 This protein-assisted delivery can effectively increase
the binding rate in particular biological environments.
However, it is essential to consider the size of the imager when
linked to the protein, as steric hindrance might impede
imaging in densely packed docking strand environments.

Furthermore, the imager can be engineered to incorporate
Förster Resonance Energy Transfer (FRET) between two fluoro-

Fig. 2 Principles of DNA-PAINT speed. Representation of the interdependence between kon and koff to create high event rate while avoiding signal
overlap towards faster DNA-PAINT speed.
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phores. This implementation increases acquisition speed due
to significant background suppression, as well as the
enhanced photobleaching effect on the acceptor dye.46 The
background reduction using fluorogenic imagers ultimately
contributes towards a higher imaging speed by enabling short
bright times without the risk of capturing non-specific adsorp-
tion of diffusing imager strands47 (see section 3.3.2). It also
further enables deeper imaging and illumination volume.

Lastly, modifications to the docking strand design also con-
tribute to faster imaging. Concatenating repeated binding
motifs along the docking sequence increases binding fre-
quency, reducing τd and enabling faster acquisition. This
approach allows imaging at lower imager concentrations,
further improving the SNR while maintaining efficient binding
kinetics.48 While imaging speed has historically been
DNA-PAINT’s main weakness, these improvements have led to
practical imaging times, reinforcing the value of DNA-PAINT
in cell imaging and supporting better performance achievable
in live-cell imaging.

2.3. Multiplexing

The ability to detect multiple distinct target molecules within
the same sample remains a key advantage of DNA-PAINT. To
this end, researchers have developed a variety of approaches
for multiplexed detection using DNA-PAINT (Fig. 3).

Employing spectrally distinct fluorophores linked to
specific imager strands with orthogonal sequences is one
straightforward way to introduce multiplexing (Fig. 3a). The
detection of different targets relies on recording various emis-
sion wavelengths from the same sample, however this spectral
multiplexing is limited by the overlapping emission spectra of
the fluorophores, which restricts the number of distinguish-
able dyes that can be used within the visible range.49

Implementing multiple colour detection channels can be
costly and may necessitate the selection of fluorophores with
suboptimal photophysical properties, such as brightness and
quantum efficiency. As a result single-colour detection is often
preferred.

A second strategy to address the limitation generated by
overlapping spectra is to introduce orthogonal imager strands
in a sequential mode, allowing for the detection of distinct
targets with a single fluorophore (Fig. 3b). In this approach,
termed Exchange-PAINT, washing steps are performed each
time a new imager strand is introduced to detect a different
target on the sample. This method has demonstrated the capa-
bility to detect multiple cell organelles in a single overlaid
image generated from sequential acquisitions.50–52

The fundamental concept underlying this technique is that
imager strands bind to target molecules proportionally to the
number of docking strands attached to them, demonstrating
how DNA-PAINT can be used quantitatively.53,54 The ability to
count molecules through the binding frequency of imager and
docking strands forms the basis of analysing kinetic
equilibrium.

Researchers have extensively analysed the transient binding
characteristics of imager strands to enhance multiplexing by
modulating their kinetics (Fig. 3c). One approach to achieve
modulation is by modifying the imager-docking strand
sequence design. Target molecules can be labelled with
docking strands that feature specific repetitions of binding
domains complementary to the imager strands. The combi-
nation of different domain lengths creates numerous possibili-
ties for optimization. This “barcoding” technique has been
widely explored by researchers to improve multiplexing
efficiency.51 Depending on the number of repetitions and their
lengths, the binding frequency can be engineered to create

Fig. 3 Principles of DNA-PAINT multiplexing. Schematic representation of (a) spectral, (b) sequential and (c) kinetic multiplexing principle. In
general, spectral multiplexing is based on different emitter excitation wavelengths; sequential multiplexing is enabled by replacing the imager
between imaging cycles; kinetic multiplexing relies on distinct binding frequencies between different imager strands.
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kinetic barcoding, which permits the detection of up to 124
different frequencies, each assigned a specific colour in the
final image.55

Variations of this kinetic barcoding concept have equipped
researchers with additional tools to optimize multiplexing,
speed, and SNR in DNA-PAINT. For instance, binding domains
can have overlapping sequences to fine-tune their kinetics,
enhancing both multiplexing and speed.48 Alternatively,
sequence mismatches can be introduced between imager and
docking strands to enhance their binding kinetics.56

In addition to sequence modifications, the structural
design of imager-docking strands can be refined. As an
example, coupling imager strands with a quencher–fluoro-
phore pair can enhance fluorescent emission,56 while domain
repeats on the docking strands can be utilized to improve
binding specificity.57 Both strategies have been shown to
reduce the fluorescent background from free imager strands,
thereby optimizing the SNR for more effective sampling.

Recently, researchers developed two distinct methods to
achieve virtually unlimited multiplexing capabilities for single
protein imaging. While using different multiplexing strategies,
these methods commonly take advantage of a secondary label-
ling of the primary docking strand attached to the target. In
this case, the imager does not bind directly to the docking
strand but instead hybridizes to an additionally supplied DNA
strand, enabling an extra molecular level for barcoding.

The first method, called Secondary label-based Unlimited
Multiplexed PAINT (SUM-PAINT), uses a DNA strand comp-
lementary to the docking strand as secondary label.58 This
strand carries a toehold sequence for signal extinction and a
sequence complementary to the imager. The possibility of
removing this secondary label (by strand displacement and/or
blocking) enables the implementation of sequential rounds of
barcoding. In each round, six speed-optimized sequences are
used as imagers, allowing a six-step Exchange-PAINT readout
per barcoding round. Using SUM-PAINT, researchers have
been able to image 30 proteins at single-molecule level unveil-
ing distinct heterogeneity in neuronal synapses.58

In the second method, known as Fluorogenic Labelling in
conjunction with Adapter-mediated Switching for High-
throughput DNA-PAINT (FLASH-PAINT), the secondary label
strand is not removed by strand displacement and so does not
carry a toehold sequence.59 Instead this so called “transient
adapter” (that, similarly to SUM-PAINT, binds the primary
docking strand) is removed by the addition of an “eraser”
strand between imaging rounds. The eraser strand carries a
higher affinity than the docking strand, hence enabling the
sequestering of the transient adapter from the target. In this
way, another unique adapter sequence can be added for the
detection of the next target in the following imaging round.
The use of transient adapters and eraser strands allows rapid
and efficient switching between secondary label strands using
the same imager sequence, avoiding the need for Exchange-
PAINT’s time-consuming washing steps.59 In general, using
DNA secondary label strands is very promising for high-
throughput single-molecule multiplexing DNA-PAINT imaging,

especially for cell environments, but it does expose the
different DNA strands to crosstalk and non-specific binding.

3. Challenges and applications

Thanks to its multiplexing potential and the programmability
of its transient binding equilibrium, DNA-PAINT has been suc-
cessfully applied in both biological and non-biological
environments without compromising resolution. Advances in
DNA-PAINT have been demonstrated through various
approaches aimed at exploring its achievable limits as well as
enhancing its practical applications. This interdependence
between advancements in the technique and its broadening appli-
cations has created an ideal environment for inspiring new appli-
cations, made possible by the recent imaging achievements.

Reaching this stage of development is rare for an imaging
technique and has largely been facilitated by the exceptional
programmability of DNA nanotechnology. Many DNA-PAINT
studies specifically rely on DNA nanodevices to test and show-
case their applicability. In the following sections, we review a
selection of key studies that highlight the advancements of
DNA-PAINT in both biological and non-biological environ-
ments. To better understand the impact of these advance-
ments, this review also illustrates the main imaging challenges
relative to both environments (Table 1).

3.1. General challenges

Fundamental challenges inherent to the technique are closely
tied to imager design and data acquisition conditions. The
relative simplicity of DNA origami platforms is often utilized
by researchers to address these main constraints before pro-
gressing to more complex cellular environments, providing a
valuable step for assessing DNA-PAINT performance.

3.1.1. Imager design. The transient binding between
imager and docking strands significantly influences key factors
such as the number of photons per localization, imager speci-
ficity, and kinetics, all of which are related to the design of the
involved DNA oligonucleotides. Consequently the design of the
imager plays a critical role in determining essential imaging
conditions and can either limit or enhance performance.

The number of photons collected during a single binding
event directly affects localization precision and is dependent
on the imager’s τb. An imager strand with a short τb will not
yield enough photons for adequate localization precision,
thereby impairing image resolution. Issues like this arise from
DNA sequence designs that result in imagers with weak hybridiz-
ation stability. Typically, short hybridization domain sequences
and non-optimized DNA base compositions lead to weak and
consequently short binding times. Any strategy that improves the
stability of the imager strand’s bound state will enhance τb,
allowing for the collection of an adequate number of photons.
Conversely, excessively long bright times caused by elongated
imager strand sequences can also complicate imaging, as they
prevent sufficiently rapid binding rates lead to slow acquisition
times. Maintaining an appropriate range of association and dis-
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sociation rates is vital for the success of DNA-PAINT imaging.22,35

Although these ranges are not narrow, they do somewhat con-
strain the design possibilities for imager and docking strands.

Another fundamental challenge related to imager design is
the potential overlap of captured PSFs of binding events. This
overlap commonly occurs when two or more PSFs from adja-
cent localization spots are recorded simultaneously, making
them temporally inseparable. This phenomenon is typical in
high-density regions of docking strands or when utilizing fast-
kinetic imagers for accelerated imaging. During image recon-

struction, PSF overlap can lead to inaccurate localization deter-
minations between adjacent molecules and contribute to artifi-
cial blurring.34,62 While this effect can be mitigated by filtering
out mismatched PSFs and utilizing multi-emitter fitting algor-
ithms that accommodate multiple PSFs, completely avoiding
overlap remains challenging and poses a fundamental
difficulty in high-density hybridization domains.

3.1.2. Image acquisition. The acquisition time in
DNA-PAINT is primarily determined by the minimum number
of localizations required to accurately sample all target mole-

Table 1 Summary table of the main challenges and limitations in DNA-PAINT imaging

Imaging challenge Conditioning factors Main limitation Compensation strategy

General
challenges

Insufficient number of
photons collected per
binding event

Short bright time due to a weak
imager-docking binding

Poor localization precision
and consequent imaging
blurry

-Increase binding stability and
so, the bright time by using:
• Long binding domain
• Stronger secondary structure
• Stronger chemical
composition (LNA, BNA, etc.)

Overlapping PSFs Adjacent sites binding events are
recorded simultaneously

Artificial blurry in dense
array

-Filtering out not matching PSFs
-Use “multi-emitter” algorithms

Imager photobleaching Photochemical alteration of the dye
(accelerated by oxygen in solution)

Decreasing of the number of
photons per event over time
and so, of the localization
precision

-Implement an enzymatic
oxygen-scavenging system in the
imaging solution

Sample drift Sample spatial adjustment over time
relative to the objective

Ambient thermal
fluctuations

-Increase equilibration time
-Addition of fiducial markers
-Implement real-time drift
adjustment system

Poor strand
incorporation in DNA
nanostructures

Weak incorporation design on
specific spots

High number of false
negative sites

-Reinforce DNA nanostructure
design by optimizing length,
position, and composition of
the docking strand

Off-target/false
localizations

Imagers non-specific adsorption,
confined diffusion within
illumination volume, or unbound
imagers localizations from fast
imaging.

High number of false
positives sites

-Implement fluorogenic imager
designs
-Surface passivation

Biological
environment
challenges

Linkage error High steric hindrance of the target’s
label linkage moiety

Biased resolution especially
in dense target
environments

-Reduce the steric hindrance of
the label and optimize its
affinity by using:
• Nanobodies
• SOMAmers
• Affimer
• Small peptide labels
• Peptide-binding proteins

Imager diffusion in the
dense cell environment

Non-specific binding of imager to
cellular DNA/RNA

High number of false
positives and slow
acquisition time

-Increase the DNA hybridization
specificity by using:
• Longer binding sequence
• Left-DNA (L-DNA)
• Chemical composition

Enzymatic degradation
of the imager

Low number of binding events per
target localization

Poor resolution -Increase the enzymatic
resistance by changing the
chemical composition (LNA,
BNA)

Laser phototoxicity Over production of reactive oxygen
species

Cell morphology and
physiology artificial changes

-Reduce laser intensity

Dynamicity of the live
cell environment

Active target drift over time Poor localization precision
and consequent blurry

-Use fixed cells where possible
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cules. This process typically takes minutes to hours. During
this time, sample drift relative to the objective position is an
inevitable constraint. Drift is mainly caused by spatial adjust-
ments in the sample due to ambient temperature fluctu-
ation.63 This issue is particularly common if the laser micro-
scope setup has not been allowed to equilibrate for a few
hours before acquisition. If sample drift is not corrected, the
reconstruction of a target molecule’s position across the
sequence of images will appear blurred and smeared in the
direction of the drift.

Introducing nanoparticles that remain fluorescent through-
out the acquisition period, serving as fiducial markers,
addresses this problem. These markers allow the drift to be
calculated across frames and subsequently subtracted during
image reconstruction. Drift correction can also be achieved
through cross-correlation of localizations between consecutive
image frames, using common image post-processing
software.63,64 While sample drift can be effectively corrected
computationally, the best results are obtained when drift is
also corrected through active, real-time adjustments of the
microscope stage position.65,66 This is accomplished by track-
ing fiducial markers in the camera’s field of view with software
connected to a closed-loop system, which drives piezo-electric
actuators to finely adjust the stage position in the x and y
directions.

Another challenge, particularly during long acquisition
times, is photobleaching of the fluorophores attached to the
imagers. While the TIRF optical setup significantly reduces
photobleaching by concentrating illumination on a depth of
only a few hundred nanometres, photobleaching of molecules
in solution remains a concern.67 As the finite number of
imagers in the solution diffuse toward the illuminated surface,
the risk of photobleaching increases. When no fresh imagers
remain, photobleaching leads to a decline in localization
events over time, which limits localization precision in sub-
sequent image frames. High laser power and prolonged acqui-
sition times exacerbate this effect.68 Since oxygen in the solu-
tion accelerates photobleaching, incorporating an enzymatic
oxygen-scavenging system in the imaging buffer can help miti-
gate this problem. Several effective oxygen-scavenging mixtures
have been identified that enhance the photostability of the
dye, allowing for longer acquisition times.69 Although these
measures assist in combating photobleaching, they do not
eliminate the effect entirely, so minimizing laser power should
also be considered during extended acquisitions.70

When using DNA origami to benchmark DNA-PAINT per-
formance, researchers must also carefully consider the rate of
strand incorporation into the platform. Docking strands are
DNA sequences that are only partially hybridized to the main
structure, leaving their exposed binding domains available to
the imager. The exposed portions and incomplete hybridiz-
ation make them susceptible to incorporation failures during
the assembly process and may result in structurally weaker
spots prone to damage.71,72 The incorporation rate and accessi-
bility of the docking strands are influenced by several factors,
including the design of the DNA origami, their position within

the grid, and their length.73 A low incorporation rate of
docking strands can lead to false negatives, which may bias
single and multiplex detection. Increasing the concentration
of strands during the assembly process can enhance their
incorporation rate.71 Additionally, analysing and addressing
potential weak points in the nanostructure design can improve
incorporation efficiency and increase accessibility for the
imager, thereby resolving issues of ineffective site detection.

3.2. Imaging DNA nanostructures

DNA-PAINT imaging in cellular environments presents chal-
lenges due to their dense and dynamic nature, which interfere
with the diffusion of imaging strands and their targeting
efficiency. Consequently, the limits of the technique are vali-
dated on DNA nanostructure devices before being tested in
biological conditions.

Among the most used platforms are 2D and 3D DNA
origami,74 which offer high addressability and programmabi-
lity, allowing for the precise arrangement of docking strands
in nanometer-scale patterns (Fig. 4a). These artificial nano-
structures are essential for benchmarking different designs of
imagers and testing their peak performance before further
evaluation. Recently, utilizing a DNA barcoding method with
orthogonal sequences and performing sequential acquisitions,
researchers were able to resolve two docking strands that were
placed just 1 base pair (bp) apart thanks to the programmabi-
lity of a DNA origami platform40 (Fig. 4b).

Rectangular DNA origami platforms are deposited onto a
surface using protein surface passivation (e.g. biotin/streptavi-
din) or cationic buffer solution to ensure adhesion. This fixed
position enables effective imaging while the sample is flushed
with solutions to introduce imager strands or wash away
excess molecules. This approach has been instrumental in
benchmarking key DNA-PAINT optimization achievements,
including imaging in dense array patterns and enhancing
resolution through imager strand sequence design
optimization.35,42 DNA origami 2D platforms have also been
valuable for benchmarking multiplexing capabilities and
quantifying the transient binding dynamics between docking
and imager strands.48,53,57 New docking strands can be modi-
fied in length, position, and sequence, allowing for easy substi-
tution into the DNA origami platform without the need to
redesign the structure. This flexibility is particularly advan-
tageous for testing various sequences and patterns to deter-
mine optimal configurations for specific biomolecular targets.

Additionally, the versatility of the DNA origami technique
in 3D scaffolding has been successfully utilized to analyse
DNA-PAINT’s ability to capture signals along the z-axis,
enabling 3D imaging. This is accomplished by using a cylindri-
cal lens that introduces astigmatism into the emission beam
path of the optical setup.50 Several types of 3D DNA structures
can be generated to mimic the shapes of biological molecules
of interest, facilitating the testing of 3D DNA-PAINT advance-
ments prior to application in biological settings. For example,
cylindrical structures can be designed to replicate the diameter
of Nuclear Pore Complexes (NPCs) (Fig. 4c) or to precisely
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quantify imagers cross-reactivity (Fig. 4f). Moreover, parallele-
piped structures (Fig. 4d) can mimic the thickness and length
of microtubules while precisely positioning docking strands at
specific distances from the surface.50,54,56,75 3D structures can

be also used to tune the position and density of docking
strands along the z-axis. This is crucial for optimizing pro-
perties such as binding frequency and maximum achievable
resolution. Although various 3D structures can be employed to

Fig. 4 DNA-PAINT advancements and applications of DNA nanostructures imaging. (a) 2D DNA origami structures are exceptional tools to test
DNA-PAINT resolution enabling the dockings strands positioning in dense arrays (adapted from Schueder et al.42 with permission from Springer
Nature, copyright 2019), (b) with a possible precision of 1 base pair (bp) (adapted from Reinhardt et al.40 via Creative Commons CC BY 4.0 licence).
(c and d) 3D DNA origami structures can mimic cellular components (nuclear pore complex and microtubule respectively) shape and size to opti-
mize DNA-PAINT performance before imaging in cells (adapted from Chung et al.56 and Jungmann et al.50 with permissions from Springer Nature,
copyright 2014, and 2022). (e) DNA-PAINT imaging on DNA origami platforms enables innovative application in DNA data storage (adapted from
Dickinson et al.60 via Creative Commons CC BY 4.0 licence). (f ) The use of DNA origami nanotubes can help to analyse the stochiometric quantifi-
cation of tightly positioned targets (adapted from Baker et al.54 with permission from the Royal Society of Chemistry). (g) DNA-PAINT imaging on 3D
DNA wireframe structures additionally promotes application in DNA origami data cryptography (adapted from Wisna et al.61 via Creative Commons
CC-BY-NC-ND 4.0 licence).
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evaluate the performance of 3D DNA-PAINT,75,76 the use of 3D
DNA origami offers additional customization and functionali-
zation potential.

The use of DNA origami structures to analyse and assess
DNA-PAINT imaging performance has proven to be highly
effective and relatively straightforward to implement. As
demand has increased, the DNA nanostructures themselves
have undergone refinements in design, shape, and docking
array incorporation. This continuous optimization has elevated
DNA origami as a key player in the field, as demonstrated by
the meticulous attention given to perfecting their
components.41,71

The exploration of DNA origami structures in relation to
DNA-PAINT has provided the research community with a
powerful, ready-to-use tool for nanoscale imaging. This devel-
opment has also spurred innovative applications beyond tra-
ditional biological settings.77,78 For instance, 2D DNA origami
platforms have successfully facilitated the prototyping of mole-
cular data storage technologies, nanoscale metrology, and
encryption for molecular cryptography36,60,61 (Fig. 4e). These
DNA origami rectangles serve as efficient tools to translate ON
and OFF signal localization sites into “1” and “0” digital bits,
offering robust combinatorial platforms for encoding
algorithms.36,60 Moreover, the use of 3D DNA wireframe struc-
tures can facilitate the signal readout in DNA data cryptogra-
phy applications (Fig. 4g). The advances achieved by optimiz-
ing DNA-PAINT performance for biological environments have,
at the same time, promoted innovation in nanoscale metrology
applications.

3.3. Biological environment challenges

The application of DNA-PAINT in biological settings encoun-
ters significant challenges due to its complex and dense
nature. Imaging molecules deep within thick samples or
tissues is particularly difficult using a TIRF optical setup,
which effectively precludes the application of DNA-PAINT to
more complex biological systems. Consequently, DNA-PAINT’s
focus has largely remained at the cellular level. One of the
primary challenges in cell imaging is the specific labeling of
target molecules, which is complicated by high molecular
density and typically lower achievable resolution compared to
imaging DNA nanostructures.

3.3.1. Target labelling. In cellular environments, the speci-
ficity of target labelling primarily depends on the linkage of
the docking strand to the molecule of interest. This linkage
can present various challenges based on the strategy
employed. The standard method for specifically labelling
target molecules involves covalently conjugating the docking
strand to antibodies. The wide availability of primary anti-
bodies, many of which are specific to mammalian proteins,
makes them useful for achieving specificity and multiplexing.
However, the distance between the fluorophore and the actual
target is increased due to its linkage, resulting in a “linkage
error”. Introducing substantial linkage error can bias resolu-
tion and impede imaging in densely populated environments.
Additionally, chemical modifications using linkers on primary

antibodies can complicate the process and may lead to
reduced binding affinity.79 One way to mitigate these chal-
lenges is to link the docking strand to secondary antibodies,
which, due to their polyclonal nature, are generally less sus-
ceptible to binding affinity loss. Using primary-secondary anti-
body labelling can facilitate the labelling of multiple targets
with a single construct, although this approach comes with
trade-offs. Given that the size of antibody molecules is approxi-
mately 10 nm, the linkage error associated with primary-sec-
ondary antibody labels can reach around 20 nm, translating to
a resolution of about 40 nm, compared to roughly 10 nm with
primary antibodies alone.80,81 This inherent bias in imaging
resolution should be considered if high-resolution imaging is
not the primary objective of the study.

To address the limitations imposed by steric hindrance,
alternative strategies have been developed for labelling target
molecules in cellular environments. For example, nanobodies,
which are derived by cleaving the constant regions from anti-
body molecules, are substantially smaller than full antibodies,
thereby minimizing steric hindrance. Their use reduces the
linkage error and allows for approximately 8–10 nm localiz-
ation precision. However, their affinity for endogenous pro-
teins is often limited, typically necessitating that target mole-
cules be genetically modified to include epitopes recognizable
by the nanobodies.82,83

Another strategy to maintain a small label size while avoid-
ing the need for genetic modification involves using modified
aptamers and small peptides. Slow-Off-rate Modified Aptamers
(SOMAmers) are designed to mimic antibody epitopes and can
be extended with a docking strand, demonstrating DNA-PAINT
imaging resolution less than 8 nm.84 Affimers are small pep-
tides that have been screened for high target affinity, stability,
and small size.85 Their coupling with a docking strand enables
imaging of actin fibres with an 18 nm resolution.86 Although
these modified aptamers and small peptide labels simplify
chemical construction, their implementation across a broad
range of targets may require extensive screening processes to
identify suitable imagers for specific target molecules.

Existing peptide-binding proteins can assist in overcoming
this screening challenge, though they may also necessitate
genetically modified tags to ensure adequate specificity.80,87

Ultimately, the selection of the most appropriate labelling
strategy for DNA-PAINT imaging in cellular environments
depends significantly on the researchers’ expertise and the
specific objectives of the study.

3.3.2. Cell environment. Additional challenges presented
by the cellular environment must be considered when plan-
ning DNA-PAINT imaging characterization. High densities of
molecules within a cell can affect the diffusion of the imager
toward specific target areas. This situation generally influences
the imaging time and the number of imagers that effectively
reach the target. One significant complication during
diffusion is the non-specific binding of the imager; short
sequences of DNA imager strands can hybridize with multiple
complementary binding sites in the cellular DNA and RNA,
leading to a high number of false positive localizations. This,
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in turn, increases background levels and reduces achievable
resolution.88 Recent modifications to the imager strand
sequence, such as the use of left-handed DNA (L-DNA), may
help mitigate this issue by preventing hybridization with
natural forms of DNA.89 Targeting is especially challenging in
living cells, where sequestration by active vesicles can further
hinder the ability of the imager to reach its target.
Additionally, degradation by DNA nucleases presents another
hurdle in live-cell imaging. Chemically modified Locked
Nucleic Acid (LNA) analogues, such as Bridged Nucleic Acid
(BNA), have been utilized in DNA-PAINT imaging to provide
nuclease resistance;36,90,91 however, more complete evaluation
of their impact on DNA-PAINT performance during cell
imaging is still needed.

Moreover, in live cell environments the laser phototoxicity
damage phenomenon can alter cell morphology, inducing arti-
ficial physiology changes that can lead to misinterpretation of
the imaging results. The main mechanism of phototoxicity is
the generation of Reactive Oxygen Species (ROS) of which over-
production can affect cell compartments and molecular
targets. The amount of generated ROS species depends on
exposure duration and laser intensity. For this reason, in appli-
cations where reducing phototoxicity is paramount, fluoro-
genic imager designs can be used as a solution as they allow
the use of minimal laser power.47,56,92 In live cells, the con-
stant variation of their content represents an imaging chal-
lenge as well. The dynamic nature of cellular trafficking and
the rearrangement of cytoskeletal proteins pose significant
challenges, particularly when long acquisition times are
required.93,94

As a result of these challenges, DNA-PAINT imaging in bio-
logical environments tends to yield lower resolution compared
to imaging in non-biological settings. While the use of nano-
bodies and SOMAmers has achieved FWHM values of approxi-
mately 8 nm in fixed cell,84 the majority of cell imaging
studies report values ranging from 10 to 30 nm. Although
these values are promising for DNA-PAINT in cellular contexts,
they are easily surpassed by the achievable sub-5 nm resolu-
tion when imaging on DNA origami platforms.

3.4. Imaging biological structures

Numerous advancements in DNA-PAINT have enhanced its
performance in terms of speed, multiplexing, and resolution.
However, achieving these performances in biological samples
is challenging due to complex and dynamic environments.
Consequently new findings have primarily been tested and
applied in fixed cells, where conditions are more controllable.
The cell cytoskeleton, microtubules, mitochondria, and NPCs
are among the most imaged cellular structures.87 Fixing cells
allows these organelles to remain stable throughout the
required acquisition time, ensuring optimal performance
while the cell membrane’s permeability facilitates the arrival
of imagers to their targets.88 Recent advancements in
DNA-PAINT have also reduced acquisition times, making them
compatible with live-cell imaging.98–100

As mentioned, one practical method for targeting subcellu-
lar components is to link the DNA imager strand to primary-
secondary antibody pairs, which provide tagging specificity
and variability. This established method is applicable to a
variety of targets, including membrane receptor single
synapses95,101 and intracellular organelles50,52,80 (Fig. 5a).
However, the linkage error (see section 3.3.1) and consequent
high steric hindrance from antibodies can limit the achievable
labeling density in dense cellular environments.79 To overcome
this limitation, single domain antibodies (or nanobodies) have
been successfully employed to label targets in various subcel-
lular organelles at approximately 20 nm resolution83,102

(Fig. 5b). Furthermore, the cyclic exchange of imager strands
and washing solutions, facilitated by Exchange-PAINT, allows
for the creation of informative overlaid images with nanoscale
resolution of multiplexed targets.50,52,103

The trend toward smaller and simpler imagers without
compromising labeling specificity has propelled DNA-PAINT
cell imaging approaches that offer high labeling capacity and
remarkable resolution. Notable examples include the conju-
gation of imager strands to natural small proteins82,86

(Affimers), and modified aptamers (SOMAmers)84 (Fig. 5c).
The small size of these labels (7–30 kDa), combined with their
high target affinity, has enabled DNA-PAINT cell imaging with
sub-10 nm resolution and quantitative multiplexing.86,104,105

Additionally, bacterial-derived small proteins have been uti-
lized as binders for primary antibodies97 (Fig. 5d). Depending
on their bacterial origin, these proteins exhibit high affinity
for various immunoglobulin proteins across different mamma-
lian species, providing versatile binding tools for a broad
range of primary antibodies. Their smaller size compared to
secondary antibodies also reduces linkage distance and mini-
mizes steric hindrance, providing tools for resolution
improvement.

Moreover, the successful application of protein-based speci-
ficity in DNA-PAINT cell imaging has inspired strategies to
enhance imaging speed. Proteins conjugated to imager
strands can generate faster binding kinetics, thereby shorten-
ing acquisition times.45 This principle holds true for small
peptides linked to antibodies that label microtubule pro-
teins;106 the rapid interaction of these short peptides can
mimic the transient binding dynamics of DNA-PAINT, result-
ing in faster kinetics in cell imaging conditions.106

Additionally, non-DNA-based transient linking mechanisms
can be employed in PAINT imaging to analyse specific cellular
uptake kinetics.107 For instance, by utilizing intrinsically weak
and reversible carbohydrate–lectin interactions, known as
Glyco-PAINT, researchers can analyse the kinetic and diffusion
parameters of multiple ligands. This enables direct imaging of
single molecules on the cell membrane or in living cells,99

demonstrating the versatility of target labeling in cellular
environments, broadening the technique’s utilization capabili-
ties in bioimaging.

The significance of adapting target labeling techniques is
further highlighted by other PAINT-based imaging analyses.
Specifically designed oligonucleotides and fluorescent mole-
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cules have enabled the visualization of chromosomal domains
and nucleoid-associated proteins in bacteria108 as well as
in situ tracking of human genome regions.109 Additionally,
adaptation of the imager strand design has facilitated the use
of DNA-PAINT imaging to analyse the tension exerted by cells
on extracellular matrix proteins during movement on sur-
faces98 (Fig. 5e). Modifications to the DNA secondary structure
can create molecular beacons that are quenched in solution,

emitting fluorescence only upon unfolding and binding to
their targets. This capability efficiently suppresses background
noise when imaging narrow adhesion spaces of cells, where
both bound and unbound imager strands are closely confined
to the surface. Consequently, DNA-PAINT can be employed to
reveal the tension forces exerted by living cells47 (Fig. 5f).
These examples serve to highlight DNA-PAINT’s transformative
capacity upon adoption in alternative fields.

Fig. 5 DNA-PAINT advancements in biological imaging applications. (a) Common primary-secondary antibodies DNA-PAINT labelling are used to
image membrane receptors in synapses (adapted from Schnitzbauer et al.43 with permission from Springer Nature, copyright 2017; and from Böger
et al.95 via Creative Commons CC BY 4.0 licence). (b) Single-domain antibodies or nanobodies can provide 20 nm resolution in imaging nuclear pore
complexes (adapted from Schlichthaerle et al.96 via Creative Commons CC BY 4.0 licence). (c) Modified aptamers SOMAmers reduce the linkage
error improving cell imaging resolution (adapted from Strauss et al.84 with permission from Springer Nature, copyright 2018). (d) Bacterial-derived
small proteins (orange) that bind primary antibodies provide high affinity and low linkage error (adapted from Schlichthaerle et al.97 with permission
from John Wiley & Sons, copyright 2019). (e) Imager strands with modified secondary structure can be used for DNA-PAINT live-cell dynamic
tension imaging (adapted from Brockman et al.98 with permission from Springer Nature, copyright 2020). (f ) Molecular beacons DNA-PAINT probes
can detect forces exerted by extracellular matrix proteins during cell movement as well (adapted from Kim et al.47 with permission from John Wiley
& Sons, copyright 2023).
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4. Integration with other techniques

DNA-PAINT is characterized by fluorophore transient binding
onto target structures, but imaging of such dynamic binding is
not limited to TIRF. By combining DNA-PAINT with other
imaging modalities, its imaging effectiveness is enhanced,
integrating it with different methodologies augments the
obtained information reciprocally. For instance, single-mole-
cule FRET can be combined with DNA-PAINT to enable multi-
plexed imaging with specificity. This combination offers an
alternative approach for multiplexed DNA-PAINT imaging
while reducing background noise caused by non-specific
binding of imagers.115 Furthermore, single-molecule FRET cor-
related with DNA-PAINT imaging can be applied to several
established DNA-PAINT protocols.

Another example of how DNA-PAINT’s integration with
other techniques mutually enhances their performance is its
combination with MINFLUX (see section 2.1) to achieve higher
resolution. By leveraging MINFLUX’s fast acquisition and sub-
nanometer precision with DNA-PAINT’s high-density imaging
and multiplexing capability,37 this combination has become
one of the most powerful approaches in SRM. The recent
advancement of incorporating Graphene Energy Transfer
(GET) to achieve sub-nanometer 3D localization precision
further showcases this.116 GET enables axial resolution below
0.3 nm by exploiting fluorescence lifetime quenching near gra-
phene, while MINFLUX provides lateral resolution at the nano-
meter scale. This approach has enabled direct visualization of
3 nm-spaced docking strands on DNA origami and demon-
strated rapid 3D DNA-PAINT imaging with Local PAINT
(L-PAINT), a method that increases local imager concentration
to boost imaging speed and reduce background noise.
Together, these advances further solidify DNA-PAINT’s role in
pushing the boundaries of molecular-resolution imaging.116

Advancements in the application of artificial neural net-
works to DNA-PAINT image reconstruction is yet another
example of how combining techniques from different fields
can amplify DNA-PAINT’s capabilities. The power of neural
networks lies in their ability to extract complex features from a

finite training dataset,117 accelerating image acquisition by
reconstructing super-resolution images from a limited number
of localizations.118,119 A well-trained neural network can
predict the positions of imager strands in highly dense
DNA-PAINT images, enabling acquisition times as short as a
few minutes, even for large sample areas.120 Given
DNA-PAINT’s multiplexing capabilities, this combination with
neural networks could pave the way for large-scale, high-
throughput microscopy.

4.1. Correlative microscopy

Correlating the same sample area with two or more microscopy
techniques can reveal additional insights. By combining
different microscopy approaches, the limitations of each
method can be overcome, allowing researchers to benefit from
the strengths of both.121,122 Despite its promise, correlative
microscopy has seen limited application in conjunction with
DNA-PAINT imaging, primarily due to the incompatibility of
different imaging environments and the complex alignment
required to precisely correlate features between two fields of
view.

High-resolution correlative microscopy combining Atomic
Force Microscopy (AFM) and DNA-PAINT has been used to
analyse the addressability of docking strands on a DNA
origami platform. AFM provides high-resolution characteriz-
ation of structural defects resulting from poor strand incorpor-
ation, while DNA-PAINT confirms the functional activity of the
docking strands72,123 (Fig. 6a). This correlative approach allows
for the identification of defects at the single-molecule level,
which could previously only be analysed statistically across
groups of DNA structures. The combination of nanoscale topo-
graphy from AFM with the super-resolution optical localization
of dye-labelled strands offers promising prospects for nano-
scale metrology applications.

Electron Microscopy (EM) provides higher resolution than
fluorescence microscopy but lacks molecular specificity.
Combining EM with optical/fluorescence microscopy—known
as Correlated Light and Electron Microscopy (CLEM)—is
another example of how correlation can enhance characteriz-

Fig. 6 Main advancements of DNA-PAINT imaging using correlated microscopy. (a) Precise correlation between DNA-PAINT and AFM imaging
allows to distinguish defect types in docking sites (adapted with permission from Green et al.72 Copyright 2021, American Chemical Society). (b)
Correlative DNA-PAINT and TEM imaging can help to characterize the size and ligand number on nanoparticles (adapted from Andrian et al.110 via
Creative Commons CC-BY-NC-ND 4.0 licence).
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ation.124 Fluorescence microscopy’s molecular specificity,
paired with the high-resolution, widefield capabilities of EM,
enables ultrastructural analysis of cellular and sub-cellular
contexts.124 Several studies have extended this combination to
SMLM, including iPALM and STORM, to characterize plasma
membrane proteins and subcellular components at the
nanoscale.124,125 More recently, DNA-PAINT has been applied
to CLEM, where it has been correlated with Transmission
Electron Microscopy (TEM) in a super-resCLEM method. This
approach quantifies the number of surface ligands on nano-
particles while achieving nanometre precision in size and mor-
phology110 (Fig. 6b). By combining the precision of both tech-
niques, researchers have shown how size heterogeneity affects
ligand distribution, and how significant nanoparticle popu-
lations would have gone undetected using only a single tech-
nique.110 Correlative methods like these are poised to enable
precise, multiparametric characterization of nanomaterials,
which is not possible with individual techniques alone, thus
further broadening DNA-PAINT utilization.

4.2. Advanced optics

Applying DNA-PAINT to whole cells and thick samples pre-
sents several challenges, particularly due to sample thickness,
density, and poor permeability to imagers. Advanced optical
setups have been explored to overcome these limitations, with
a focus on improving SNR, reducing background noise, and
achieving super-resolution imaging in micrometer-thick
samples.126 3D imaging in whole cells can be achieved by
acquiring different sections along the z-axis, facilitated by illu-
mination astigmatism introduced by a cylindrical lens.50 This
optical sectioning has been further enhanced by combining
DNA-PAINT with Spinning Disk Confocal (SDC) Microscopy.111

The use of a spinning disk that introduces a parallel array of
pinholes provides an alternative to classical confocal
microscopy, offering sectioning capabilities while retaining
the advantage of camera-based (widefield) detection (Fig. 7a).
By accumulating ∼500 nm-thick imaging sections through this
setup, researchers have achieved whole-cell imaging with mul-

Fig. 7 Main advancements of DNA-PAINT imaging using advanced optics. (a) Confocal imaging combined with a spinning disk optical sectioning
can be enhanced towards whole-cell imaging (adapted from Schueder et al.111 via Creative Commons CC-BY 4.0 licence). (b) The alternative use of
Lattice Light-Sheet microscopy has enabled the 3D DNA-PAINT whole-cell imaging without the need for optical sectioning (adapted from Ghosh
et al.112 Reprinted with permission from AAAS). (c) Fluorescent Lifetime microscopy allows effective DNA-PAINT imaging in dense cellular environ-
ments detecting multi-target in 3D (adapted from Oleksiievets et al.113 via Creative Commons CC BY 4.0 licence). (d) Innovative illumination setups
like prism-based TIRF enable the expansion of the FOV allowing DNA-PAINT imaging at the multicellular scale (adapted from Rames et al.114 via
Creative Commons CC-BY-NC-ND 4.0 licence).
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tiplexed, quantitative super-resolution.111 They demonstrated
that DNA-PAINT imaging can be performed away from the cov-
erslip, achieving ∼20 nm lateral and ∼80 nm axial resolution,
thus extending the technique to a wider range of biological
samples.

Further advancements in 3D DNA-PAINT imaging have
been made through the development of fluorogenic imagers.
These imagers, akin to molecular beacons, remain quenched
when not hybridized to docking strands, significantly reducing
fluorescent background in bulk samples. This innovation has
enabled 3D DNA-PAINT imaging of whole cells without the
need for optical sectioning.56 DNA-PAINT’s localization pre-
cision depends on the SNR and, consequently, on the number
of photons collected from each imager. In a 4Pi optical setup,
fluorescence is collected by two opposing objectives and com-
bined interferometrically, doubling photon-collection
efficiency.127 However, classical DNA-PAINT is incompatible
with 4Pi imaging setups due to its unachievable optical sec-
tioning. The introduction of fluorogenic imagers intrinsically
provides a background reduction that is high enough to
replace the background suppression provided by optical sec-
tioning through TIRF illumination and thereby has allowed
the combination of these imagers with 4Pi optical microscopy
for faster 3D whole-cell DNA-PAINT imaging.56

Advanced optical illumination setups, such as Lattice Light
Sheet (LLS) microscopy, offer additional solutions for imaging
thick samples.128 In LLS microscopy, a thin sheet of light is used
to illuminate the sample perpendicular to the optical axis, gener-
ating a sectioning tool for whole cells28 and tissues.129 This
approach minimizes exposure to off-focus light, reducing back-
ground fluorescence and enhancing contrast. LLS microscopy
has been successfully applied to SMLM approaches, including
PAINT, achieving multiplexed 3D super-resolution imaging of
intracellular membranes.28,130 Recently, LLS was combined with
DNA-PAINT to investigate the organization of endogenous CD20
receptors in live B cells, achieving fast, whole-cell imaging112

(Fig. 7b). In addition to LLS, other innovative illumination tech-
niques, such as line-scanning TIRF and prism-based TIRF, have
been adapted for SMLM and DNA-PAINT to expand the FOV
without sacrificing lateral resolution.114,131 These approaches
expand DNA-PAINT imaging to larger sample areas, enabling
super-resolution and high-throughput spatial mapping across
molecular and multicellular scales (Fig. 7d).

Moreover, advanced hardware for signal acquisition has
introduced new imaging dimensions to conventional
DNA-PAINT. Recent improvements in photon multiplication
technology have led to the development of innovative camera
detectors,132 enabling the recording of fluorescence lifetimes
(on the nanosecond scale) for individual fluorophores in dye
mixtures.133 In Fluorescence Lifetime (FL) DNA-PAINT, targets
can be distinguished by the different lifetimes of fluorophores
conjugated to imager strands, allowing for effective imaging in
dense cellular environments113 (Fig. 7c). This approach
enables multi-target detection with fast acquisition times and
has significant potential for high-throughput, highly multi-
plexed bioimaging.

5. Outlook

The significant advancements in DNA-PAINT, as reported in
the literature, have elevated this imaging technique to a
remarkable level of optimization. Due to these great strides, it
is difficult to foresee a substantial margin for progress in
DNA-PAINT alone, particularly in terms of imaging speed,
resolution, and multiplexing. However, recent synergies
between DNA-PAINT and various approaches are driving prom-
ising developments in alternative application areas.

The exceptional performance of DNA-PAINT is increasingly
enabling its use in broader nanoscale metrology applications. A
striking example is the use of DNA-PAINT in the engineering of
DNA-based materials for innovative molecular data storage. In
this method, digital data is encoded onto 2D DNA origami plat-
forms by inserting or omitting docking strands in a pre-arranged
dense pattern. DNA-PAINT is then used to “read” the binary data
by detecting signals from the specific patterns.60 This integration
of DNA-PAINT as a reading technology has created a novel meth-
odology for interpreting binary data, providing an alternative to
traditional DNA sequencing technologies.134

The precise addressability of individual docking sites in 3D
space has also facilitated the development of DNA-PAINT for
DNA origami cryptography. In this approach, binary data is
encoded through a 3D pattern of docking strand positions
within a wireframe DNA origami structure. DNA-PAINT’s 3D
accuracy is then employed to assess these docking sites at
different z-axis levels. The encoded message can only be
decoded by applying specific pattern-matching rules.61 This
3D DNA-PAINT-based method offers a faster and more versatile
alternative to AFM-based DNA origami cryptography.135

Thanks to these collective advancements, DNA-PAINT now
meets the high standards of accuracy and precision required
for nanoscale metrology, expanding its utility to applications
beyond biological imaging. As this potential continues to grow,
DNA-PAINT is expected to see increased use in fields such as
material science, physics, and biophysics. Nevertheless, its
primary focus remains on achieving true molecular resolution
in ultrastructural cellular contexts, particularly in the imaging
of thick samples and tissues. The integration of DNA-PAINT
with other techniques and advanced optical setups will play a
crucial role in this direction. Recent innovations in optical sec-
tioning, lattice light-sheet microscopy, and fluorescence life-
time microscopy have already demonstrated the feasibility of
expanding DNA-PAINT’s capabilities to larger FOVs and
thicker samples. Imaging large FOVs highlights the impor-
tance of having homogenous illumination across all the
imaging area. Flat-top TIRF illumination improves the quanti-
fication accuracy over large FOV, enabling both homogenous
spatial resolution and precise binding kinetics.136 Advance
setups like this may become a standard feature for DNA-PAINT
cellular imaging. These advancements further solidify
DNA-PAINT’s influential role in future biological and bio-
medical imaging applications.

In addition, recent studies have shown a more robust
characterization of nanostructures when DNA-PAINT is com-
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bined with other microscopy techniques rather than
alone.72,110 The augmentation of information demonstrated by
these associations of different approaches anticipates the
potential of DNA-PAINT correlative microscopy in cellular
imaging.

6. Conclusions

DNA-PAINT has emerged as a powerful tool in SRM due to its
high precision, programmability, and versatility. By leveraging
the principles of DNA hybridization, this technique offers un-
precedented control over the localization of fluorescent mole-
cules, allowing for highly detailed imaging at the nanoscale.
As advancements in imager design, binding kinetics, and
image acquisition continue to refine DNA-PAINT, its appli-
cations have expanded beyond traditional biological systems to
include broader fields such as nanoscale metrology. Recently,
DNA-PAINT has proven useful for data storage and encryption
at the molecular level, showing potential in applications
orthogonal to biological imaging. These innovations not only
enhance the resolution and accuracy of molecular imaging but
also pave the way for new, interdisciplinary applications of
SRM. As research progresses, DNA-PAINT is poised to remain a
key player in the field, driving further innovation in molecular
imaging and nanoscale metrology.
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