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Small-signal capacitance in ferroelectric hafnium
zirconium oxide: mechanisms and physical
insights†
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This study presents a theoretical investigation of the physical mechanisms governing small-signal capaci-

tance in ferroelectrics, focusing on hafnium zirconium oxide (Hf0.5Zr0.5O2, HZO). We utilize a time-

dependent Ginzburg–Landau formalism-based 2D multi-grain phase-field framework to simulate the

capacitance of metal–ferroelectric–insulator–metal (MFIM) capacitors. Our simulation methodology

closely mirrors the experimental procedures for measuring ferroelectric small-signal capacitance, and the

outcomes replicate the characteristic butterfly capacitance–voltage behavior. Notably, this behavior can

be obtained without invoking traps. We delve into the components of the ferroelectric capacitance

associated with the dielectric response and polarization switching, discussing the primary mechanisms –

domain bulk response and domain wall response – contributing to the butterfly characteristics. We

explore their interplay and relative contributions to the capacitance, correlating them to the polarization

switching mechanisms and domain configurations. Additionally, we investigate the impact of increasing

domain density with ferroelectric thickness scaling, demonstrating an enhancement in the polarization

capacitance component, in addition to the dielectric component. Furthermore, we analyze the contri-

butions of the domain bulk and domain wall responses across ferroelectric thicknesses, relating the

capacitive memory window (for memory applications) to the capacitance and revealing a non-monotonic

dependence of the maximum memory window on the ferroelectric thickness.

1 Introduction

Ferroelectric (FE) materials exhibit spontaneous polarization
switched by external electric fields exceeding their coercive
field. Historically, this hysteretic property has been of great
interest for non-volatile memory applications.1 The recent dis-
covery of ferroelectricity in doped hafnium oxide (HfO2)

2 has
revitalized interest in FE devices. The CMOS compatibility
of HfO2 has led to the development of multiple flavors of
FE devices for cutting-edge applications such as memory, com-
puting in-memory (CiM), neuromorphic systems, and steep-
slope transistors.3–7 The scale-free nature of ferroelectricity in
HfO2,

8 along with other appealing attributes,6,9–11 has posi-
tioned FE devices as promising contenders for future
electronics.

Another unique aspect of FE materials is their hysteretic,
non-linear small-signal capacitance. This capacitive response,

reflected in the butterfly capacitance–voltage (C–V) character-
istics, has enabled applications in varactors, tunable filters,
and oscillators.12–16 Recently, researchers have leveraged this
FE capacitance property to propose non-destructive sensing for
CiM applications.17–19 Given the broad range of applications
for the capacitive behavior of ferroelectrics, a deep understand-
ing of the underlying physical mechanisms assumes great
importance for appropriate application-driven device
optimization.

Historically, researchers have proposed several models to
explain the butterfly C–V characteristics.16,20–32 Among these,
the modified Johnson’s model20 extends the original
Johnson’s model16 for paraelectrics to the FE state. This
empirical approach shifts the electric field dependence of the
dielectric permittivity to center around the coercive field of the
FE material. While effective at reproducing the experimental
butterfly C–V characteristics, its empirical nature limits the
insights into the physical mechanisms governing the capaci-
tance behavior.

Another class of approaches23–27 relates the FE C–V charac-
teristics to the displacement of polarization domain walls
(DWs). For instance, Placeres-Jiménez et al.25 extended
Kittel26’s approach of modeling DWs as rigid bodies moving
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under the action of an external electric field. In their work,25

the authors considered DWs as stretched membranes under
external electric fields and studied their vibrational dynamics
considering a linear restoration force. Employing this frame-
work and incorporating the dependence of background per-
mittivity on the electric field, the authors derived the
equations for the butterfly C–V curves. However, these models
are tailored for small changes in the applied electric field and
often rely on the Preisach model or other phenomenological
models to capture the large-signal hysteresis of ferroelectrics.
As a result, these models are constrained in relating the capaci-
tive behavior to polarization switching, and FE domain
configurations.

Recent works by Massarotto et al.29,31 and Segatto et al.30

have addressed the long-standing gap between large-signal
(LS) and small-signal (SS) capacitance characteristics of FE.
Through experimental and simulation efforts, these studies
have related the differences between LS and SS capacitance be-
havior to irreversible and reversible polarization switching.32

In their simulation works30,31 based on Landau–Ginzburg–
Devonshire theory, the authors presented contrasting findings
concerning the contribution of traps and FE response to the
capacitance behavior. They further proposed that domain wall
motion might not significantly contribute to the FE capaci-
tance response. However, these conclusions are contingent
upon the assumptions of fixed domains and the absence of
inter-domain coupling utilized in their works.

Despite these advancements, a notable gap exists in
understanding the physical mechanisms governing FE small-
signal capacitance (SSC) characteristics, specifically correlat-
ing capacitance to FE polarization switching and domain
configurations. The mechanisms driving the increase of
capacitance well below the coercive voltage of ferroelectrics
need to be explored. Furthermore, a self-consistent frame-
work capturing the LS hysteresis and SS capacitance charac-
teristics is yet to be developed. Such a framework would
facilitate a more comprehensive understanding of the FE
capacitance behavior and pave the way for extensive device
optimizations.

To address these gaps, we present a multi-grain phase-field
simulation framework based on the time-dependent Ginzburg
Landau (TDGL) formalism for metal–ferroelectric–insulator–
metal (MFIM) capacitors, as it is a basic structure in various
FE devices. Our framework captures the large-signal charge
(Q)–voltage (V) hysteresis and the small-signal butterfly C–V
characteristics. The capacitance simulation methodology emu-
lates the experimental process of FE small-signal capacitance
(SSC) measurements and unravels the physical mechanisms
governing the C–V response. Focusing on hafnium zirconium
oxide (Hf0.5Zr0.5O2) or HZO as the FE material, we explore
different components of the capacitive response in the MFIM
stacks.

Our analysis unveils two distinct responses behind the but-
terfly C–V characteristics:

1. Domain bulk response: the response of regions within
the bulk of FE domains.

2. Domain wall response: the response of regions in the
domain walls of the FE layer, further comprising two sub-
categories:

○ Wide domain wall response at the ferroelectric–dielec-
tric (FE–DE) interface.

○ Domain wall vicinity response.
We delve into the physical aspects of these mechanisms and

their contributions to the capacitance characteristics, exploring
their dependence on the applied bias voltage and the FE polar-
ization domain configurations. We further compare the mecha-
nisms in the MFIM capacitors with the metal–ferroelectric–
metal (MFM) capacitors, whose results are shown in ESI (S1
and S2†). Additionally, we investigate the impact of increasing
domain density with ferroelectric thickness scaling on these
different components, total FE capacitance, and the capacitive
memory window for the CiM applications.

The key contributions of this work include:
• Presenting a self-consistent framework capturing both

the large-signal and small-signal FE characteristics.
• Providing insights into the mechanisms governing the

butterfly characteristics and the capacitance increase well
below the coercive voltage of the FE.

• Correlating FE capacitance to the polarization switching
mechanisms (domain growth and domain nucleation) and the
domain configurations.

2 2D multi-grain phase-field
simulation framework

We employ our in-house 2D multi-grain phase-field simulation
framework (Fig. 1a), an extension of our previous works,33,34 to
simulate the FE small-signal capacitance (SSC) of the MFIM
stacks (Fig. 1c). This framework, based on the time-dependent
Ginzburg Landau (TDGL) formalism and grain growth
equation,35 captures the multi-domain P-switching in the FE
layer while incorporating the polycrystalline nature of HZO.

Polycrystallinity introduces spatial variations in material pro-
perties and polarization switching across the FE layer, resulting
in the smooth and gradual polarization switching observed
experimentally. Grain boundaries in polycrystalline structures act
as pinning sites for domain walls, restricting their mobility36–38

and influencing the capacitance characteristics.25,26 These effects
highlight the necessity of incorporating polycrystallinity into the
analysis of SSC characteristics. By explicitly modeling polycrystal-
linity, we capture the effects of grain structure and boundaries
on domain evolution and capacitance trends, addressing a gap
in previous works20,25,29–31 that do not incorporate polycrystalline
structure.

Furthermore, HZO exhibits an anisotropic crystal structure,
with an alternate polar–spacer (APS) layer configuration along
one cross-sectional direction and a fully polar (FP) configur-
ation along the other.8,39 The low gradient energy (≈0) associ-
ated with the APS stabilizes unit-cell-wide domains, enabling
elastically independent polarization switching along this
direction.8,39 This leads to stripe-like polarization domains
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along the APS direction, as validated by first-principles simu-
lations39 and recent experimental studies,40,41 particularly for
the dimensions of Atomic Layer Deposited (ALD) HZO layer
considered in this study.

Given these findings and the significant computational cost
of the 3-dimensional (3D) phase-field simulations for the time-
scale of SSC measurements, we adopt 2-dimensional (2D) phase-
field simulations. These 2D simulations focus on the fully polar
(FP) and thickness directions of HZO and we believe these simu-
lations reasonably approximate the MFIM capacitor’s behavior.

It may be noted that a polycrystalline structure with
different grain orientations could disrupt stripe-like domains
across grains (Fig. S3a†). However, the 2D simulation method-
ology followed in this work represents a special case where the
orientation of FP and APS layers align across the grains
(Fig. S3b†). One can study this structure to understand the
trends in capacitive behavior with the inter-grain variations
incorporated in terms of Landau parameters.

The polycrystallinity of HZO is modeled by the grain growth
equation (Fig. 1a.i),35 which captures the spatial and temporal
evolution of the polycrystalline microstructure during crystalli-
zation, in terms of multiple abstract order parameters (ηk, 0 ≤
k ≤ K) as in eqn (1):

@ηkðr; tÞ
@t

¼ � Lð�aηkðr; tÞ þ bηk
3ðr; tÞ

þ 2cηkðr; tÞ
Xs=k

K

ηs
2ðr; tÞ � κ∇2ηkðr; tÞ

Here, r represents spatial coordinates and t represents
time. The unitless parameters a = 1, b = 1, c = 1, L = 1, κ =

0.5, and K = 20 are calibrated to match the grain diameter
distributions of simulated polycrystalline structures with
experimental data43 for different HZO film thicknesses.
Detailed calibration results are presented in our earlier
work.44

The abstract parameters (ηk) represent variations across the
grains in the polycrystalline structure, which can differ in pro-
perties, such as crystal orientation, material parameters,
phase, and strain. In this work, we incorporate this inter-grain
variability by considering spatial variations in the parameters
of the TDGL equation, as discussed later.

To utilize the 3D polycrystalline structures generated by the
grain growth equation in the 2D phase-field model, we extract
the x–z slices (Fig. 1a.ii) of the 3D structure. The 3D structures,
measuring 100 nm × 40 nm × 10 nm, are sliced along the
y-axis, resulting in 2D x–z slices of 100 nm × 10 nm. Only the
2D slices with unique grain configuration are considered for
FE HZO layer and each corresponds to one MFIM sample. In
this study, we analyze the characteristics of 50 such unique
MFIM samples.

The 2D phase-field framework (Fig. 1a.iv) models electro-
statics and polarization (P) switching behavior of the
MFIM stacks, accounting for the polycrystalline nature of the
FE layer. The framework computes the potential ϕ and polariz-
ation P profiles by solving the time-dependent
Ginzburg Landau (TDGL) and Poisson’s equations. These
equations are iteratively and self-consistently solved in 2D real
space using a finite difference method with a grid spacing of
0.5 nm.33,44

The TDGL equation governs the dynamics of polarization
switching in the FE layer, relating the rate of change in polariz-

Fig. 1 (a) 2D multi-grain phase-field simulation framework, illustrating the sequence of steps and equations involved, with arrows indicating the
flow of variables across different stages. (b) Comparison of experimental charge (Q) versus applied voltage (Vapp) characteristics from Li et al.42 and
simulated results (averaged over 20 samples) for MFIM stack with 10nm HZO ferroelectric layer and 2nm Al2O3 dielectric layer. (c) Reference MFIM
structure. (d) List of calibrated parameters and their values for the 2D phase-field simulation framework.
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ation (P) to the total energy of the system (F), given in its
Euler–Lagrange form by eqn (2).

� 1
Γ

dP
dt

¼ dF
dP

ð2Þ

The total energy (F), includes free energy (Ffree), electrostatic
energy (Felec), and gradient energy (Fgrad) components in x- and
z-directions; details of each of the energy components can be
found in other work.33,45 Substituting these individual energy
components in eqn (2) results in:

� 1
γ

dP
dt

¼ αgiP þ βgiP
3 þ γgiP

5 � g11
@2P
@x2

� g33
@2P
@z2

þ dϕ
dz

ð3Þ

Here, Γ is the viscosity coefficient, α, β, γ are the Landau
free energy parameters, and g11, g33 are the gradient energy
coefficients along the x- and z-directions, respectively.

To account for the inter-grain variability in the polycrystal-
line HZO layer, we introduce spatial variations in the Landau
parameters (α, β, γ) across grains. For each grain (gi), the
values αgi, βgi and γgi are sampled from Gaussian distributions
centered around mean values (α0, β0 and γ0), with a standard
deviation (σ0), as shown in Fig. 1a.iii. The mean values and
standard deviation are calibrated based on experimental Q–V
results.

Additionally, we account for the surface energy at the FE–
DE interface via the extrapolation length formalism,46 result-
ing in the boundary condition given by:

λ
@P
@z

þ P ¼ 0 ð4Þ

where λ is the extrapolation length.
Poisson’s equation (eqn (5)) describes the electrostatic be-

havior of the MFIM system in terms of the electrostatic poten-
tial (ϕ).

� ε0
@

@x
εx

@ϕ

@x

� �
þ @

@z
εz
@ϕ

@z

� �� �
¼ � @P

@z
ð5Þ

Here, ε0 represents the vacuum permittivity, εx and εz rep-
resent the relative material permittivity in the x- and z-direc-
tions, respectively. The right-hand side of eqn (5) accounts for
the bound charges arising from the polarization gradients in
the FE layer.

This framework captures polarization switching via domain
growth and domain nucleation mechanisms in polycrystalline
FE layers with non-uniform grain sizes and shapes. For simpli-
city, we focus on the orthorhombic phase of HZO and its ferro-
electric behavior, despite the polymorphic nature of HZO,
which includes monoclinic, orthorhombic and tetragonal
phases.47 Extending the model to account for these multiple
phases, and the Zr-doping dependent phase
concentration,47,48 would require modifying the TDGL
equation using Kittel’s approach49 to capture both polar and
anti-polar modes.48,50,51

In our simulations, we neglect leakage currents, which is
reasonable given the thickness of the simulated MFIM stacks.

We assume uniform strain and no inter-grain elastic inter-
actions (g11 = 0 at the grain boundaries)52–54 as grain bound-
aries inhibit the continuation of domains unless specific sym-
metry conditions are satisfied.37,38 We consider trap/defect-
free interfaces. Defects and traps at the interfaces or grain
boundaries significantly impact polarization switching48 by
inducing domain pinning,55,56 leading to asymmetric capaci-
tance characteristics.28,57 Since our study primarily focuses on
symmetric C–V butterfly curves, we disregard the influence of
defects/traps. As we will demonstrate, the characteristic fea-
tures of the symmetric small-signal C–V curves can be
obtained without invoking traps.

We calibrate our framework using the experimental data
from Li et al.42 for MFIM stacks with a 10 nm HZO FE layer
and a 2 nm Al2O3 DE layer. To ensure robust calibration and
account for polycrystallinity-induced device-to-device vari-
ations, we match the average Q–V characteristics of 20 simu-
lated MFIM samples with experiments. The calibration of
Landau parameters (α, β, γ) involves determining the mean
values (α0, β0, γ0) and the standard deviation (σ0) of the
Gaussian distribution from which individual grain parameters
are sampled.

For Γ, we use a previously calibrated value of 0.6 S m−1.33

While this choice may affect the capacitance trends at high fre-
quencies, we expect minimal impact on the capacitance and
underlying physical mechanisms at the frequency of 1 MHz
considered in this study. The final calibrated parameters of
the 2D multi-grain phase-field simulation framework are sum-
marized in Fig. 1d, alongside a comparison of simulated and
experimental Q–V characteristics in Fig. 1b. Calibration and
comparison of experimental and simulated characteristics for
MFM stacks is shown in Fig. S1b and c.†

3 Ferroelectric small-signal
capacitance: simulation methodology

Using the phase-field framework, we simulate the ferroelectric
small-signal capacitance (SSC) by replicating experimental C–V
measurement methodologies.31 To calculate the capacitance at
a given DC bias voltage (V0), we simulate the MFIM stack
under this bias V0 until it reaches a steady state (Fig. 2a).
Steady state is defined as the condition where the normalized
change polarization of the sample is less than 10−4%. Once a
steady state is achieved, we superimpose a small-signal sinu-
soidal waveform (Vsin) with 1 MHz frequency and 1 mV ampli-
tude onto the DC bias and simulate the response of the MFIM
stack under this combined waveform (V0 + Vsin).

The charge response of the MFIM stack to V0 + Vsin consists
of reversible and irreversible components,31,32 depending on
the proximity of V0 to the sample’s coercive voltage (±Vc).

• When V0 falls in non-switching regions of Q–V (e.g., V01 in
Fig. 2b), far from ±VC, the small-signal charge response is
purely reversible (Fig. 2d). This response arises primarily from
the background permittivity of the materials and the oscil-
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lation of P-magnitude in the FE layer, without involving hys-
teretic P-switching.

• When V0 is in switching regions of the Q–V loop (e.g., V02
in Fig. 2b), near ±VC, the charge response involves both revers-
ible and irreversible components. During initial cycles of Vsin,
an irreversible component appears due to hysteretic
P-switching (inset for V02 in Fig. 2b). However, after a few
cycles, the irreversible switching diminishes, leaving only the
reversible component (Fig. 2c).

We calculate the small-signal capacitance (C) solely from
the reversible charge response as the ratio of the amplitude of
the reversible charge (Qsin) to the applied sinusoidal voltage
(Vsin) amplitude:

C ¼ amplðQsinÞ
amplðVsinÞ

����
V0

ð6Þ

To generate the butterfly C–V curves (Fig. 3a), we vary V0 in
steps of 50 mV, covering the forward (−5.5 V to 5.5 V) and
backward (5.5 V to −5.5 V) paths. The capacitance at each
voltage step is calculated using eqn (6) (Fig. 2a).

The small dimensions of the simulated MFIM samples
(width of 100 nm) limit the number of grains in the FE layer.
This results in sharp step transitions in the Q–V loops and
multiple peaks and valleys in the C–V curves. To smooth these
C–V characteristics, we average the C–V responses across 50
MFIM samples, each with a unique polycrystalline HZO layer.
This approach also captures the effects of polycrystalline HZO
on the C–V characteristics.

4 Ferroelectric small-signal
capacitance: components

The simulation methodology used in this work is generic and
applicable to a wide range of FE and DE thicknesses. However,
since the phase-field framework has been calibrated for MFIM
stacks with 10 nm HZO and 2 nm Al2O3, we focus on these
specific thicknesses to investigate the mechanisms governing

SSC characteristics over the next two sections. Additionally, we
explore the capacitance trends for other FE thicknesses, such
as 7 nm and 5 nm. For comparison, we also present the results
for MFM stacks with 10 nm HZO in Fig. S1 and S2.† The simu-
lated average C–V results of these MFIM stacks (Fig. 3a) as well
as MFM (Fig. S1d†) successfully replicate the butterfly charac-
teristics observed in experiments.31,41,42,47,58–60 To better
understand the mechanisms governing these characteristics,
we divide the total capacitance into dielectric and polarization
capacitance components.

Let us approach this division from the perspective of the
total charge (Q) of the MFIM stack. It is evident that the HZO
and Al2O3 (dead layers in MFM) layers, being in series, hold
the same charge Q. In the HZO layer, Q embodies the com-
bined effect of two phenomena: the background permittivity
response, referred to as the dielectric component (Qde), and
the response of the FE polarization domains to the electric
field, or the polarization component (QP). These components
sum up to produce the total dielectric response in the Al2O3

layer. Note, we can attribute a portion of Q in the Al2O3 layer
(or the dead layers) as a response to the electric field/displace-
ment of the FE dielectric component and the remaining
portion as a response to the FE polarization component.

The dielectric (Qde) and polarization (QP) components of Q
are calculated using the z-directed electric field (Ez,FE,avg) in
the FE layer, averaged along the x-direction.61

Qde ¼ ε0εz;FEEz;FE;avg

QP ¼ Q� Qde ð7Þ

Ez,FE,avg is determined from the average potential difference
between the top interface of the FE layer (at Al2O3/HZO,
VFE,top,avg) and the bottom interface (at HZO/metal, VFE,bot,avg)
as in Fig. 3c.

Ez;FE;avg ¼ VFE;top;avg � VFE;bot;avg
TFE

ð8Þ

Here, TFE is the thickness of the FE layer.

Fig. 2 (a) Voltage waveform for simulating capacitance–voltage (C–V) characteristics of the MFIM stack comprising a large-signal bias voltage (V0)
superimposed with a small-signal sinusoidal waveform. (b) Q–V loop of MFIM stack showing the capacitor’s charge response at different bias vol-
tages (V01 and V02) in the insets. Small-signal charge response at a bias voltage of (c) V02, highlighting the initial irreversible response followed by
reversible responses, and (d) V01, where only reversible response is observed.
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Analogous to total charge (Q), the total capacitance (C) can
be divided into dielectric (Cde) and polarization (CP) capaci-
tance components. These are calculated using the corres-
ponding sinusoidal responses of dielectric (Qde,sin) and polar-
ization (QP,sin) charge components.

Cde ¼ amplðQde;sinÞ
amplðVsinÞ

����
V0

ð9Þ

CP ¼ amplðQP;sinÞ
amplðVsinÞ

����
V0

ð10Þ

As shown in (Fig. 3b), Cde exhibits an inverted butterfly
shape and CP displays the characteristic butterfly shape. CP is
mainly responsible for the overall butterfly capacitance charac-
teristics. Similar characteristics are observed for MFM stacks
(Fig. S1e†). In the following subsections, we analyze these
capacitance components in detail, highlighting the underlying
physical mechanisms utilizing the spatial profiles of polariz-
ation P(x, z) and electric-field E(x, z) of a representative MFIM
sample at different bias voltages (V0).

5 The dielectric capacitance
component

The dielectric capacitance (Cde) arises from the background
permittivity response of the MFIM stack to Vsin. This com-
ponent (from eqn (9)) depends on the out-of-plane or
z-directed electric field in MFIM and exhibits an inverted but-
terfly shape (Fig. 4a).

To understand this behavior, let us discuss the formation
of multi-domains in the FE layer (Fig. 3c) and its impact on
E-field distribution. Imperfect screening of the polarization
charges at the FE–DE interface generates a depolarization field
—an electric field opposite to the P direction in the FE layer.
This depolarization field increases the electrostatic energy
(Felec) of the system, which ferroelectrics often minimize by

breaking into multiple domains with opposite P directions
(Fig. 3c), albeit at the cost of increased gradient energy.45 This
multi-domain structure compensates the E-field lines originat-
ing from one domain in the adjacent oppositely polarized
domains. This leads to in-plane E-fields or stray fields near
domain walls (DW) at the FE–DE interface and reduces the
out-of-plane E-field (Fig. 3c) and electrostatic energy.45

The strength of in-plane E-fields is proportional to the
number of DWs in the FE layer. Moreover, this strength is
maximized when the magnitudes of +P and −P domains across
a DW are balanced.62 Variations in the relative magnitudes of
these domains with changing bias voltage cause a redistribu-
tion of E-field between in-plane and out-of-plane directions.
Since Cde depends on the out-of-plane E-field and the resulting
induced charges on the metal electrodes, an increase in the in-
plane E-field reduces Cde.

Let us discuss Cde versus V0 focusing on the forward voltage
path, where V0 increases from −5.5 V to 5.5 V (Fig. 4a). Starting
at −5.5 V, the high negative bias stabilizes the majority of the
FE layer in −P (blue regions in Fig. 4b), with fewer +P regions
(red regions in Fig. 4b). This leads to fewer DWs and asymme-
try in the domain magnitudes, with the magnitude of −P
greater than +P domains. Consequently, most of the E-field is
in the out-of-plane direction, with minimal in-plane com-
ponents (inset of Fig. 4b), resulting in large Cde.

As V0 gradually increases, the magnitude of +P domains
increases while that of −P domains decreases. This reduces
the asymmetry between + P and −P domains (Fig. 4c) and
allows for greater E-field compensation near the DWs. In other
words, some out-of-plane E-field transforms to in-plane E-field
(op-to-ip transformation), lowering Cde with increasing V0
(Fig. 4a). Due to the absence of multi-domain structure in
MFM (Fig. S2a†) at high negative voltages, Cde does not show a
significant decrease in MFM stacks until domain nucleation.

As V0 increases further and approaches coercive voltage
(+VC), the FE layer undergoes P-switching through domain
growth and domain nucleation (Fig. 4d). The nucleation of

Fig. 3 (a) Simulated capacitance–voltage (C–V) characteristics for MFIM, averaged over 50 samples, with a 10 nm HZO FE layer and 2 nm Al2O3

dielectric layer. (b) Dielectric (CDE) and polarization (CP) capacitance components versus bias voltage, exhibiting inverted butterfly and butterfly
characteristics respectively. (c) Schematic of MFIM structure, depicting multi-domain polarized FE layer with depolarization field and in-plane stray
fields near domain walls at the FE–DE interface. Also shown are the average voltages on the top (VFE,top,avg) and bottom (VFE,bot,avg) interfaces of the
FE layer used to calculate the average out-of-plane electric field (Ez,FE,avg).
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new +P domains increases the number of domains and DWs
in the FE layer, enhancing the in-plane E-field at the FE–DE
interface, leading to a continued decrease in Cde (Fig. 4a). Note
that, the grain boundaries restrict the domain growth (Fig. 4d),
inhibiting the propagation or continuation of domains across
them, thereby pinning the domain wall at the grain bound-
aries. This occurs unless specific conditions related to crystal-
lographic symmetry, the relative orientation of the two grains,
and the orientation of grain boundary plane are satisfied.36–38

As V0 increases beyond +VC, the −P domains thin and col-
lapse, coalescing +P domains (Fig. 4e). This reduces the
number of DWs in the FE layer, decreases the in-plane E-field
and increases the out-of-plane E-field (ip-to-op transform-
ation). This change in the E-field distribution in the MFIM
increases Cde with V0 for V0 > +VC (Fig. 4a).

Similar mechanisms, but in the opposite direction, govern
Cde along the backward voltage path. As V0 decreases from 5.5
V, the reduced asymmetry between + P and −P domains
increases the in-plane E-field, decreasing Cde. As V0 decreases
further and approaches −VC, the nucleation of −P domains
boosts the in-plane E-field, further reducing Cde. Finally, as V0
falls below −VC, the coalescence of −P domains reduces the in-
plane E-field and increases the out-of-plane E-field and Cde.
This interplay between in-plane and out-of-plane E-field trans-
formations, P-switching via domain nucleation and coalesc-
ence, and the evolution of P-domain configurations results in
the inverted butterfly characteristics of the dielectric capaci-
tance component shown in Fig. 4a.

6 The polarization capacitance
component
The polarization capacitance (CP) arises from the response of
FE polarization domains to the sinusoidal waveform and exhi-
bits butterfly shape (Fig. 3b). Our analysis reveals two physical
responses governing CP characteristics across V0:

1. Domain bulk response: This refers to the response of the
FE regions deep within the polarization domains, away from
the domain walls (DWs).

2. Domain wall response, which comprises:
○ Wide domain wall response: The response of wide

domain walls or the “softer” domains near the FE–DE interface.
○ Domain wall vicinity response: This refers to the

response of the FE regions adjacent to DWs.
Given the small amplitude of the sinusoidal voltage (1 mV),

it is difficult to discern the small signal response directly in
the polarization profiles of the FE layer. To illustrate these
small changes in P, we utilize the polarization-amplitude
(ampl-P) profiles (Fig. 5b) that depict the minute polarization
response to Vsin. For any bias voltage, the polarization-ampli-
tude profiles are obtained by spatially subtracting the polariz-
ation at the time when Vsin is zero (t0) from the polarization at
the peak of the Vsin (tmax), as in Fig. 5a and eqn (11).

ampl-Pðx; zÞ ¼ Pðx; z; tmaxÞ � Pðx; z; t0Þ ð11Þ
To quantify the contributions of the domain bulk and

domain wall responses, we define averaged domain bulk

Fig. 4 (a) Dielectric capacitance (CDE) characteristics during the forward path, illustrating the inverted butterfly shape and the associated E-field
transformations. Polarization and electric field profiles along the forward path at specific bias voltages of (b) V0 = −5.5 V, showing the smaller
number of domains in the FE layer, with the inset highlighting lower in-plane E-field near DWs. (c) V0 = 1.8 V, with inset indicating an increase in the
in-plane electric field component. (d) V0=4.7 V, displaying an increased number of domains and domain walls, leading to a stronger in-plane E-field,
and (e) V0 = 5.5 V, showing the coalescence of +P domains, resulting in the reduction of the number of domain walls.
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capacitance (CDB) and averaged domain wall capacitance
(CDW), capturing the respective responses. Since these
responses are spatially distributed, we partition the FE layer
into domain bulk (DB) and domain wall (DW) regions
based on P-magnitude and gradient energy. DW regions are
characterized by lower P-magnitude and higher gradient
energy than the DB regions. In the considered MFIM configur-
ation, we typically observe hard or sharp DWs45 with no lattice
points in the P transition region. For calculating CDW, lattice
points on either side of the P-transition are included into the
DW region, resulting in a DW width of 2 lattice points for hard
DWs. Under certain conditions (discussed in section 6.2.1),
softer DWs with widths greater than 2 lattice points are
observed.

The averaged capacitances (CDB and CDW) are calculated at
each V0 by spatially aggregating the ampl-P of the DB and DW
regions. This aggregated value is then normalized with the
sinusoidal voltage amplitude (ampl(Vsin) = 1 mV) and the area
of the FE layer in x–z plane (Area = 100 nm × 10 nm), as
follows:

CDB ¼
P
z

P
x
ampl‐PDBðx; zÞ
amplðVsinÞ *

1
Area

ð12Þ

CDW ¼
P
z

P
x
ampl‐PDWðx; zÞ
amplðVsinÞ *

1
Area

ð13Þ

Here, ampl-PDB(x, z) and ampl-PDW(x, z) represent the polar-
ization-amplitude of the domain bulk and domain wall
regions, respectively.

6.1 Domain bulk (DB) response

Domain bulk regions, characterized by low gradient
energy, comprise both +P and −P domains. The minimal gradi-
ent energy implies that the polarization of DB regions is
governed by the Landau–Khalatnikov (LK) equation, which

accounts for Ffree and Felec contributions of the FE material
(eqn (14))

E ¼ αP þ βP 3 þ γP 5 ð14Þ

The LK equation exhibits an S-shaped curve with segments
of varying slopes—low, moderate, and high (marked in Fig. 6c)
—that influence the response of DB regions to Vsin based on
their location on the curve.

To illustrate this dependence, we select reference points in
the DB regions of the FE layer (green stars in Fig. 6a) and
examine their polarization (P) versus the experienced E-field
calculated from the phase-field model. We refer to this as the
P–E positions of these points and plot them against the
S-shaped LK curve (Fig. 6c). Note that the LK curve is con-
structed using the mean Landau parameters (α0, β0, γ0), while
the actual P–E positions account for the polycrystalline-
induced variability (αgi, βgi, γgi) in the Landau parameters. The
slope of the LK curve at each P–E position determines the
response of these DB regions to Vsin.

Starting with the forward voltage path at V0 = −5.5 V, the FE
layer is dominated by −P regions with thin +P domains
(Fig. 6a). The P–E positions of the reference DB points (Fig. 6c,
−5.5 V) fall in the low-slope segments of the LK curve. This
indicates a minimal response of these DB regions to the Vsin,
evident from the small ampl-P, approximately 10–4 μC cm−2

(Fig. 6b). Despite this low response, the large extent of DB
regions across the FE layer means their collective contribution
to the CP remains significant (Fig. 5d) (similarly in MFM
Fig. S1f†).

As V0 increases but remains below +VC, P-switching is
mainly driven by domain growth (Fig. 6d for 1.8 V). The polar-
ization of +P domains increases, shifting their P–E positions
further into the low-slope segment of the LK curve (Fig. 6c),
which diminishes their response to Vsin. On the other hand,
the magnitude of −P domains decreases, shifting their P–E
positions towards the high-slope segment or the turnaround

Fig. 5 (a) Method for calculating polarization–amplitude profile of the FE layer at any given bias voltage (V0), obtained by subtracting the polariz-
ation profile at the zero-crossing of the sinusoidal waveform (t0) from the polarization profile at sinusoidal peak (tmax). (b) Polarization–amplitude
profile for V0 = 1.8 V. (c) Division of FE layer into domain wall and domain bulk regions for V0 = 1.8 V and (d) Polarization capacitance (CP) along with
the domain bulk (CDB) and domain wall (CDW) capacitances versus bias voltage.
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point of the LK curve (Fig. 6c). This increases their response to
Vsin to approximately 10−3 μC cm−2 (Fig. 6e). Overall, CDB

increases with V0 (Fig. 5d) as FE is predominantly negative
polarized.

CDB increases with further increase in V0 as the P–E posi-
tions of −P domains move further towards the high-slope
segment of the LK curve. As V0 approaches +VC, the P–E
positions of −P domains reach the turnaround point of the LK
curve, where even a slight increase in V0 switches from −P
to +P polarization. The switching behavior, however, depends
on the proximity of these −P regions to DWs. Regions near
DWs switch via domain growth and their capacitive response
is discussed in section 6.2.2 (on domain wall vicinity
response). The regions away from DWs switch via domain
nucleation, where new +P domains nucleate from the FE–DE
interface.

The nucleation of +P domains relocates their P–E positions
to the low-slope segment of the LK curve (Fig. 6h), reducing
their response to the sinusoidal waveform. Additionally,
nucleation increases the number of domains and DWs in the
FE layer, reducing the DB regions (Fig. 6f). Thus, after nuclea-

tion, these two factors lead to a drop in CDB, which was pre-
viously increasing with V0. However, due to averaging over 50
MFIM samples with polycrystalline-induced variations in VC,
we observe a relatively smooth decrease in CDB with V0.

With further increase in V0, the +P domains grow and
coalesce, reducing the DW area and increasing the DB regions
(Fig. 6g). However, the P–E positions of DB regions now tra-
verse along a low-slope segment of the LK curve (Fig. 6i). This
results in only a slight increase in CDB at high bias voltages
(around 5 V in Fig. 5d).

Similar mechanisms involving the opposite polarization
govern the domain bulk capacitance in the backward path. As
V0 decreases from +5.5 V, +P DB regions move towards the
high-slope segment of the LK curve, increasing CDB.
Subsequently, +P domains switch to −P via domain nucleation
reducing the DB regions, and CDB decreases. Following this,
−P domains coalesce, slightly increasing CDB. These inter-
actions—traversal along the LK curve by DB regions, polariz-
ation switching via domain nucleation and coalescence—
govern the dependence of domain bulk capacitance (CDB) on
bias voltage (Fig. 5d).

Fig. 6 (a) Polarization profile P(x, z) at V0 = −5.5 V, with reference points (in green stars) for analysis of P–E positions. (b) Polarization–amplitude
profile ampl-P(x, z) at V0 = −5.5 V, showing the low response of domain bulk regions and the domain wall regions represented in black. (c) P–E posi-
tions of DB reference points plotted on the LK curve for V0 = −5.5 V and 1.8 V, showing traversal of +P domains along low-slope and −P domains
towards high-slope segments. (d) Polarization and (e) polarization–amplitude profiles at V0 = 1.8 V, indicating the increase in the sinusoidal response
of the DB regions. ampl-P(x, z) at (f ) V0 = 4.7 V, showing a reduction in DB area due to domain nucleation, and (g) V0 = 5.5 V showing increased DB
area due to domain coalescence. (h) P–E positions of DB reference points for V0 = 4.7 V, indicating the shift from the high-slope to the low-slope
segment of the LK curve due to domain nucleation, with P(x, z) in the inset. (i) P–E positions of DB reference points for V0 = 5.5 V, indicating the
shift along the low-slope segment of the LK curve, with P(x, z) in the inset.
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6.2 Domain wall response

Domain walls (DWs) refer to the transition regions between
different polarization directions, in this case, +P and −P
domains. These DW regions are characterized by high gradient
energies due to spatial variations in polarization and a lower
(closer to zero) P-magnitude compared with DB regions. Our
analysis identifies two different DW responses to the sinusoi-
dal waveform: wide DW response at the FE–DE interface and
DW vicinity response.

In the simulated MFIM structures, DWs are typically sharp
or “hard” with a considered width of 2 lattice points. The
response of hard DWs to Vsin is discussed in section 6.2.2 on
domain wall vicinity response. However, for certain V0, we
observe the formation of wide or “softer” DWs near the FE–DE
interface. The width of these DWs is greater than 2 lattice
points and we refer to the response of these regions as a wide
domain wall response at the FE–DE interface, which we
discuss next.

6.2.1 Wide domain wall response at the FE–DE interface.
At the FE–DE interface, domain walls are typically wider than
in the bulk of the FE layer.63 Under high negative (positive)
bias voltages where +P (−P) domains become very thin, we
observe further widening of the DWs at the FE–DE interface.
These widened DWs, due to their distinct properties, exhibit
heightened response to Vsin, which we refer to as the wide
domain wall response at the FE–DE interface (highlighted in
Fig. 5d).

Wide DWs at the interface imply a slower transition of
polarization to the domain bulk (DB) values compared with
the regions away from the interface (FE bulk), as in Fig. 7c. In
the FE bulk, DWs are sharp (hard), with P-magnitude on either
side of DW close to DB values. However, at the interface, stray
or in-plane E-fields near the DWs (discussed in section

5, Fig. 3c) reduce the out-of-plane E-field. This reduction
lowers the polarization magnitudes, creating an additional
transition zone between the +P and −P domains and thereby
widening the DWs. This phenomenon is observable at any
bias voltage (V0) and has been investigated in prior works63

and observed in other phase-field simulation works.61,64

At high negative (positive) bias voltages, DW widening is
more pronounced due to thin +P (−P) domains and strong
depolarization fields. For instance, at V0 = −5.5 V, the thinning
of +P domains (Fig. 7d) reduces the +P magnitude,62 even in
regions away from the FE–DE interface. At the interface, this
reduction of +P magnitude is intensified by the polarization
gradient along z-direction (Fig. 7b), induced by the depolariz-
ation fields. The lower +P domain magnitude at the interface
slows the transition between the +P and −P domains, further
widening the DWs. As a result, we observe conical +P(−P)
domains (Fig. 7d), with DWs near the interface exhibiting
“softer” characteristics than those in the FE bulk.

These conical domains form head-to-head or tail-to-tail
domain walls near the interface. These domain walls are
experimentally observed in HZO40 and are shown to be stable
under certain charge compensation conditions.65 In our simu-
lations, conical domains are observed near the grain bound-
aries in the polycrystalline FE (Fig. 7d), where their stability is
strongly influenced by the grain boundary effects. These
conical +P (−P) domains minimize the energy of the system by
compensating the depolarization field from the neighboring –

P (+P) domains. This compensation occurs at the cost of gradi-
ent energy at only a single domain wall, consistent with our
assumption of no inter-grain elastic interactions (g11 = 0 at the
grain boundaries). Note that, such conical domains are absent
in MFM structures due to the lower depolarization field
(Fig. S2a and d†). Therefore, the capacitance in the MFM stack

Fig. 7 (a) Polarization profile at V0 = 0.3 V with black lines indicating grain boundaries. (b) Line plot of polarization along the thickness (z-direction)
in +P and −P domains, illustrating the reduced polarization magnitude at the FE–DE interface compared with away from the interface and the polar-
ization gradient along the z-direction. (c) Line plot of polarization along the x-direction crossing a domain wall, showing the widening of DW at the
FE–DE interface compared with the FE bulk. (d) Polarization profile at V0 = −5.5 V highlighting the formation of conical domains at the interface
near the grain boundaries and the reference points of plotted P–E positions in green stars. (e) Polarization–amplitude profile for V0 = −5.5 V, with a
higher response at the wide DWs near the interface. (f ) Reference points of +P domain (squares) and wide DW region (circles) plotted against the LK
curve for V0 increasing from −5.5 V to −4 V, showing the traversal of wide DW point along the moderate-slope to high-slope segment and the +P
domain point moving away from the high-slope segment.
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does not have a contribution from the wide domain wall
response (Fig. S1f†).

To understand the wide DW response, we focus on the
forward voltage path and the P–E positions of two reference
lattice points (green stars in Fig. 7d): one located in the wide
DW region and the other in the +P domain near the inter-
face. At V0 = −5.5 V, the polarization in wide DW regions
transitions gradually between oppositely polarized domains.
As a result, their P–E positions lie along the moderate (nega-
tive)-slope segment of the LK curve (circle in Fig. 7f ). The
position on the negative slope of the LK curve is a localized
and steady-state phenomenon that is consistent with the be-
havior of the softer DW regions reported in previous
works.61,64 On the other hand, the P–E positions of +P
domains near the interface fall along the high-slope segment
(square in Fig. 7f ), due to their slightly lower P-magnitude
compared with FE bulk (away from the interface). Note that,
these P–E positions deviate from the LK curve due to the
high gradient energy associated with the DW and FE–DE
interface regions.

The placement of P–E positions along the moderate and
high-slope segments of the LK curve implies a heightened
response to Vsin. This heightened response, as evident from
the ampl-P profile (Fig. 7e), is approximately 10−2 μcm2 and is
significantly higher than the response of DB regions (10−4

μcm2). However, since these regions constitute only a small
portion of the FE layer, their aggregate response (CDW) is
smaller than that of domain bulk (CDB) (Fig. 5d).

As V0 increases from −5.5 V, the polarization of +P domains
increases, shifting their P–E positions towards the low-slope
segment of the LK curve (squares in Fig. 7f). Simultaneously,
the P–E positions of wide DW regions at the FE–DE interface
traverse along the moderate slope segment towards the high-
slope turnaround point (circles in Fig. 7f). However, due to the
small area occupied by wide domain walls, domain wall
capacitance (CDW) shows minimal variation with increasing
the bias voltage (V0).

With the continued increase in V0, +P domains stabilize
and the conical domains transform to more cylindrical
shapes, reducing the width of DWs at the FE–DE interface.
The previously “softer” (wide) domain walls transition to
hard DWs, shifting their P–E positions to the low-slope
segment of the LK curve (circle in Fig. 7f for V0 = −4 V). This
reduces their response to the sinusoidal waveform, causing a
slight dip in the domain wall capacitance (CDW), as high-
lighted in Fig. 5d. With a further increase in V0, the regions
near the domain walls contribute to the overall response to
the sinusoidal waveform, which will be discussed in the next
section.

Similarly, at high positive bias voltages (V0 = 5.5 V), conical
−P domains with wider domain walls at the FE–DE interface
exhibit a higher response to the sinusoidal waveform. As V0
decreases, these conical −P domains transition to cylindrical
domains, reducing DW widening and causing a dip in the
domain wall capacitance (CDW). In summary, softer domains
at the FE–DE interface with wider domain walls govern the

wide-domain wall response at highly positive and negative bias
voltages.

6.2.2 Domain wall vicinity response. We define the domain
wall vicinity response as the response of the FE regions adja-
cent to the P-transition zones, specifically the 2 lattice points
considered the DW region. This response occurs across all bias
voltages (V0) whenever DWs are present in the FE layer and
contributes significantly to the domain wall (CDW) and the
polarization (CP) capacitances. The magnitude of this contri-
bution depends on the area by DWs in the FE layer and is
strongly influenced by the domain configurations, P-switching
mechanisms, and applied bias voltage.

To understand these dependencies, we focus on the
forward voltage path and examine the area surrounding a
representative DW in the FE layer (dashed green line in
Fig. 8a). The polarization in this region exhibits a sharp tran-
sition from +P to −P domains (black line in Fig. 8d). Let us
consider the lattice points on either side of this region (green
and purple markers in Fig. 8d) and examine their P–E posi-
tions over the range of V0 (2.3 to 2.35 V for the sample being
discussed), where this DW undergoes motion or domain
growth. Outside this range, the P–E positions of these points
typically fall along the low-slope segment of the LK curve.

At V0 = 2.3 V, the P–E position of +P lattice point (green
marker) is along the low-slope segment of the LK curve
(Fig. 8e), showing minimal response to Vsin (Fig. 8d). In con-
trast, the P–E position of −P lattice point (purple marker) is
along the high-slope segment (Fig. 8e), exhibiting heightened
response of around 1.5 × 10–2 μC cm−2 (Fig. 8b, red line in
Fig. 8d). This asymmetry in the polarization response between
the two sides of the DW leads to a reversible shift in the DW
position with the sinusoidal voltage, a phenomenon often
referred to as “domain wall vibration” in the literature.23–26

A slight increase in V0 to 2.35 V causes the purple marker
(exhibiting heightened response at 2.3 V) to switch to +P via
domain growth or DW motion (Fig. 8f). This switching shifts
its P–E position from the high-slope segment to the low-slope
segment (purple marker in Fig. 8g), reducing its response to
the sinusoidal waveform (purple marker in Fig. 8f).
Meanwhile, the new −P lattice point (gold marker in Fig. 8f)
adjacent to the transition region is still slightly away from the
high-slope turnaround point (Fig. 8g). Due to the significant
slope variation of the LK curve near the turnaround point, this
gold lattice point exhibits a slightly lower sinusoidal response
(Fig. 8f), around 2 × 10–3 μC cm−2. Consequently, the small-
signal charge response near this DW diminishes at 2.35 V
(Fig. 8c and f).

However, numerous DWs are present across the 50
different MFIM samples, with the polycrystalline variations
introducing variability in the voltages at which these different
DWs respond. Due to the Gaussian distribution of Landau
parameters, we observe a Gaussian distribution for the vol-
tages at which different DWs undergo DW motion.
Consequently, as V0 increases, more DWs approach the
threshold of the DW motion, continuously increasing CDW

with V0 (Fig. 5d).
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As V0 approaches the vicinity of coercive voltage (+Vc), the
FE layer undergoes P-switching via domain nucleation
(Fig. 4d). This process increases the number of +P domains
and DWs in the FE layer (Fig. 6f), increasing the domain wall
vicinity response. This is evident from the rise of CDW after the
peak of domain bulk capacitance (which occurs before nuclea-
tion) in Fig. 5d. With further increase in V0, +P domains grow
and coalesce (Fig. 4e), reducing the number of DWs in FE. As a
result, CDW reaches a maximum and starts decreasing with
increasing V0 above +VC (Fig. 5d).

Similar mechanisms but with opposite polarization govern
CDW along the backward path. As V0 decreases from 5.5 V to
−5.5 V, −P domains stabilize, enhancing the sinusoidal
response of the +P regions near the DWs about to undergo
domain growth. As V0 decreases further, more DWs approach
the verge of DW motion, increasing CDW. With a further
decrease in V0, −P domains nucleate, increasing the number
of DWs and CDW. Eventually, CDW reaches a peak and
decreases due to the coalescence of −P domains. These inter-
actions between P-switching via domain growth, and the
change in the number of DWs via domain nucleation and
coalescence governs the domain wall vicinity response.

7 Ferroelectric small-signal
capacitance: summary

Let us summarize the mechanisms behind the butterfly C–V
characteristics. The total ferroelectric capacitance (CTOT) con-

sists of dielectric (CDE) and polarization (CP) capacitance com-
ponents. CDE exhibits an inverted butterfly shape due to the
transformation between in-plane and out-of-plane electric
fields, which mildly counteracts the butterfly trend of CP. In
turn, CP—the primary driver of the butterfly shape—consists
of domain bulk (CDB) and domain wall (CDE) responses, which
are influenced by the domain configurations and voltage-
dependent polarization switching mechanisms in the FE layer.

Starting from V0 of −5.5 V and moving along the forward
path, CTOT increases due to the dominance of CDB, as the −P
DB regions shift from low-slope towards high-slope segment of
the LK curve. Additionally, wide domain walls at the FE–DE
interface due to the formation of conical +P domains at the
grain boundaries contribute to the capacitance response in
MFIM stacks. However, this effect diminishes as +P domains
stabilize into cylindrical shapes with increasing V0. As +P
domains stabilize with increasing V0, the contribution from
the DW vicinity response increases, particularly from domains
ready for growth. For the simulated configuration of 10 nm
HZO with 2 nm Al2O3, due to the lower area of DWs, the DW
vicinity response is less pronounced compared with the DB
response for V0 < +VC.

As V0 approaches +VC, the −P DB regions reach the high-
slope turnaround point of the LK curve, resulting in a peak in
CTOT near +VC. Further increase in V0 leads to P-switching via
nucleation of +P domains, which increases the area of DWs
and reduces domain bulk regions. This causes a decrease in
CDB while CDW increases to a peak value. After certain V0, +P
domains coalesce, reducing the number of domain walls and

Fig. 8 (a) Polarization profile and (b) polarization–amplitude profile for V0 = 2.3 V, showing the high response in the domain wall vicinity regions
(green box). (c) Polarization–amplitude profile for V0 = 2.35 V, after domain growth, showing the reduced response in DW vicinity regions. (d) Line
plot of polarization (black) and polarization–amplitude (red) along the x-direction near the highlighted DW region for V0 = 2.3 V, with the reference
points (circles markers) to be plotted against the LK curve. (e) Reference points plotted against the LK curve for V0 = 2.3 V, showing the domain wall
vicinity point in the high-slope region. (f ) Line plot of polarization (black) and polarization–amplitude (red) for V0 = 2.35 V, illustrating the domain
growth and the reduced polarization response. (g) Reference points against the LK curve for V0 = 2.35 V.
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CDW. CDB remains low as −P DB regions traverse the low-slope
regions of the LK curve, thereby reducing CTOT above +VC.

On the reverse path, similar mechanisms lead to an initial
increase in the capacitance up to a peak, followed by a
decrease. In summary, the voltage-dependent interplay
between domain bulk and domain wall responses, alongside
polarization switching via domain growth, nucleation, and
coalescence give rise to the butterfly C–V characteristics
observed in MFIM stacks. Fig. 9 summarizes these different
capacitance components.

8 Scaling ferroelectric thickness and
capacitive memory window

This section examines the impact of scaling the ferroelectric thick-
ness on the small-signal C–V characteristics. We simulate MFIM
stacks with HZO thicknesses of 5, 7, and 10 nm, each paired with
a 2 nm Al2O3 layer. To ensure consistency, the bias voltage range
was chosen to maintain a constant electric field across the FE
layer at the maximum voltage point for each thickness. Note, we
utilize the material and TDGL parameters calibrated for the
10 nm HZO and 2 nm Al2O3 MFIM sample. However, in practical
scenarios, these parameters may vary with FE thicknesses due to
strain, processing conditions, and others. Therefore, this section
focuses on trends in capacitance behavior with FE thickness
scaling rather than absolute capacitance values.

The C–V characteristics (Fig. 10a) exhibit a butterfly shape
across different FE thicknesses, with the total capacitance
increasing as FE thickness scales down.59,60 As discussed in
Section 4, the total capacitance can be divided into the dielec-
tric capacitance (CDE) component with an inverted butterfly

shape and the polarization capacitance (CP) with butterfly
characteristics (Fig. 10b and c). Both CDE and CP increase with
reducing FE thickness and we observe an expanded range of
capacitance across bias voltage. Although the overall increase
in capacitance partly results from reduced device thickness,
our analysis shows that the polarization domain configur-
ations also play a crucial role in this trend.

Scaling down FE thickness increases the polarization domain
density in the FE layer (Fig. 11a, b and c) due to the interplay
between gradient and electrostatic energy, as demonstrated by
previous studies.44,62 Higher domain density increases the area of
DWs and reduces the DB regions. As a result, CDB decreases with
FE thickness scaling (Fig. 10d), while CDW increases (Fig. 10e).
The increase in CDW is larger than the decrease in CDB since DW
regions lie on the high-slope segment of the LK curve, while DB
regions generally fall into low-slope segments except on the verge
of domain nucleation. Consequently, CDW contributes signifi-
cantly to CP at lower FE thicknesses, leading to an additional
component of the increase in CP with FE thickness scaling.

As FE thickness decreases, the increased domain density
shifts the P-switching mechanism from a combination of
domain growth and domain nucleation (at higher FE thick-
nesses) to predominantly domain growth (at lower FE thick-
nesses) (Fig. 11).62 As a result, at lower FE thickness, with
more domain walls positioned for domain growth at a given
bias voltage, especially near coercive voltage, we observe
higher maximum CDW and thus a larger range of CDW and CP.

Examining CDE trends across FE thickness, we observe that
increased domain density with FE thickness scaling enhances
in-plane E-field (and reduces out-of-place E-fields), which
lowers the charge response of the ferroelectric. As a result, CDE

shows a lower increase with FE thickness scaling than it would

Fig. 9 Summary of different capacitance components and responses in the metal–ferroelectric–insulator–metal (MFIM) capacitors.
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if polarization domain effects were absent, i.e., a lower
increase than when the capacitance change is strictly due to
thickness scaling as in a dielectric material.

Additionally, we observe an increased range of CDE across
bias voltages for thinner FE layers (7 and 5 nm), which can be
understood as follows. On the forward path, beginning from

Fig. 10 (a) Simulated capacitance versus voltage (C–V) characteristics of MFIM stack (averaged over 50 samples) across FE thickness of 5, 7, and
10 nm HZO and highlighting the offset voltage (Vos), Chigh and Clow used for capacitive memory window calculation. (b) Dielectric capacitance (CDE–

V), (c) Polarization capacitance component (CP–V), (d) Domain bulk capacitance (CDB–V) and (e) Domain wall capacitance (CDW–V) of the MFIM
stack across different FE thicknesses. (f ) Memory window for different offset voltages (Vos) across FE thicknesses of 5, 7, and 10 nm.

Fig. 11 Polarization profiles at a bias voltage of 0 V corresponding to negative remanent polarization (−PR) state for FE thicknesses of (a) 10 nm, (b)
7 nm, and (c) 5 nm showing an increase in domain density with scaling the FE thickness. Polarization profiles at bias voltage equal to the coercive
voltage of the sample (+VC) corresponding to zero polarization state for FE thicknesses of (d) 10 nm, (e) 7 nm, and (f ) 5 nm highlighting the reduced
dominance of domain nucleation with FE thickness scaling.
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the most negative bias voltage, even with the increased
domain density, most of the E-field is oriented out-of-plane
due to the asymmetry in the magnitudes of +P and −P
domains. As V0 increases, this asymmetry decreases, shifting
the E-field from out-of-plane to in-plane direction. The higher
domain density and, in turn, higher DW area in thinner FE
layers promote this op-to-ip transformation more than at
10 nm. As a result, CDE reduces significantly with V0 increase
for lower FE thicknesses, leading to a higher range of CDE as
FE thickness scales down.

However, at lower FE thicknesses, we observe deviations in
the C–V characteristics from the traditional butterfly
curves59,60 (highlighted in Fig. 10a). First, there is an initial
decrease in capacitance (highlighted in blue in Fig. 10a) as V0
moves from extreme negative (positive) bias voltage towards
zero on the forward (backward) voltage paths. This decrease
stems from the wide domain wall response at the FE–DE inter-
face. At high negative V0, conical +P domains form near the
FE–DE interface with the P–E position of +P domain point at
the interface along the high-slope segment of the LK curve
(refer to section 6.2.1). As V0 increases, these regions shift
toward the low-slope segment, reducing its response to the
sinusoidal waveform. This effect is more pronounced at lower
FE thicknesses due to higher DW density, reducing CTOT as
highlighted in blue in Fig. 10a. Some experimental character-
istics presented show a capacitance increase at higher
voltages30,31,58 for scaled FE thicknesses, which is often attrib-
uted to leakage currents.58 The prevalence of leakage currents
at high voltages makes the identification and validation of the
capacitance increase due to the wide DW response
challenging.

Additionally, small bumps in the capacitance (highlighted
in green in Fig. 10a) are observed as V0 transitions from most
negative (positive) voltage to 0 V. This phenomenon is also
due to the wide-DW response at the FE–DE interface. At high
negative V0, the “softer” DW regions associated with the
conical +P domains have their P–E positions along the moder-
ate-slope segment of the LK curve (refer to section 6.2.1). As V0
increases, these P–E positions shift along the moderate-slope
segment towards the high-slope segment, briefly enhancing
their response to the sinusoidal waveform. With further
increase in V0, these P–E positions eventually move to the low-
slope segment, reducing CTOT. Due to the higher domain
density at lower FE thicknesses, this effect creates the observed
bumps in CTOT. This phenomenon needs further investigation
with rigorous 3D simulations and experimental characteriz-
ations at scaled FE thickness and device dimensions.

We further explore the impact of increased domain density
and FE thickness scaling on the capacitive memory window
(MW), a crucial metric for capacitive compute-in-memory
(CiM) applications.17–19 In capacitive CiM applications, FE
capacitors are utilized by creating a capacitance difference
between the forward and backward paths (or the low and high
capacitance states) at zero bias voltage. This difference is
achieved either by introducing a non-zero offset voltage (Vos)
across the FE capacitor or by incorporating traps, leading to

asymmetric butterfly C–V characteristics.18 For our analysis, we
consider the former method of using offset voltage.

We vary the offset voltage (Fig. 10a) and examine the trends
in the capacitive MW, defined as the ratio between the high
(Chigh) and low (Clow) capacitance states17 (as marked in
Fig. 10a). We observe a non-monotonic capacitive MW
response to Vos across FE thicknesses (Fig. 10f): the capacitive
MW initially increases with Vos and then decreases leading to a
peak in the MW at certain Vos, due to the butterfly shape of the
FE C–V characteristics.

Peak capacitive MW shows a non-monotonic dependence
on FE thickness (Fig. 10f). As thickness scales from 10 to
7 nm, capacitive MW peaks increase, largely due to the
expanded range of CTOT. However, scaling to 5 nm reduces the
peak capacitive MW, despite the increased CTOT range. This
reduction occurs because the Chigh peak at 5nm coincides with
a bump in the Clow branch, reducing the peak Chigh/Clow ratio.
As mentioned, this behavior and the bumps in the butterfly
curves warrant further investigation.

Nevertheless, the dependence of capacitive MW on FE thick-
ness highlights the important role played by P-domain configur-
ations on the MFIM capacitance behavior. If the capacitance
changes were solely due to geometry (thickness) scaling, the MW
would remain constant across different FE thicknesses.
However, the change in the capacitive MW with FE thickness
underlines the importance of understanding the effects of polar-
ization domain configurations and switching mechanisms to
drive application-driven FE capacitance devices.

9 Conclusions

In summary, we have investigated the butterfly ferroelectric
capacitance–voltage characteristics, emphasizing the contri-
butions of the dielectric and polarization capacitance com-
ponents and the physical mechanisms governing them. We
have identified and examined three key mechanisms governing
the polarization capacitance component. First, the domain
bulk response, the response of the regions away from the
domain walls, contributes significantly to the ferroelectric
capacitance at higher FE thicknesses. Second, the wide
domain wall response at the FE–DE interface is prevalent only
at the extreme negative and positive bias voltages. Third, the
domain wall vicinity response near the domain wall regions
plays a crucial role as FE thickness scales down. We further
discuss the impact of FE thickness scaling and the resultant
increase in the domain density on the capacitance–voltage
characteristics and the capacitive memory window, showing a
non-monotonic trend in the peak capacitive memory window
as a function of FE thickness.
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