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Atomic-level mechanisms of abnormal activation
in NRAS oncogenes from two-dimensional free
energy landscapes†

Zheyao Hu ‡ and Jordi Martí *‡

The NRAS-mutant subset of melanoma is one of the most aggressive and lethal types associated with

poor overall survival. Unfortunately, a low understanding of the NRAS-mutant dynamic behavior has led

to the lack of clinically approved therapeutic agents able to directly target NRAS oncogenes. In this work,

accurate local structures of NRAS and its mutants have been fully explored through the corresponding

free energy surfaces obtained by microsecond scale well-tempered metadynamics simulations. Free

energy calculations are crucial to reveal the precise mechanisms of Q61 mutations at the atomic level.

Considering specific atom–atom distances d and angles ϕ as appropriate reaction coordinates we have

obtained free energy surfaces revealing local and global minima together with their main transition states,

unveiling the mechanisms of abnormal NRAS activation from the atomic-level and quantitatively analyzing

the corresponding stable states. This will help in advancing our understanding of the basic mechanisms of

NRAS mutations, offering new opportunities for the design of potential inhibitors.

1 Introduction

RAS families play a central role in a variety of cellular processes
such as signaling, survival, apoptosis or membrane
trafficking.1–3 They function like “binary switches” cycling
between active (GTP-bound)4,5 and inactive (GDP-bound)
states.6 When activated, they can interact with effector proteins
that control fundamental biological processes such as
EGFR,7–9 MAPK10,11 or PI3K.12 However, excessive activation of
RAS will eventually lead to cancers, such as melanoma, color-
ectal, lung and, especially, pancreatic cancer.13,14 Mutations of
RAS key residues such as G12, G13 and G61, are found in more
than 30% of human tumors.15 Given its importance, the RAS
family of oncogenes has been extensively studied from long
ago, in computational and theoretical works16–19 and also by
experimental methods such as NMR,20 X-ray21 and Fourier
transform infrared spectroscopy.22,23 Specifically, the neuro-
blastoma RAS viral (v-ras) oncogene homolog (NRAS) is one of
the most important RAS isoforms, with the typical mutated
codon occurring at residue 61,14,24 so that the excessive acti-
vation of NRAS is highly associated with malignant melanoma.

The NRAS Q61-mutant subset of melanoma shows aggressive
clinical behavior, poor prognosis and low overall survival,
annually causing the largest number of deaths.25–28

It has been observed that NRAS mutations tend to stay in
their active GTP-bound state as their most predominant con-
formation,29 mainly because the mutations are codon 61
impairing the intrinsic enzymatic activity of NRAS to hydrolyze
GTP to GDP. This makes the task of drugging NRAS very
difficult. Although several studies30–35 have been focused on
the most relevant NRAS mutations and some immunothera-
pies are available to patients with cancers related to NRAS
oncogenes,26 there is still a significant lack of knowledge on
the detailed atomic level structure of NRAS and, especially, of
efficient strategies capable of directly targeting NRAS.36–38 For
instance, some inhibitors such as the potential inhibitor
HM-387 have been recently designed in silico, in order to
target the NRAS-Q61 positively charged mutant R61, inducing
the GTP-bound NRAS-Q61 oncogenic mutations to an “off-
like” state.35 However, its effectiveness still needs to be verified
in a wet lab and in clinical practice. Therefore, the detailed
conformation and local structure of NRAS still require a sig-
nificant increase of knowledge, in order to be used for locating
potential targeting pockets that may facilitate the discovery
and improvement of potential drug-like compounds.

Detailed information on atomic interactions and local
structures at the all-atom level of NRAS is of crucial impor-
tance in inhibitor development,39 given the difficulty to access
nanoscale length and time in experimental measurements. In
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a previous work, the impact of NRAS-Q61 mutations on its
structural characteristics was qualitatively investigated35 by
means of microsecond time-scale molecular dynamics simu-
lations. In this regard, quantitative properties such as free
energy barriers associated with Q61 mutations and multidi-
mensional free energy (hyper)surfaces (FES) of NRAS and their
mutations in solution still remain to be revealed. Moreover,
the choice of appropriate collective variables (CV) to accurately
describe the dynamic behavior of NRAS remains unclear. To
move forward in this direction, we report in the present work
two high-quality CVs, which will be one cornerstone of the
present and future RAS investigations.40–42 Overall, combined
with well-tempered metadynamics (WTM) simulations, we
report in the present work a series of FESs obtained in
aqueous solution for the GTP-bound wild-type NRAS and its
mutations, helping to foster subsequent medicinal develop-
ment in wet lab experiments and in clinical tests.

2 Methods
2.1 System preparation and setups

In the present work we conducted WTM simulations of 5
NRAS isoforms with the same sequences represented as in a
previous work.35 Each system contained one isoform of the
GTP or GDP bound NRAS complex fully solvated by TIP3P
water molecules43 in potassium chloride (0.15 M) and mag-
nesium chloride (0.03 M) solution. The detailed numbers of
particles in the simulation boxes are listed in Table 1. All WTM
inputs were generated by means of the CHARMM-GUI solution
builder44–46 assuming the CHARMM36m force field.47 All bonds
involving hydrogens were set to fixed lengths, allowing fluctu-
ations of bond distances and angles for the remaining atoms.
The crystal structures of GDP-bound NRAS and GTP-bound
NRAS were downloaded from RCSB PDB Protein Data Bank,48

namely file names “6zio” and “5uhv”. The sets of NRAS proteins
(wild type, Q61R, Q61K and Q61L) were solvated in a water box,
and all systems were energy minimized and well equilibrated
(NVT ensemble) before generating the WTM simulations.

The GROMACS/2021 package (version released on January
28th, 2021) was employed49 for the system minimization and
equilibration steps. The system was minimized with steepest
descents and a conjugate-gradient step every 10 steps until
convergence to Fmax 1000 kJ mol−1. After energy minimization,
a time step of 1 fs was used in all equilibration simulations
and the particle mesh Ewald method with a Coulomb radius
of 1.2 nm was employed to compute long-ranged electrostatic

interactions. The cutoff for Lennard-Jones interactions was set
to 1.2 nm. The system was equilibrated for 1.25 μs with the
Nosé–Hoover thermostat at 310.15 K in the NVT ensemble.
Periodic boundary conditions in three directions of space have
been taken.

2.2 Well-tempered metadynamics

A wide variety of methods has been proposed to handle the
complex problem of computing free energy landscapes in mul-
tidimensional systems.50–54 In this work we have employed
WTM, a method able to efficiently explore free energy surfaces
of complex systems using multiple reaction coordinates, very
successful for a wide variety of complex systems.40,55–59 The
main advantage of WTM is its suitability for a wide variety of
systems, including model cell membrane systems with
attached small-molecules and proteins,60–63 recently developed
in our group.

After equilibration, we switched to running WTM simulations
for each system in order to perform Gibbs free energy calcu-
lations, starting from the last configuration of MD simulations
with the Nosé–Hoover thermostat at 310.15 K and the
Parrinello–Rahman barostat at 1 atm in the NPT ensemble. Long
well-tempered metadynamics simulations were performed using
the joint GROMACS/2022.5-plumed-2.9.0 tool.64,65 Periodic
boundary conditions in the three directions of space were also
considered. The set of CVs adopted in the WTM simulations will
be discussed in detail below (see section 3.1). We should point
out that determining and using more than two CVs in a WTM
simulation are hard challenges from the computational point of
view and would produce a four-dimensional FES, unsuitable to
deal with. A very usual choice is to consider one or two CVs.66

From our experience, the use of two CVs produces a complete
enough description of the FES and it is the optimal way to
proceed. It is a usual procedure to project the free energies onto
one single coordinate, integrating out the contribution of the
second CV. The values of the parameters taken for the two sets
of WTM simulations67 are listed in Tables 2 and 3.

2.3 Data analysis and visualization

The R-package metadynminer was used to analyze the WTM
results, such as calculating the free energy surface, finding
minima and analyzing transition pathways between stable
states (minimum free energy paths) in order to locate the tran-
sition states of the system.68 The software VMD69 was used for
visualization purposes.

Table 1 Number of particles in the GTP-bound NRAS simulation boxes

Species WT WT-GDP R61 K61 L61

Water 5732 5695 5742 5738 5736
K+ 25 21 24 24 25
Mg2+ 4 4 4 4 4
Cl− 22 22 22 22 22
Total atoms 19 911 19 884 19 947 19 933 19 925

Table 2 Two-dimensional WTM simulation parameters of GTP-bound
NRAS systems, where the CVs are d and ϕ

Parameter WT WT-GDP R61 K61 L61

Gaussian width of d [nm] 0.1 0.1 0.1 0.1 0.1
Gaussian width of ϕ [rad] 0.1 0.1 0.1 0.1 0.1
Gaussian hill [kJ mol−1] 1.2 1.2 1.2 1.2 1.2
Deposition stride [ps] 1 1 1 1 1
Biasfactor 10 10 15 15 10
Simulation time [μs] 3 3 3 3 3
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3 Results

In a previous report,35 the effect of Q61 mutations on the
microscopic configurations of NRAS was revealed at the atomic
level. In the case of GTP-bound NRAS, we found that the posi-
tively charged mutations Q61R and Q61K maintain stable con-
formations comparable to wild-type NRAS and that the
mutated residues R61 and K61 showed significant interaction
properties with guanosine triphosphate (GTP) whereas, in a
fully qualitatively different fashion, the mutation NRAS-Q61L
(with the non-polar residue L61) can be captured by a hydro-
phobic pocket. Limited by unbiased simulations, the free
energy barriers of these interactions cannot be accurately
measured. Besides, the FESs of NRAS have not been reported
yet. This information would be of crucial importance in order
to fully understand the signaling of NRAS and the impact of
Q61 mutations on it, as well as for subsequent pharmaceutical
research and development. In order to access a clear and well
defined FES, it is of paramount importance to know the best
reaction coordinates or CV, to be employed in precise calcu-
lations. In the present work, we will evaluate the best CV candi-
dates for NRAS and its mutations in aqueous ionic solution,
and evaluate their reliability by computing the FES in each
case. Moreover, the physical meaning of the results will be dis-
cussed and the proof of convergence of the WTM simulations
will be reported in the ESI.†

3.1 Well-tempered metadynamics simulations: collective
variables

The enhanced sampling method WTM applies a time-depen-
dent biasing potential along a set of CVs by adding a Gaussian
additional bias potential to the total potential in order to over-
come barriers larger than kBT, with kB being Boltzmann’s con-
stant and T the temperature. In the method, sampling is per-
formed on a selected number of degrees of freedom (si), i.e. a
chosen set of CVs. For each degree of freedom, the biased
potential V(sit ) is a dynamic function constructed as the sum
of Gaussian functions:67,70,71

Vðsi; tÞ ¼
X
kτ,t

WðkτÞ exp �
Xd
i¼1

ðsi � siðqðkτÞÞÞ2
2σi2

( )
; ð1Þ

where k is an integer, τ is the Gaussian deposition stride, W(kτ)
is the height of the Gaussian and σi is the width of the
Gaussian for the i-th CV. Unlike unbiased molecular dynamics
simulations, able to track the dynamic evolution of the system

around equilibrium states (stable states), the biased potential
can force the system to move around all possible states inside
a particular range of the subspace of selected CV. In the
present work, we have taken a specific approach similar to pre-
vious studies60,63,72 where distances combined with angles
were chosen (see Fig. 1).

The conformational dynamics and biological effects of RAS
families are mainly reflected by the structures of Switch-I
(SW-I, residues 27–37) and Switch-II (SW-II, residues
58–64).19,35,73,74 So the CVs chosen in this work are directly
related to SW-I and SW-II and they will help to fully describe
all intermediate states of NRAS and its mutants.

After a thorough selection from a variety of distances and
angular coordinates, the two CVs selected to perform the 2D
WTM calculations are (see Fig. 1): (1) distances (CV1 d )
between the 61st amino acid residue of NRAS and the terminal
phosphate group of GTP/GDP. In the case of NRAS-Q61L, con-
sidering that the non-polar hydrophobic amino acid Leu61
cannot form stable interaction with the negatively charged

Table 3 One-dimensional WTM simulation parameters of GTP-bound
NRAS systems, with the CV being ψ, i.e. the torsion angle of Tyr32

Parameter WT R61

Gaussian width of ψ [rad] 0.5 0.5
Gaussian hill [kJ mol−1] 1.2 1.2
Deposition stride [ps] 1 1
Biasfactor 4 4
Simulation time [μs] 1 1

Fig. 1 CV sets employed in the present work: (A) schematic diagram of
the atoms involved in the definition of CVs; (B) the CVs used for GTP-
bound wild-type NRAS are: (1) the distance (d ) between the “Gln61-CD”

atom and “3rd-P” atom of GTP as CV1 and the angle (ϕ) between vector
“GIn25-Cα → Ser17-Cα” and vector “GIn25-Cα → Thr35-Cα” as CV2; (C)
for GDP-bound wild-type NRAS; (D) for GTP-bound NRAS-Q61R; (E) for
GTP-bound NRAS-Q61K; and (F) for GTP-bound NRAS-Q61L, the dis-
tance between the “Leu61-N” atom and “Tyr96-OH” atom is taken as
CV1 (d ), whereas CV2 is the same as in the previous cases.
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phosphate group, we instead used the distance between Leu61
and Tyr96 as CV1 and (2) the angles between two vectors (CV2
ϕi) formed by the vector “GIn25-Cα → Ser17-Cα” and vector
“GIn25-Cα → Thr35-Cα” in all cases. Among them, CV1 (d )
characterizes the biological function of Q61 and the impact of
Q61 mutations on the intrinsic GTPase function of NRAS and
CV2 (ϕ) represents well the “on/off” status of switch-I. Detailed
information for each CV is provided in Fig. 1. The averaged
results for each CV are reported in the following sections 3.2
and 3.4. In addition, considering that the conformation of
residue Tyr32 has a significant effect on the interaction
between RAS and GAPs or effectors,75 we performed additional
one-dimensional WTM simulations with the torsion angle of
Tyr32 (ψ) as the collective variable, as seen in Table 3. For the
sake of brevity, we will not make a separate figure for the CV
(ψ) and instead it will be sketched together with the one-
dimensional free energy profiles of ψ.

3.2 The two-dimensional free energy landscapes of NRAS
wild-type and its main Q61 mutations

Two dimensional (2D) free energy landscapes of NRAS and its
mutations are presented in Fig. 2 for the two selected CVs. We
can observe that several main basins (minima such as A, B…)
and their corresponding molecular conformations are well
defined in all cases. We have only indicated the basins which
are clearly seen from the FES, assuming that even with well
converged runs the clearest definition of the FES would
require a huge amount of statistics of the order of 20 μs, for
each WTM simulation, out of the standard available ranges.
The coordinates of the representative basins (minima) corres-
ponding to Fig. 2 are reported in Table 4, whereas the detailed
coordinates of minima are reported in ESI-Tables 1–5.†

As a general concept, the basins in the FES indicate the
most probable configurations of the system in equilibrium. As
a matter of fact, WTM is able to reveal those stable configur-
ations in such a way that the free energy barriers that the
system needs to overcome to shift between stable states can be
estimated with a high degree of accuracy. In this work, we can
distinguish several basins for each simulation system pro-
posed. In the case of GTP-bound wild-type NRAS, several
stable states can be clearly observed (see Fig. 2A). GTP-bound
wild-type NRAS is responsible for the normal biological signal
transduction. The corresponding FES indicates that the confor-
mation of wild-type NRAS is evenly distributed and that the
free energy barriers required to switch between several stable
states are of low magnitude. The most stable conformation is
distributed between minima A, B and C. The representative
conformation minimum A holds the SW-I half open, while
SW-II remains compact. The residue Q61 stabilizes the water
molecules around γ-phosphate through hydrogen-bond inter-
actions (HB) and it is therefore responsible for the intrinsic
GTP hydrolysis activity of NRAS. In the meta-stable state D,
SW-I is closed and SW-II (especially residue Q61) shows a
similar fashion with its configuration in minimum A. The
above results indicate that Q61 can stabilize water molecules
around γ-phosphate of GTP through HB. This is fully consist-

Fig. 2 The 2D free energy landscape F(d,ϕ) (kJ mol−1) for wild-type
NRAS and its Q61 mutations. Basins “A”, “B”, “C”, “D”, “E”, “F”, “G”, “H” and
“I” are the stable states (minima) and are indicated in white. The confor-
mations corresponding to the representative basins are listed on the
right side of the 2D free energy landscape. The detailed complete Ras
protein conformations corresponding to the representative basins are
listed in the ESI.†

Table 4 The coordinates of the representative basins (minima) corres-
ponding to Fig. 2

System Basins d [nm] ϕ [rad] Free energy [kJ mol−1]

WT-GTP A 0.7 2.1 0.0
D 0.7 0.5 2.4
E 0.5 1.8 2.7

WT-GDP A 1.2 2.3 0.0
B 0.7 2.3 0.0
D 1.0 0.4 14.2

R61-GTP A 0.4 1.1 0.0
B 0.4 0.4 2.7
C 1.4 0.5 3.1

K61-GTP A 0.4 0.5 0.0
B 1.4 0.7 3.5
C 1.4 2.1 7.7

L61-GTP A 0.3 0.8 0.0
B 1.5 1.1 9.1
C 1.0 1.1 12.9
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ent with previously reported mechanisms indicating that
residue Q61 participates in the intrinsic GTP hydrolysis activity
of NRAS by stabilizing transient hydronium ions around the
γ-phosphate,30–35 although unbiased classical MD simulations
rather than QM/MM simulations were used in those
investigations.

From our results we observe that in the GDP-bound wild-
type NRAS case, both SW-I and SW-II are kept open, with a free
energy difference between basins A, B and D of approximately
14.2 kJ mol−1, as shown on Fig. 2B and Table 4. In general, the
release of the γ-phosphate after GTP hydrolysis allows the two
switch regions to relax into a more “open” state, which is in
good agreement with the so called “GDP-specific
conformation”.6,19,76,77

Mutations in NRAS Q61 significantly reduce the intrinsic
GTPase activity, leading to abnormal activation and ultimately
causing cancer.78–81 In a previous work,35 we revealed the
effect of Q61 mutations on the conformational characteristics
of GTP/GDP-bound NRAS, while the global FES and the precise
free energy barriers were estimated.35 In the GTP-bound NRAS
Q61 positively charged mutations (Q61R and Q61K), the FES
shows significant differences compared to GTP-bound wild-
type NRAS, Fig. 2C and D. The positively charged
Q61 mutations show a marked tendency to maintain the SW-I/
II regions in a compact conformation. In the GTP-bound
NRAS-Q61R case, the basins A and B at the FES correspond to
the same distance d (0.4 nm) and two different angles (1.1, 0.4
rad), and this in good agreement with the previous results
obtained from unbiased MD simulations.35

Furthermore, large free energy barriers of the system are
explored by WTM so that an additional undiscovered meta-
stable state can be found. For instance, the minimum C at the
FES corresponds to the distance d = 1.4 nm and angle ϕ = 0.5
rad. In the case of GTP-bound NRAS-Q61K, due to the similar
chemical structures and charge properties between R61 and
K61, their FESs are quite similar. The basin A at the FES
corresponds to the distance d = 0.4 nm and angle = 0.5 rad,
whereas the meta-stable state B corresponds to the distance d
= 1.4 nm and angle ϕ = 0.7 rad. In addition, since the side
chain length of K61 is slightly smaller than that of R61, the
interaction strength between K61 and GTP is slightly smaller
than that of R61, making the largely opened conformation of
NRAS-Q61K easier to reach in comparison with NRAS-Q61R,
providing a stable basin C with the coordinates (1.4 nm, 2.1
rad). Finally, for the non-polar mutation Q61L, hydrophobic
interactions of L61 with the hydrophobic pocket composed of
D92, L95, Y96 and Q9935 can be also detected in the FES stable
basin A with the coordinates (0.3 nm, 0.8 rad) (see Fig. 2E).
Moreover, benefiting from the WTM, an unknown meta-stable
state B (1.5 nm, 1.1 rad) corresponding to the dissociation of
L61 from the hydrophobic pocket has also been identified.

3.3 The conformational transitions of GTP-bound NRAS
wild-type, NRAS-Q61R and NRAS-Q61L

The barriers between stable state basins indicate the amount
of free energy required for NRAS to exchange its conformation

between stable configurations. Using the metadynminer
method,68 we have been able to trace the minimum free
energy path (MFEP) and calculate the energy barriers ΔF with
high accuracy. Metadynminer tracks the MFEP by iteratively
refining the path connecting stable states, which converges to
the minimum free energy trajectory between them.
Furthermore, the transition states (TS) between two selected
stable states can also be determined from the knowledge of
MFEP. To characterize the conformational change differences
in FESs reported in Fig. 2, we have used the MFEP to explore
the transition between different conformation changes of
NRAS and its mutants. By means of comparing the effects of
Q61 mutations on the local structures of the well-established
potential binding pockets (SW-I/II), we may provide initial
global structural differences that might help design anti-
cancer drugs targeting the (meta)stable states reported in this
work. The MFEP of GTP-bound NRAS and the corresponding
main TS are reported in Fig. 3.

The FES minima of GTP-bound wild-type NRAS were dis-
cussed in the above section 3.2. The two large free energy
basins are mainly composed of minima A, B, and C and
minima D and F, respectively. Consequently, minima A and D

Fig. 3 Minimum free energy paths (MFEPs) between selected stable
states. (A) The MFEP of GTP-bound wild-type NRAS. Left, the MFEP
between the selected minima A/D; right, the corresponding confor-
mation screenshot of the TS and the free energy barrier ΔF between the
TS and minima A/D; (B) MFEP of GTP-bound NRAS-Q61R. Left, the MFEP
between the selected minima A/B (depicted in magenta) and minima
A/C (depicted in yellow); right, the corresponding conformation screen-
shot of TS-1/TS-2 and the free energy barrier ΔF between TS-1/TS-2
and minima A/B/C; (C) MFEP of GTP-bound NRAS-Q61L. Left, the MFEP
between the selected minima A/C and minima C/B; right, the corres-
ponding conformation screenshot of TS-1/TS-2 and the free energy
barrier ΔF between TS-1/TS-2 and minima A/B/C.
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have been selected to represent the two stable states of GTP-
bound wild-type NRAS and employed to calculate the MFEP
between them (see Fig. 3A). The free energy differences
between basins A and D have been estimated to be 2.4 kJ
mol−1. Along the MFEP depicted in Fig. 3A, we identified free
energy barriers ΔFTS–A from “A” to “TS” of 9.4 kJ mol−1, ΔFTS–B
from “B” to “TS” of 8.0 kJ mol−1 and ΔFTS–D from “D” to “TS”
of 7.0 kJ mol−1. From the MFEP and the screenshots of TS, the
conformational changes of GTP-bound wild-type NRAS are
mainly reflected in the “on/off” states of SW-I, while Q61 con-
tinues to stabilize the water molecules around γ-phosphate,
again in good agreement with the hydrolysis mechanism of
GTP.30–35

Considering the similarities between the NRAS positively
charged mutations (R61 and K61), GTP-bound NRAS-Q61R will
be taken as an example to introduce the effect of positively
charged Q61 mutations on the conformational transitions. In
the GTP-bound NRAS-Q61R case, at least three stable states
(minima A, B and C) can be clearly detected. The free energy
difference between basins B and C has been estimated to be
0.4 kJ mol−1 (see Table 4), so two MFEPs have been calculated
to characterize the GTP-bound NRAS-Q61R conformational
changes, namely MFEPA–B and MFEPA–C (see Fig. 3B). Along
the MFEPA–B, the free energy barrier ΔFTS1–A from “A” to “TS1”
is 27.0 kJ mol−1 and ΔFTS1–B from “B” to “TS1” is 24.3 kJ
mol−1, so that the conformational TS1 is mainly correlated
with the “on/off” state of SW-I. Correspondingly, along the
MFEPA–C, the free energy barrier ΔFTS2–A from “A” to “TS2” is
30.3 kJ mol−1 and ΔFTS2–C from “C” to “TS2” is 27.3 kJ mol−1,
so that the conformational TS2 is related to both SW-I and
SW-II. Moreover, due to the significantly high TS free energy
barriers ΔF, NRAS is “locked” in a small conformational
region.

Our findings are in good qualitative agreement with the
replica exchange simulation of Li et al.,75 who observed three
clear minima in their computed FESs, mainly related to the
proximity of the Switch-I region (represented by residue Tyr32)
to the γ-phosphate tail of GTP. In addition, in a NMR study of
Ras complexed to the GTPγS analogue, Spoerner et al.82

obtained activation free-energies around 40 kJ mol−1 for the
binding of Ras (mutated residue 35) to the γ-phosphate of
GTP, related to two main equilibrium basins. When RAS was
bound to the effector RAF-RBD, the Gibbs free-energy for
Tyr35S bound to γ-GTP was found to be about 30 kJ mol−1.
Despite the fact that in the present work we considered the
Q61 mutated site instead of T35, the similarity of the esti-
mated binding affinities to GTP is quite remarkable. In com-
parison with other computational works, Chen et al.83 found
barriers of KRAS-G12 and GTP binding between 3 and 6 kcal
mol−1 using multiple replica-Gaussian accelerated molecular
dynamics. The values reported by us (Fig. 3B and C) are
slightly larger (around 24–27 kJ mol−1) but in reasonable quali-
tative agreement. Glennon et al.16 computed empirical valence
bond differences in activation energies of free HRAS and cata-
lysis by GAP and found values of 4 kcal mol−1 (wild-type) and
7 kcal mol−1 (GAP bound), respectively. The experimental

values84 are of 4.5 and 6.5 kcal mol−1. We observed again, for
the wild-type case, a reasonable qualitative agreement with the
value of 7–9 kJ mol−1 reported in the present work (Fig. 3A).

Conversely, the GTP-bound NRAS-Q61L case is much
simpler than the previous one, with three stable states
(minima A, B and C) to be considered for the calculation of
the MFEP (see Fig. 3C). Basin A is the most stable state, with
free energy differences with basins B and C of 9.1 kJ mol−1

and 12.9 kJ mol−1, respectively (see Table 4), significantly
larger than that in the previous R61 case. Along the MFEPA–C,
the free energy barriers are: ΔFTS1–A from “A” to “TS1” of
25.1 kJ mol−1 and ΔFTS1–C from “C” to “TS1” of 12.3 kJ mol−1.
Moreover, along the MFEPB–C, the free energy barriers are
moderately smaller: ΔFTS2–B from “B” to “TS2” is 5.8 kJ mol−1

and ΔFTS2–C from “C” to “TS2” is 2.0 kJ mol−1. The physical
meaning of MFEP between minima A, C and B relies on the
binding and dissociation states of L61 with the hydrophobic
pocket.

The intermediate conformational states related to TS con-
figurations may be relevant for inhibitor designing. We show
snapshots of such TS structures in Fig. 4, especially the TS of
NRAS-Q61R and NRAS-Q61L. In the NRAS-Q61R-GTP case,
“TS-1” and “TS-2” correspond to different intermediate states
of NRAS-Q61R, whereas in “TS-1” the R61 residue maintains a
tight interaction with the γ-phosphate of GTP, and in “TS-2”

Fig. 4 The intermediate conformational states (transition states) of
NRAS-Q61R-GTP and NRAS-Q61L-GTP (surface version). (A) Targetable
pocket on the NRAS-Q61R-GTP surface; (B) targetable pocket on the
NRAS-Q61L-GTP surface. Switch-I (red); Switch-II (blue); P-loop
(orange); residue R61 (magenta); and residue L61 (cyan); the targetable
area is highlighted with a green square in each case.
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the interaction between R61 and γ-phosphate is interrupted.
However, the targetable pocket between Switch-II and α-helix
335 still exists. This further demonstrates the feasibility of tar-
geting NRAS-Q61R-GTP. As for the NRAS-Q61L-GTP case, in
the “TS-1” state the L61 was captured by the hydrophobic
pocket located on the α-helix 3 (composed of D92, L95, Y96
and Q99), and the targetable pocket between switch-II and
α-helix 3 is blocked. L61 was released from the hydrophobic
pocket in the “TS-2” state, so that the vacant hydrophobic
pocket can become a potential binding site, for instance for
the inhibitor “LIG1”, recently proposed by Lu et al.85

3.4 One-dimensional free energy profiles

From the 2D free energy landscapes and minimum free energy
paths obtained from WTM simulations (Fig. 2 and 3) it is poss-
ible to obtain a one-dimensional (1D) free energy profile where
one single CV is considered and the second one has been inte-
grated out. This calculation along one single CV (si, i = 1, 2)
allows us to directly compare free energy barriers to experi-
mental findings, as pointed out by Jämbeck et al.86 These
authors pointed out that a direct route to connect FESs to
experiments is normally cumbersome, since information
about binding modes in solutes obtained from experiments is
normally not available. Then, it is possible to use standard
binding free energies ΔGbind determined from experiments as
an indirect measurement of the accuracy of computed free
energy barriers. In the present work, 1D free energy profiles
F(s1) (equivalent to the ΔGbind mentioned above) can be
obtained as:86,87

Fðs1Þ ¼ �β�1 ln

Ð
e�βFðs1 ;s2Þds2Ð

e�βFðs1;s2Þds1ds2

� �
; ð2Þ

where s1 and s2 are the CVs and β = 1/(kBT ), where kB is the
Boltzmann constant and T is the absolute temperature. This
means that all possible paths for the CV labeled as s2 have
been integrated out and averaged. In the present case, the
results in Fig. 5 reveal a series of free energy barriers around
the basins. We have obtained clear asymmetry for all free ener-
gies dependent on d and ϕ, indicating the existence of dis-
tinguishable distributions of both distances and angles.

As a general fact, both angles ϕ and distances d characterize
well the movement of the corresponding NRAS functional
regions SW-I/II. The barriers for the free energies dependent
on angles ϕ and distances d are in the range of 9 kJ mol−1, the
largest in the GTP-bound wild-type NRAS case, and the free
energies of distances d minimum tend to be located at the
coordinate 0.7 nm, where Q61 plays the role of stabilizing the
water molecules around γ-phosphate. When GTP is hydrolyzed
to GDP, the coordinates corresponding to the free energy
minima of ϕ and d both increased to 2.3 rad and 1.2 nm,
respectively (see Fig. 5A). The barriers for the free energies
dependent on ϕ are in the range of 22 kJ mol−1, which is the
largest.

The GTP-bound NRAS-Q61 mutations show the opposite
trend in comparison with the wild-type NRAS, as reported in

Fig. 5B and C. The barriers for the free energies dependent on
angles ϕ are similar to those obtained from wild-type NRAS,
say around 6 to 13 kJ mol−1, while the free energy minimum
coordinates are located at a smaller coordinate position: 0.5
rad for NRAS-Q61R, 0.7 rad for NRAS-Q61K and 0.8 rad for
NRAS-Q61L. As for the distances d, there exist higher free
energy barriers that force the system to remain at the smaller
coordinate position. The free energy barriers for the R61/K61
interaction with γ-phosphate are 32 kJ mol−1 and 25 kJ mol−1,
respectively, and the free energy barrier for the L61 interaction
with the hydrophobic pocket on the α-helix 3 is 18 kJ mol−1.
These values should be compared with the low barrier
obtained in the Q61 case, of only 7 kJ mol−1 (Fig. 3A), indicat-
ing the difficulty of the mutated species in transferring from a
“bound” to an “unbound” state. The difference can be attribu-
ted to the fact that the conformational changes in the wild-
type species are mainly due to orientational changes, whereas
in oncogenic species they are due to translational changes, as
is clearly seen in the L61 case (Fig. 3C).

Fig. 5 1D free energy profiles for two CVs (d,ϕ). Top row corresponds
to: (A) the comparison of 1D free energy profiles between GTP-bound
wild-type NRAS and GDP-bound wild-type NRAS; the second row
corresponds to: (B) the comparison of 1D free energy profiles between
GTP-bound wild-type NRAS and GTP-bound NRAS-Q61R/K; and the last
row corresponds to: (C) the comparison of 1D free energy profiles
between GTP-bound wild-type NRAS and GTP-bound NRAS-Q61L. In
each row, the left column corresponds to the distances CV d, whereas
the right column corresponds to the angles CV ϕ defined in Fig. 1 for
each NRAS. In order to directly compute the height of free energy bar-
riers, each absolute minimum has been set equal to zero.
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Moreover, it has been observed that the conformation of
residue T32 has a significant impact on the binding of RAS to
effector proteins. “T32in” is conducive to the combination of
Ras and Raf, while “T32out” is conducive to the combination of
Ras and GAPs, as described by Li et al.75 Following this idea,
we have run additional one-dimensional WTM simulations
using the specific torsion angle associated with residue T32 as
the collective variable (CV, ψ). In this 1D free energy profile of
ψ (Fig. 6), we have located “T32in/T32out” positions and a free
energy difference between “T32in” and “T32out” (ΔFin–out =
5 kJ mol−1) for wild-type NRAS, which is in very good agree-
ment with the values reported by Li et al.75 This fact also
demonstrates the delicate balance between GTP hydrolysis and
signaling in wild-type NRAS proteins. Furthermore, in the
mutated NRAS-Q61R case, the free energy difference “T32in/
T32out” is greatly enhanced (ΔFin–out ∼ 23 kJ mol−1). Regarding
the TS, in the NRAS-Q61R case ΔFTS–R61–in = 35 kJ mol−1, com-
pared to ΔFTS–R61–out = 11 kJ mol−1. This means that the GTP
hydrolysis of NRAS-Q61R is inhibited (does not readily bind to
GAPs) and is activated abnormally (tends to remain bound to
RAF). These findings should be combined with the 2D WTM
simulations (CVs, d and ϕ) from section 3.2, which revealed
that the Q61 mutation will damage the intrinsic GTPase
activity of NRAS. These results explain well the rarity of GDP-
bound NRAS species in NRAS mutations and the fact that
NRAS mutations can lead to overactivation of NRAS and ulti-
mately cause cancer.

4 Conclusions

NRAS are small GTPases with the ability to regulate cell
growth, differentiation and survival. The mutated NRAS shows
a strong association with the malignant melanoma, which has
an aggressive clinical behavior and poor prognosis, as well as a

low overall survival rate. Several efforts have been focused on
the structural and pharmaceutical aspects of
NRAS-Q61 mutations, but validated inhibitors are still
missing. There is also a lack of accurate FESs of NRAS and its
mutants. The present study is an extension of previous investi-
gations,35 where the WTM has been employed to evaluate the
FES of NRAS and its Q61 mutations in detail. Their confor-
mational differences in solution will help us understand the
impact of the NRAS Q61 mutations and further promote the
inhibitor design. In this work, we have conducted WTM simu-
lations of five NRAS systems and obtained the corresponding
FES, considering in all cases a specific pair of reaction coordi-
nates or collective variables. Our simulations reached the scale
of 3.0 μs, for a total of 15.0 μs. In all cases the convergence of
the WTM simulations has been clearly proved. With the help
of well-tempered metadynamics simulations we have calcu-
lated 2D FES and the 1D profiles after integrating out one CV.
All conformationally accessible regions of NRAS and its
mutations have been fully explored. We observed that each
system has several stable states, which are the signature of the
equilibrium configurations for each system. The two selected
CVs are: (1) the distance d between the 61st amino acid
residue of NRAS and the terminal phosphate group of GTP/
GDP and (2) the angle ϕ between the two vectors defined by
“GIn25-Cα → Ser17-Cα” and “GIn25-Cα → Thr35-Cα”.

In the 2D FES of GTP-bound wild-type NRAS, a series of
minima (“A” to “I”) were detected with conformations evenly
distributed within the low free energy barriers. The main
feature of the conformations corresponding to minima A, B
and D is the existence of “bridge water”, which is stabilized
between Q61 and γ-phosphate by hydrogen bonding inter-
actions with them. This is well consistent with the reported
intrinsic GTP hydrolysis mechanism of wild-type NRAS.30–35 A
subsequent analysis of 1D free energy profiles revealed that
the barriers for the free energies dependent on ϕ and d are in
the range of 8 to 9 kJ mol−1. When GTP is hydrolyzed,
accompanied by the dissociation of γ-phosphate, GDP-bound
wild-type NRAS enters a so called “GDP-specific conformation”
state,6,19,76,77 with the SW-I/II region largely opened. The free
energy barrier to maintain this “GDP-specific conformation”
state is approximately 22 kJ mol−1, around 3 times larger than
that in the GTP-bound wild-type NRAS case. The NRAS
Q61 mutation showed obvious differences in conformational
changes compared with the wild type case. The most notice-
able difference is related to the distance d, although the angles
ϕ for the mutated species also tend to show smaller values in
comparison with those of the wild-type case NRAS. For the
positively charged mutations Q61R and Q61K, there exist large
free energy barriers of 32 kJ mol−1 and 25 kJ mol−1, respect-
ively, which correspond to the strong HBs between positively
charged R61 (K61) and negatively charged γ-phosphate. In a
previous work,35 we estimated by unbiased simulations the
overall barriers of HBs between GDP-NRAS-R61(K61) and
aqueous solutions to be 8.9 kBT (23 kJ mol−1) and 5.4 kBT
(14 kJ mol−1), respectively. This indicates that in the case of
GDP-bound NRAS-Q61R(K),35 SW-II can be separated from the

Fig. 6 The comparison of 1D free energy profiles (CV ψ) between GTP-
bound wild-type NRAS and GTP-bound NRAS-Q61R. In order to directly
compute the height of free energy barriers, each absolute minimum has
been set equal to zero.
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protein surfaces, meanwhile the “GTP-bound” will maintain
tight conformations in unbiased simulations.

In summary, benefiting from WTM simulations, we evalu-
ated the FES of each NRAS case (rare GDP-bound
NRAS-Q61 mutation cases are excluded) and accurately assessed
the free energy barriers for the NRAS conformational changes
and the effect of Q61 mutations on it. Meanwhile, through the
WTM, we also calculated the free energy barriers for the inter-
actions of R61(K61)-GTP and L61 with the hydrophobic pocket
located on α-helix3 (approximately 18 kJ mol−1), which could not
be accurately evaluated by the unbiased simulations.
Furthermore, the knowledge of stable and transition states
obtained from 2D (CVs d,ϕ) and 1D (CV ψ) WTM simulations for
the RAS family, represented in the present work on the NRAS sub-
species, is crucial for a deep understanding of how mutations
affect RAS signal transduction. The NRAS-Q61 mutations can
keep NRAS continuously activated by destroying its intrinsic
GTPase activity and weakening its interaction with GAPs. In
addition, the NRAS-Q61 mutation causes NRAS to maintain a
dominant conformation (“T32in”) for binding to Raf, promoting
the continuous activation of downstream signaling pathways and
ultimately leading to cancer. On the other hand, a detailed study
of SOS1–KRAS interactions at the atomic level has been recently
published.88 The latter will provide another perspective on
mutations leading to abnormal activation of RAS. We can con-
clude that the methodology and results presented here can be
useful tools to provide detailed atomic-level structural information
for the development/optimization of specific inhibitors for
NRAS-Q61 mutations in the further investigation.
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