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Conformation driven conductance modulation in
single-stranded RNA (ssRNA)†

Arpan De, *a Arindam K. Das b and M. P. Anantram a

The structural attributes of RNA, especially co-transcriptional fold-

ing, have enabled RNA origami to construct complex 3D architec-

tures, serving as a platform to build RNA-based nanodevices.

However, the potential of RNA in molecular electronics is largely

unexplored, mainly due to its inherent conformational fluctuations.

Although this variability poses challenges for a precise understand-

ing of the conductance properties of RNA, it also offers opportu-

nities for tuning RNA-based molecular devices by exploiting their

dynamic nature. Accordingly, our objectives in this paper are two-

fold: (i) how do conformational fluctuations impact the charge

transport properties of single stranded RNA (ssRNA), and (ii) how

can these fluctuations be controlled? Toward that end, we first

established a benchmark for ssRNA instability compared to double

stranded RNA (dsRNA) based on molecular dynamics. Subsequently,

we explore quantum transport across 123 distinct conformations,

which show that the average conductance of ssRNA is 1.7 � 10�3

G0, but with a high standard deviation of around 5.2 � 10�3 G0. We

demonstrate that the conductance of ssRNA is influenced primarily

by backbone bending and nucleotide positioning. Specifically, while

backbone bending tends to result in higher conductance at reduced

end-to-end phosphorus distances, nucleotide positioning intro-

duces significant stochasticity. To mitigate this variability, we also

demonstrate that increasing the salt concentration can stabilize

ssRNA, presenting a viable strategy for minimizing conductance

fluctuations. Our findings reveal that if ssRNA conductance can be

switched between folded and unfolded states, it can offer two

distinct conductance modes. We anticipate the programmability

of ssRNA folding and durability, coupled with its conductivity, can

be leveraged for advancing molecular electronics.

Introduction

The folding and unfolding of RNA transform a simple nucleo-
tide chain into versatile 3D molecular complexes, playing a
pivotal role in numerous biological functions.1–4 For instance,
RNA catalyzes peptide bond formation,5 regulates translation,6

assists in replication, and supports both protein synthesis7 and
viral propagation.8 This intricate involvement of RNA com-
plexes in modulating critical biological processes has moti-
vated researchers to investigate its structural attributes for
decades. Since 1999, a major research thrust has been predic-
tion of secondary and tertiary structures of RNA sequences.
Recently, Zhang et al. have provided a comprehensive review of
state-of-the-art experimental and computational techniques for
predicting RNA folding patterns.9 Other excellent discussions
on different methods used to solve RNA folding problems can
be found in Seetin et al.10 and Gardener et al.11 From these
studies, it can be inferred that secondary structures are largely
governed by Watson–Crick (WC) and wobble base pairing, but
transitions to tertiary structures are more complicated.
Although these computational studies shed light on the folding
patterns of RNA, they do not provide any insight into the
underlying charge transport properties, which is crucial for
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New concepts
Advancement in molecular electronics relies on a precise understanding
of charge transport at the nanoscale level. While DNA has been highly
explored as a syn-biological electronic material, RNA remains largely
unexplored despite its versatility in nanotechnology. This work provides
the first comprehensive analysis of inherent conformation-driven con-
ductance stochasticity in single-stranded RNA (ssRNA). We demonstrate
that ssRNA conductance states are highly sensitive to conformational
changes, particularly backbone bending and nucleotide arrangement.
Importantly, we show that these conformational fluctuations can be
regulated through environmental conditions such as salt concentration,
offering a practical approach to control conductance variability. Our
findings suggest that ssRNA programmable folding capability, combined
with its variable conductance states, could enable the development of
novel molecular switches and memory devices.
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the design of next-generation nanotechnology. In this article, we
aim to evaluate the impact of folding on RNA charge transport to
assess the performance of RNA-based nano-devices.

RNA origami has emerged as a promising method for
creating nanostructures through co-transcriptional folding of
RNAs.12 It enables the design of multitudes of complex RNA
architectures for applications in medicine and synthetic biol-
ogy. In 2018, Hoiberg et al. created an RNA octahedron via RNA
origami for gene knockdown in cells.13 Additionally, Krissana-
prasit et al. utilized scaffold RNAs to bind thrombin, thereby
improving anticoagulant activities.14 Furthermore, Nguyen
et al. demonstrated the regulation of gene expression with
protein-binding RNA scaffolds.15 A pioneering study by Han
et al. successfully constructed diverse multikilobase single-
stranded (ss) nanostructures including a 6337-nt RNA.16 This
study highlighted that self-folding of ssRNA can enable building
of complex nanostructures without knots. Following up, Vallina
et al. developed a multi-functional RNA origami robot, Trapta-
mer, that can mechanically trap a fluorescent aptamer, reversibly
control its fluorescence, and operate as a logic gate.17 These
studies elucidate the good programmability of single-stranded
RNA scaffolds. The structural advantages of ssRNAs hold great
potential for applications beyond biology, for example in build-
ing electronic devices. To advance this, it is essential to under-
stand the underlying charge transport properties of RNA. Unlike
DNA, RNA charge transport has not been explored extensively.
Single-molecule conductance measurements have revealed that
RNAs exhibit comparable, if not higher, conductance than
DNAs.18–20 Recently, Chandra et al. reported the conductance
of single- and double-stranded RNAs to be around 0.001G0,
where G0 is the quantum of conductance.21 However, conduc-
tance in RNA is characterized by high variability, which can be
attributed to factors such as conformational changes and envir-
onmental conditions.20 This fluctuation creates challenges but

also opens possibilities for optimizing RNA-based molecular
devices by harnessing their natural flexibility.

In this manuscript, we have focused on unraveling the
implications of structural fluctuations on short single-
stranded RNA (ssRNA) conductance through rigorous charge
transport analysis. First, we present a comparative statistical
analysis of structural variability between single- and double-
stranded RNA with molecular dynamic simulations in Fig. 1.
Second, we perform charge transport calculations on 123 con-
formations with different backbone and nucleotide configura-
tions, and these results are illustrated in Fig. 2–5. Finally, we
show how increasing the salt concentration can effectively
harness the conformational fluctuations of ssRNA in Fig. 6,
offering a viable solution for realizing RNA-based electronics.

Molecular dynamics results: ssRNA vs.
dsRNA

We have selected the 10-base ssRNA sequence 50-GGGGGCGGGG-
30 (50-G5CG4-30) to investigate conductance variability induced by
folding and unfolding phenomena. For reference, we have also
considered a 10-base pair dsRNA structure comprising the com-
plementary sequence of the ssRNA, 50-G5CG4-30/30-C5GC4-50. Mole-
cular dynamics (MD) simulations were conducted for 200 ns on
both structures (details in Methods), with frames captured every
2 ps, yielding a total of 100 000 conformations. A comparative
evaluation of the structural stability of ssRNA and dsRNA is
presented in Fig. 1. The root mean square deviations (1D-
RMSD), calculated relative to the initial frame, are shown in
Fig. 1(a), where it is evident that dsRNA exhibits greater structural
stability than ssRNA, with an average RMSD of 1.95 � 0.52 Å,
compared to 5.60 � 1.15 Å for ssRNA. This trend is further
corroborated by the 2D-RMSD plots shown in Fig. 1(b).

Fig. 1 Molecular dynamics results: ssRNA vs. dsRNA. (a) 1D RMSD vs. time; dotted black lines indicate the mean RMSDs. (b) 2D RMSD vs. time. (c) End-to-
end phosphorus distances vs. time. (d) Coefficient of variation (s/m) for the seven backbone dihedral angles. (e) Hydrogen bond heatmaps between bases
of ssRNA/base-pairs of dsRNA. In (c), the dotted lines are drawn to show that ssRNA mostly fluctuates between folded and unfolded configurations, while
dsRNA is comparatively stable. In (e), the color bars (in units of Å) represent average hydrogen bonds over 100 000 conformations. An enlarged version of
the heatmaps with corresponding average H-bond numbers are provided in Fig. S5(i) and (ii) (ESI†) for ssRNA and dsRNA respectively.
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While 1D RMSD provides a reasonable estimate for structural
stability, the 2D-RMSD heatmaps highlight the presence/absence
of multiple low RMSD regions or stable conformation states. For
ssRNA (Fig. 1(b), left), we identify six distinct patches of low RMSD
(o5 Å). Among these, the biggest patch is approximately between
85–150 ns. On the contrary, the 2D-RMSD heatmap of dsRNA
(Fig. 1(b), right) has a maximum value of 5.75 Å, significantly
lower than the 13.32 Å observed for ssRNA. This results in the
absence of low RMSD ‘‘patches’’ in dsRNA, underscoring its
‘‘stability throughout the MD trajectory.’’ To gain deeper insight
into the conformational dynamics of both ssRNA and dsRNA, we
employed the end-to-end phosphorus distance (DPdis), defined as
the distance between 1st and 9th phosphorus atoms, as a key
metric for analysis. The value of DPdis is directly proportional to
the bending of the backbone. From Fig. 1(c), we observe that in
the case of ssRNA, DPdis varies considerably (unlike dsRNA, shown
in the bottom panel of Fig. 1(c)), spanning a range from 6.40 to
47.18 Å, with an average value of 21 Å. We used this average value
to classify the conformations into folded (DPdis o 21 Å) and
unfolded (DPdis Z 21 Å) states, yielding a folding probability of
47.88% (i.e., 47 880 out of 100 000 conformations have DPdis o 21 Å).
When correlating DPdis values with low RMSD patches in the 2D-
RMSD heatmap, we observe that the ssRNA sequence exhibits
stable configurations in both folded and unfolded states. For
instance, for the low RMSD patches between E20–40 ns and
E85–150 ns in (Fig. 1(b), left), the ssRNA sequence has a DPdis

value of less than 21 Å. For other low RMSD patches, DPdis is
relatively higher, suggesting shuffling between the folded and
unfolded states. In contrast, dsRNA exhibits a tighter distribution
of DPdis (see Fig. 1(c), bottom), ranging from 21.72 to 36.48 Å with
a mean value of 28.4 Å which is consistent with the trends in
RMSD plots in Fig. 1(a) and (b). Note that for dsRNA, we obtained
two distributions of DPdis for 50-30 and 30-50 strands, which are very
similar to each other (see Fig. S1, ESI†); in (Fig. 1(c), bottom), we
show the mean DPdis over both strands. We also analyzed the
distributions of the seven backbone dihedral angles to further
characterize the structural fluctuations of ssRNA and dsRNA, as
shown in Fig. 1(d). It is evident that the coefficients of variation
(CV) of all dihedral angles, derived from 100 000 conformations,
are considerably higher for ssRNA than dsRNA, which is consis-
tent with our observations regarding RMSDs and DPdis values
shown in Fig. 1(a)–(c). In particular, the CV of the dihedral angle
between bases and backbone (w) for ssRNA is 51.6% higher
compared to dsRNA.

To further probe the backbone dihedral distributions, we
have presented the residue-wise time evolutions of backbone
dihedrals for ssRNA and dsRNA in Fig. S2 and S3 (ESI†)
respectively. For dsRNA, the dihedrals are extremely stable with
minimal fluctuations (Fig. S3, ESI†), consistent with the 2D
RMSD heatmap in Fig. 1(b). In contrast, ssRNA demonstrates
pronounced fluctuations in its backbone dihedrals (Fig. S2,
ESI†). Specifically, the 30-end residues’ dihedrals (primarily a, d,
z) show significant perturbation between E20–200 ns. We also
observe minor variations in the interior residue dihedrals from
E 80 ns, coinciding with the onset of ssRNA folding (DPdis o
21 Å, Fig. 1(c), top). We attribute these dihedrals’ perturbations

of the interior bases to the folding of the structure, which we
hypothesize is triggered by fluttering of the 30-end residues. A
comparative analysis of probability densities for all dihedral
angles is depicted in Fig. S4 (ESI†). In general, we observe that
the pdf’s of ssRNA are multimodal, in contrast to unimodal for
dsRNA (with the exception of b). We also observe that while the
locations of the primary peaks for ssRNA align closely with
those for dsRNA, the secondary peaks for ssRNA can be
attributed to folding-induced dihedral perturbations.

To further elucidate the underlying reasons for structural
dynamics, we next examine hydrogen bonding between differ-
ent residues. Considering each nucleotide as both a donor and
an acceptor for hydrogen bonding, we have created heatmaps
with the average number of hydrogen bonds, shown in Fig. 1(e),
which highlights two distinct types of hydrogen bonds: (i) intra-
nucleotide hydrogen bonds, formed between atoms in the
backbone and base of the same nucleotide (represented by
the main diagonal elements) and (ii) inter-nucleotide hydrogen
bonds, formed between backbone and base of one nucleotide
and those of another nucleotide. An enlarged versions of the
heatmaps with corresponding average hydrogen bond numbers
are provided in Fig. S5(i) and (ii) (ESI†) for ssRNA and dsRNA
respectively. Inter-nucleotide hydrogen bonds can be further
subdivided into two categories: bonds between adjacent
nucleotides (depicted by elements on the upper and lower
diagonals in Fig. 1(e)), and those between non-adjacent nucleo-
tides (represented by all other elements except those on the
main, sub, and super diagonals). The presence of hydrogen
bonds between adjacent bases indicates stabilization of the
ssRNA, while bonds between non-adjacent bases suggest a
higher likelihood of folding. Intra-nucleotide hydrogen bonds
occur only when the nucleotide comes close to the backbone
during the MD trajectory. From Fig. 1(e), we can make three key
observations. First, in the case of ssRNA (Fig. 1(e), top), a
significant number of hydrogen bonds are observed between
adjacent bases (elements on sub and super-diagonals) as well as
non-adjacent bases, such as those between bases 9 & 3, 1 & 10, and
4 & 8. The former (latter) type of bonding explains the stability of
the unfolded (folded) conformations, which has been explicitly
demonstrated in Fig. S6 (ESI†). Second, intra-nucleotide hydrogen
bonding is considerably higher for the terminal nucleotides (1
and 10), which can be attributed to the twisting of the nucleotide,
bringing it in proximity to the backbone and allowing hydrogen
bonds to form between the backbone and base. However, the
occurrence of such twisting is less likely in the non-terminal
bases, resulting in low hydrogen bonds along other diagonal
elements in (Fig. 1(e), top). Finally, in dsRNA (Fig. 1(e), bottom),
it is evident that hydrogen bonds within a base pair dominate
those between adjacent base pairs. This explains the tight dis-
tribution of DPdisdsRNA in (Fig. 1(c), bottom).

Conductance variations in ssRNA

In Fig. 1, we have established the structural instability asso-
ciated with ssRNA. In this section, we undertake an analysis of
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the impact of structural instability on the conductance of ssRNA.
Toward that end, we first classified the 100 000 ssRNA conforma-
tions into five distinct categories based on DPdis values, namely,
10 Å to 30 Å in steps of 5 Å with a tolerance of 10% (the nominal
DPdis values for the five categories are 10, 15, 20, 25, and 30 Å).
From each category, we have chosen frames based on the
number of stacked bases, leading to a total of 123 selected
conformations. The detailed frame selection methodologies for
both ssRNA and dsRNA are provided in Methods.

Typical representations of the backbone orientations for the
five DPdis categories from 10 Å to 30 Å are shown in Fig. 2(a). We
performed energy-dependent decoherence probe-based charge
transport calculations (details available in Methods) on the
selected structures with the contacts connected to the first
and last bases. We then computed the zero-bias conductance
of each selected conformation with the Fermi energy corres-
ponding to the HOMO energy. These conductance values are
shown as a function of time in (Fig. 2(b), left). To better
illustrate the conductance dispersion, we have also shown the
probability density function (PDF) in (Fig. 2(b), right). The

mean and standard deviation of the pdf of log10
G

G0

� �
are

obtained to be �4.68 Å and 2.02 Årespectively, where G and
G0 are the ssRNA conductance and quantum of conductance
respectively. The high standard deviation suggests that con-
ductance variability is closely related to conformational fluctua-
tions. The pronounced conductance stochasticity observed in
ssRNA is attributed to its ability to exhibit multiple metastable
states, unlike the well-characterized dsDNA, which generally
remains unfolded and exhibits a narrow conductance distribu-
tion – as supported by the dsRNA conductance data presented
in this study (see Table S1, ESI†).

Next, to explore the dependence of conductance dispersion
on DPdis, we have presented the conductance distributions of
conformations for each category of DPdis in Fig. S7 (ESI†). We
observe that the average conductance decreases from folded
(DPdis = 10, 15 Å) to unfolded (DPdis = 25, 30 Å) states. Overall, it

can be inferred that folding, in general, leads to an increase in
conductance along with lesser variability, a property which can be
leveraged for next-generation synthetic-biology-based electronics.

Electronic properties of conformations

A striking observation across all categories in Fig. 2(b) is the
substantial disparity between the maximum and minimum
conductance values observed among the conformations. The
corresponding extreme conductance values for all five DPdis

categories are summarized in Table 1. For every DPdis category,
the conductance spread (defined as the ratio of maximum to
minimum conductance in a category) was found to range
between E103–106 G0, which is substantial and highlights the
significant influence of conformation in determining conduc-
tance. To unravel the impact of conformation on conductance,
we have studied the extreme conductance cases, low conduc-
tance conformation (LCC) and high conductance conformation
(HCC) of DPdis = 15, 20, and 25 Å. For a holistic understanding
of conductance fluctuations, we have compared the conforma-
tions based on four metrics.

First, we analyze the structural differences between LCCs/
HCCs of each category in Fig. 3. For DPdis = 15 Å, we notice that
the distance between 30 and 50 ends is lower for HCC in contrast
to LCC (see Fig. 3(a)). Quantitatively, the distance between the
center of masses of terminal bases 1 and 10 is 10.13 Å (8.41) for
LCC (HCC). This distinction becomes more pronounced for

Fig. 2 Conductance stochasticity of ssRNA. (a) Representative backbone orientations of ssRNA for nominal DPdis values 10, 15, 20, 25 & 30 Å. (b) Left:
Conductance as a function of time. The markers (indicated by �) are color-coordinated to panel (a). Right: Probability distribution of all the log of
conductance values obtained from 123 conformations (bar plots). The dotted line is the fitted curve with gamma distribution (a = 5.3424, b = 0.8767). The
green shaded regions enclosed within dotted envelopes represent the conductance dispersion limits of dsRNA of this work. The conductance values for
dsRNA have been provided in Table S1 (ESI†).

Table 1 Summary of lowest and highest conductance values for the five
categories of DPdis

G/G0 DPdis: 10 Å DPdis: 15 Å DPdis: 20 Å DPdis: 25 Å DPdis: 30 Å

LCC 2.48 � 10�6 7.51 � 10�8 8.91 � 10�9 3.63 � 10�9 1.58 � 10�8

HCC 1.62 � 10�2 4.00 � 10�2 1.70 � 10�3 3.00 � 10�3 4.12 � 10�4

Ratio 6.53 � 103 5.33 � 105 1.91 � 105 8.26 � 105 2.61 � 104

LCC: lowest conductance conformation; HCC: highest conductance
conformation; G0: quantum conductance
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DPdis = 20 Å (Fig. 3(b)), where the separation between the
terminal bases is 23.02 Å for LCC vs. 13.31 Å for HCC. Moreover,
unlike the LCC structure, the 50 end in HCC is close to the 7th
and 8th bases (6.68 Å and 7.65 Å respectively). A similar trend
can be noticed for DPdis = 25 Å (Fig. 3(c)). In this case, the
distances between the terminal bases are 28.63 Å and 24.87 Å
for LCC and HCC respectively. These results, combined with
the conductance data provided in Table 1, suggest that the
distance between terminal bases and conductance should be
correlated. Intuitively, this is justified since a lower terminal
base distance decreases the hopping length, leading to higher
conductance.

However, the inter-terminal base distance alone cannot
completely account for the substantial conductance ratio
between LCCs and HCCs. To further address this issue, we
have considered a second metric, delocalization of HOMO and
HOMO�1 orbitals among the bases. A higher delocalization
suggests better orbital overlapping between the bases, which in
turn is indicative of better charge transport. For the three
specific cases depicted in Fig. 3, we find that the proximity of
bases plays a crucial role in orbital delocalization, for both
folded and unfolded configurations. For DPdis = 15 Å, a closer
observation reveals that the 1st base has moved closer to the
10th base in HCC, whereas in LCC it swings away. Conse-
quently, the HOMO orbital is delocalized over bases 1, 7, 8, 9,
10 for HCC, while it is delocalized only over bases 3, 4, 5, 6 for
LCC. The HOMO�1 orbital is also delocalized for HCC, but over
bases 2, 3, 4, 5, whereas for LCC, it remains delocalized on
bases 2, 3, 4. Similarly, for DPdis = 25 Å, we observe a delocaliza-
tion over bases 1 to 8 for HCC. In contrast, the proximity of 30

terminal bases (8, 9, 10) for LCC leads to strong orbital overlap,

causing the HOMO orbital to localize near the 30 terminal. The
trends of high delocalization for HCC become more evident for
the HOMO�1 orbital.

Interestingly, for DPdis = 20 Å, although the inter-base
distances are lower in HCC than LCC (Fig. 3(b)), the HOMO
orbital delocalization is more pronounced for LCC (over bases
1, 2, 3, 4, 5) than HCC (over bases 8, 9, 10). However, we find
that the HOMO�1 orbital is more delocalized for HCC than
LCC. To quantify orbital localization, we have computed the

inverse participation ratio (IPR ¼
P
i

Cij j4
� P

i

Cij j2
� �

2, where

|Ci|
2 is the probability of finding an electron at the ith

residue).22 The greater the value of IPR (maximum value is 1),
the greater is the orbital localization. Table 2 summarizes the
IPR values and energy levels for the first three HOMO energy
levels for DPdis = 15, 20, 25 Å. The corresponding probabilities
(|Ci|

2) are shown in Fig. S8 (ESI†). We observe from Table 2 that
the IPR values of LCC and HCC at corresponding HOMO
(HOMO�1) energies are 0.85 (1.00) and 1.00 (0.72) for DPdis =
20 Å. Additionally, the HOMO & HOMO�1 levels differ by
150 meV (E5kBT) and 20 meV (oEkBT) respectively for LCC
and HCC. This suggests that when the Fermi energy is near the
HOMO level for HCC, both HOMO and HOMO�1 orbitals
can participate in electronic transport due to their relatively
small energy separation. Therefore, we can conclude that for
the DPdis = 20 Å category, small energy differences between the
first few HOMOs, coupled with strong orbital delocalization,
results in higher conductance of HCC. The trend of energeti-
cally close HOMOs with lower IPR values for HCCs relative to
LCCs is also applicable for the other two categories (DPdis = 15
and 25 Å).

Fig. 3 Wavefunction distribution. Configuration of the lowest and highest conductance configurations (LCC and HCC respectively) for three categories
of end-to-end phosphorus distances, DPdis: (a) 15 Å, (b) 20 Å, and (c) 25 Å with orbital maps of corresponding HOMO (purple) and HOMO�1 (pink) energy
level. Wavefunctions with absolute value greater than or equal to 0.005 are shown.
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From the preceding discussions, we make two key observa-
tions: (i) while higher delocalization is typically indicative of
better charge transport, conductivity is ultimately governed by
the intricate interplay between inter-base distances and the
extent of orbital delocalization, and (ii) although conductance
is calculated with the Fermi energy at the HOMO energy
level, to fully comprehend the underlying electrostatics, it is
essential to analyze the energy differences among the first
few HOMO energies. This additional analysis provides a
more complete picture of how orbital characteristics and their
variations impact charge transport in ssRNA. Our observations
also extend to DPdis = 10 and 30 Å categories, as illustrated in
Fig. S9 (ESI†).

Next, we have also analyzed the conductance trends based
on density of states of the conformations. The 2D DOS heat-
maps are shown in (Fig. 4, top row) and the partial DOS (PDOS)
of each conformation at different energies are shown in Fig.
S10–S14 (ESI†). We observe that the lower delocalization in
HCC for DPdis = 20 Å is also reflected in the base-wise PDOS (see
Fig. 4(b)), causing the total DOS at HOMO of the LCC to be
higher than that of the HCC. But as we move into the HOMO
band, even a small shift of 10 meV results in the total DOS as
well as base-wise partial DOS of HCC to surpass those for LCC
(Fig. S15, ESI†). This explains the high conductance of the HCC.
For the other two categories, DPdis = 15 and 25 Å, the total DOS
of HCCs at HOMO is substantially larger than corresponding
LCCs, a trend that holds for other energies close to HOMO (see
Fig. S11 and S13, ESI†). Additionally, we observe from the top
row of Fig. 4 that for all DPdis categories, high DOS patches are
concentrated near or at HOMO for the HCC. These high DOS

energy levels primarily contribute to charge transport, resulting
in a high transmission probability for HCCs at HOMO energy
level (Fig. 4, bottom row). From the transmission profiles across
different DPdis, we make two observations: (i) for both LCC and
HCC, the transmission at HOMO energy drops with increase in
DPdis,. This finding also holds for DPdis = 10 and 30 Å. (ii) The
transmission in the bandgap is considerably higher for folded
(DPdis = 10 and 15 Å) states in contrast to unfolded (DPdis = 25
and 30 Å) states. At lower DPdis, the tunneling probability
between terminal bases is higher due to their proximity, while
at higher DPdis, transport is more dependent on hopping
between bases. Given that tunneling between terminal bases
serves as a promising transport mechanism, conformations in
folded states result in higher transmission in the bandgap,
despite having negligible DOS.

The conductance of ssRNA depends primarily on the effi-
ciency of carrier transport between the two contacts, which are
bases 1 and 10 in our simulation setup. The three charge
transport properties we have discussed – inter-base distance,
orbital delocalization, and density of states – individually high-
light the underlying reasons for significantly higher conduc-
tance (see last row in Table 1) in HCC over LCC across all DPdis

categories. However, to comprehensively understand the ratio-
nale behind the high conductance ratio between HCC and LCC,
we devised a fourth metric, probable pathways, comprising four
components: (i) inter-base distance (ii) total DOS (iii) orbital
overlap, and (iv) length of a path (number of nodes). To identify
the most probable paths from base 1 to 10, we employed a
graph network-based approach, which is explained in Methods.
In this framework, individual bases are treated as nodes of a

Fig. 4 Charge transport properties. Density of states and transmission profiles for HCCs and LCCs are shown for DPdis: (a) 15 Å (b) 20 Å and (c) 25 Å. (Top
row) Partial density of states (PDOS) for every residue site. The left and right panels show the PDOS distributions for LCC and HCC conformations
respectively. (Bottom row) Transmission profiles as a function of energy. The ratios of transmission at HOMO energy level for HCC to LCC are also
indicated.
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graph and the cost of a path between two nodes is based on the
aforementioned charge transport properties. The cost of a node
is computed based on PDOS of the bases in a path while the
cost of an edge is a function of distance and orbital overlapping
between successive bases in that path. We have only considered
simple paths (i.e., no repeating nodes) for our analysis. A
smaller path score represents more favorable pathways. The
top row in Fig. 5 shows the most probable paths for HCCs and
LCCs when DPdis = 15, 20, and 25 Å and the bottom row shows
the total cost (‘‘score’’) of the top five probable paths. To
validate the significance of the proposed pathways, we first
compute the conductance at the HOMO level for each confor-
mation by selectively disabling the hopping between bases
involved in a specific path. We then calculate the conductance
ratio by comparing the conductance of the fully connected
system with that of the modified system where the hopping
between bases in the chosen path is selectively turned off (see
Fig. S16, ESI†). The most probable paths shown in the top row
of Fig. 5 show a dramatic reduction in transmission at HOMO
energy by E102–108 times when the paths are disrupted,
underscoring the significance of these paths in facilitating
charge transport. From the bottom row of Fig. 5, it is evident
that the scores of the top five paths for HCCs are considerably
lower than those of LCCs, particularly for the DPdis = 15 and
20 Å categories. Interestingly, when DPdis = 15 Å, while the most
probable (least cost) path for HCC is a direct hop between bases
1 and 10, that for LCC is rather circuitous (1 - 2 - 3 - 4 -

9 - 10). The proximity of terminal bases in HCC allows for
direct transport between the two contact bases, which is not
possible in LCC due to the larger terminal base separation. We
note that the most probable path agrees with the probability
(|C|2) of HOMO orbital (see top five pathways along with their
scores in Fig. S15, ESI†). We believe that direct transport
reduces the probability of scattering, which explains the higher
conductivity of HCC than LCC for DPdis = 15 Å. For DPdis = 20 Å,
the most probable path for HCC (1 - 7 - 8 - 9 - 10)
includes a hop from base 1 to 7, which can be attributed to the
proximity of these bases as shown in Fig. 5(b). This

arrangement facilitates better transport in HCC compared to
LCC, despite the former having lower HOMO orbital delocaliza-
tion. While inter-base distances, particularly terminal-base
distances, play a pivotal role in enhancing conductance, the
total DOS of bases involved in a pathway can also contribute
significantly toward charge transport, especially for the
unfolded conformational states. For instance, when DPdis = 25
Å, the total DOS of all bases involved in the most probable path
in HCC is considerably higher than LCC (Fig. S13, ESI†), despite
the former having a longer route. A similar observation can be
made for DPdis = 30 Å category (Fig. S15, ESI†). This demon-
strates that while the length of the transport pathway (as
measured by number of hops) is a factor, the higher DOS in
HCC compensates for the longer route by enabling more
efficient transport.

Harnessing conformational
fluctuations of ssRNA

From an applications perspective, the high stochasticity in
ssRNA conductance observed in Fig. 2 is undesirable. As
demonstrated previously, the underlying reason for this varia-
bility is structural instability. Taking a cue from previous
studies which have shown that salt concentration plays a vital
role in stabilizing RNA conformations,23–26 we considered low
(B100 mM with 11 Cl� ions) and high (B450 mM with 41 Cl�

ions) salt concentrations in our calculations, as illustrated in
Fig. 6. Initially, we validated our setup by computing the radial
distribution functions (RDF) for Na+ ions relative to the phos-
phate group in ssRNA, as well as water molecules around Na+

ions (hydration shell). The computed RDFs agree with H.
Knechtel et al. within a tolerance of 2–15%, as demonstrated
in Fig. S17 (ESI†).23 The computed RDFs also match very closely
with Stefan et al. (2.35 Å)27 The 1D-RMSD in Fig. 6(a) clearly
demonstrates that the average RMSD decreases with an
increase in salt concentration. Comparing the 2D RMSD heat-
maps in (Fig. 6(b) with Fig. 1(b), left), we observe that

Fig. 5 Probable pathways. (Top row) The most probable (least cost) paths, indicated by colored nodes/edges, for HCCs and LCCs when DPdis = 15, 20,
and 25 Å. (Bottom row) The total cost (‘‘score’’) of the top five probable paths.
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increasing the salt concentration leads to a reduction in overall
structural fluctuations during the MD trajectory. This is evident
from the increase in low RMSD patches as the salt concen-
tration rises. In Fig. 6(c), we plot DPdis as a function of time for
three different salt concentrations: (i) negligible (N, Cl� = 0), (ii)
low (L, Cl� = 11), and (iii) high (H, Cl� = 41). Indeed, the folding
of ssRNA, as quantified by DPdis, has dropped from 47.88% in
the ‘‘no salt’’ case to 36.89% and 23.44% for low and high salt
concentrations respectively. The backbone structural stability is
also reflected in a decreasing trend of the coefficient of varia-
tion (CV) of the six backbone dihedrals (a, b, g, d, e, z) with
increasing salt concentration (Fig. 6(d)). A lower CV of the
dihedral angle w, which signifies fluctuations of nitrogenous
bases, attests to low conductance stochasticity. Finally, the
hydrogen bonding analysis in Fig. 6(e) reveals the presence
(absence) of more hydrogen bonds between adjacent (non-
adjacent) bases at higher salt levels, explaining the increased
stability of the ssRNA conformation. These observations sug-
gest that increasing salt concentrations can be a viable
approach to controlling structural fluctuations in ssRNA. This
stabilization, in turn, reduces the variability in conductance,
offering a more consistent performance. Such control over
conductance spread could be strategically leveraged to develop
ssRNA-based electronic devices, where reliable charge transport
is critical for functionality.

Discussion

In this study, we have systematically explored the charge
transport properties of a short (10-base) single-stranded RNA
(ssRNA), which is desirable for electronic applications.

Although our analysis focuses on a specific ssRNA sequence,
we anticipate that our findings should extend to any short
ssRNA. We started by comparing the structural stability of
single- and double-stranded RNAs (Fig. 1). The comparison
was made using three key metrics: 1D and 2D RMSDs, end-to-
end phosphorus distance (DPdis) and backbone dihedral angles.
Our analysis revealed that while dsRNA exhibits greater stability
in all three aspects, ssRNA is characterized by large conforma-
tional fluctuations. The superior stability of dsRNA can be
attributed to the presence of intra-base pair hydrogen bonding
which is absent in ssRNA (Fig. 1(e)). Moreover, our hydrogen
bonding heatmaps depict that ssRNA is stabilized primarily by
hydrogen bonds between adjacent/non-adjacent bases in an
unfolded/folded state. This suggests that in short ssRNA
sequences, hydrogen bonding between adjacent bases plays a
critical role in determining the folding probabilities, offering a
potential design rule for manipulating ssRNA structures. Next,
using an MD-frame selection procedure based on stacked bases
and DPdis, we selected 123 frames from the pool of 100 000
conformations to perform charge transport calculations
(Fig. 2). We note that although state-of-the-art sampling meth-
ods (e.g., umbrella sampling, metadynamics, and adaptive
sampling) exist which aim to achieve adequate conformational
sampling while minimizing the computational cost, our frame
selection procedure proved adequate to capture conformations
with a wide conductance spread. S. Chandra et al. performed
STM-BJ-based conductance measurements of dsRNA and
DNA:RNA hybrid, each 11 bp long with a poly-GC sequence
and reported a conductance of E1.63 � 10�3G0.20 More
recently, S. Chandra et al. have also reported the conductance
of 5-mer and 10-mer ssRNA to be E2.9– 3.6 � 10�3G0.21 Table
S2 compares the single-molecule conductances of this work to

Fig. 6 Impact of salt concentration. (a) 1D-RMSD results for (top panel) negligible, N (middle panel) low, L and (bottom panel) high, H salt
concentrations. The dotted lines represent the average RMSD. (b) 2D RMSD heatmaps showing higher salt concentration leads to overall lower RMSD.
(c) End-to-end phosphorus distances. The dotted lines represent the average DPdis. (d) Coefficient of variation (s/m) for negligible (yellow), low (orange),
and high (grey) salt concentrations. (e) Hydrogen bond heatmaps for (top panel) low and (bottom panel) high salt concentrations. Color bars in (e)
represent average hydrogen bonds over 100 000 conformations. Fewer number of hydrogen bonds between non-adjacent bases suggest a reduced
folding tendency. The numbers on each grid have been rounded off to one place after decimal and nearest integer.
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the previously reported studies. Comparing the pdf in (Fig. 2(b),
right) to the previously reported conductance data, we observe
that the experimental conductance values are within one stan-
dard deviation of our mean computational conductance. The
higher standard deviation in our work is due to our considera-
tion of diverse configurations, which are likely non-existent in
the break-junction experiments. The main goal of our study is to
highlight the impact of conformational fluctuations on ssRNA
conductance. This necessitates sampling a broad range of con-
figurations. We anticipate that future experimental studies will
reveal the broad range of conductance values including the high
conductance states, as predicted in this work.

The significant spread of the conductance spectrum points
towards the strong influence of conformational fluctuations on
ssRNA charge transport. While conductance tends to increase
with lower DPdis, the wide spread of conductances across all
DPdis categories underscores the importance of nucleotide
positioning. To probe the cause of drastic conductance dispa-
rities between two conformations with similar DPdis, we con-
ducted a detailed quantum mechanical analysis on the extreme
conductance conformations and observed a strong connection
between the inverse participation ratio (IPR) for first few
HOMOs and conductance (Fig. 3 and Table 2). Moreover, we
established that the energy differences among first few HOMOs
is considerably lower in high conductance conformations
(HCC) over low conductance (LCC) ones (Table 2). For HCCs,
with Fermi energy at HOMO level, multiple HOMO energies can
partake in electronic transport. However, in certain conforma-
tions, such as when DPdis = 20 Å, inter-base distance dominates
other electronic properties in determining ssRNA conductivity
since shorter hopping distances facilitate more efficient carrier
transfer between bases. This observation is corroborated by the
transmission profiles shown in Fig. 4 (bottom). A higher
transmission probability in the bandgap for a folded configu-
ration suggests that the transport mechanism is dominated by
direct tunneling between terminal bases. With no prospect of
such tunneling in an unfolded state, transmission drops
significantly. These observations suggest that while DPdis is a
global factor which influences ssRNA conductance, inter-base
distances enable local modulation of charge transport. To sub-
stantiate this hypothesis, we proposed a probable pathways
metric for carrier transport based on path length, electronic
properties, and inter-base distances. These pathways can offer
valuable insight into the mechanisms which induce differences
in conductance among conformations. Efficient charge transport

favors shorter hopping distances and higher availability of states
in the hopping sites. We observed that while pathways in folded
structures are governed largely by inter-base distances, those in
unfolded structures depend on orbital delocalization and density
of states. Finally, we explored practical approaches to harness
ssRNA structural fluctuations and reduce conductance stochas-
ticity. In Fig. 6, we demonstrated that higher salt concentrations
stabilize ssRNA, as reflected in multiple structural attributes.

Our study highlights that significant conductance contrast
is possible on a nano-second timescale, which should spur
future experimental efforts with a high time resolution. The
presence of electrodes could alter the structural dynamics of a
single-molecule by reducing the conformational fluctuations,
resulting in a smaller ensemble of molecular configurations.
Since this study is focused on unraveling the structural changes
in single-molecule conductance, we considered a wide range of
configurations. Incorporating electrode effects at variety of
inter-electrode separation could offer additional insights into
the conductance stochasticity of single molecules and should
be undertaken in future studies.

Although our findings reveal the dramatic conductance
fluctuations between folded and unfolded states, they also
highlight the potential to achieve two distinct conductance
states through controlled manipulation of ssRNA unfolding
and refolding. To this end, state-of-the-art techniques such as
optical and magnetic tweezers present promising methods to
reversibly switch ssRNA between these two conformational
states.28,29 When combined with a conductance measurement
setup, this approach can pave the way for the development of
ssRNA-based ultra-scaled memory devices and switches. Addi-
tionally, regulating salt concentrations offers a viable strategy
to limit conformational fluctuations, ensuring more determi-
nistic performance in applications. We anticipate that the
outcomes of this study will inspire future experimental research
to harness the high and low conductivity of ssRNA in its folded
and unfolded states, thus contributing to the advancement of
molecular electronics.

Methods
Molecular dynamics simulation setup

The structures of both ssRNA and dsRNA were created with
Nucleic Acid Builder (NAB). The ssRNA sequence is: 50-GGG-
GGCGGGG-30 while the dsRNA sequence is: 50-GGGGGCGGGG-

Table 2 Energy levels and IPR for lowest and highest conductance conformations for DPdis = 15, 20, 25 Å

MOs

DPdis: 15 Å DPdis: 20 Å DPdis: 25 Å

Energy (eV) IPR Energy (eV) IPR Energy (eV) IPR

LCC HCC LCC HCC LCC HCC LCC HCC LCC HCC LCC HCC

HOMO �4.92 �5.00 1.00 0.74 �5.03 �5.29 0.85 1.00 �5.25 �5.16 1.00 0.85
HOMO�1 �5.21 �5.06 0.97 0.53 �5.18 �5.31 1.00 0.72 �5.28 �5.24 0.68 0.43
HOMO�2 �5.30 �5.09 1.00 0.59 �5.20 �5.32 1.00 0.81 �5.35 �5.29 1.00 0.65

LCC: lowest conductance conformation HCC: highest conductance conformation IPR: inverse participation ratio.
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30/30-CCCCCGCCC-50. All Molecular Dynamics (MD) simulations
were performed in AMBER 20 software with explicit solvent.30 We
have used an RNA OL3 force field with TIP3P for water. Firstly, we
perform a two-step minimization on the generated structures. In
the first stage, we relax the solvent with counterions by applying a
restraint of 50 kcal mol�1 force on ssRNA/dsRNA. The minimiza-
tion step involves 5000 steps with 250 cycles of steepest descent
followed by conjugate gradient descent with a non-bonded cutoff
of 10 Å. After solvent/counterions are minimized, we perform a
similar energy minimization on the whole system. Secondly, the
system is heated from 0 to 300 K in a span of 1 ns. The
temperature was increased linearly in 5000 steps and then kept
constant for the rest of the simulations. For temperature control,
we adopted the Langevin thermostat with a 1 ps�1 collision
frequency. SHAKE algorithm was activated to constrain bonds
involving hydrogen atoms with a convergence tolerance of 10�5.
Initial velocities were also randomized. During the heating stage,
we considered the NVT ensemble (constant volume) with ssRNA/
dsRNA restrained with a force of 50 kcal mol�1. Following up,
equilibration was performed for 1 ns on the structures and
velocities obtained from the previous heating stage. During this
step, the target temperature was maintained at 300 K with a
Langevin thermostat with 1 ps�1 collision frequency but reduced
force restraint of 0.5 kcal mol�1 on ssRNA/dsRNA to allow
structural relaxation. Finally, the production stage was carried
out with the final structures and velocities obtained from the
equilibration step under the NPT ensemble. For both ssRNA/
dsRNA, the production step lasted for 200 ns. Like the previous
stages, the SHAKE algorithm and Langevin thermostat were
activated. The non-bonded interaction cutoff was set at 10 Å.
We have used the Particle Mesh Ewald (PME) method to account
for long-range electrostatic interactions.

Molecular dynamics data analysis

To explore the structural stability of ssRNA/dsRNA, we have
computed the following metrics based on the MD trajectory: (i)
1D- and 2D-RMSD (ii) end-to-end phosphorus distance (DPdis)
(iii) hydrogen bonding heatmaps and (iv) backbone dihedral
angles. All the MD data analyses were performed with Cpptraj
and Pytraj packages.31 Detailed descriptions of these metrics
are as follows:

1D- and 2D-RMSD

Pairwise RMSD of the trajectory was computed with pairwi-
se_rmsd module in Pytraj. 1D-RMSD was derived from the first
row of the 2D-RMSD matrix.

End-to-end phosphorus distance (DPdis)

The distance between phosphorus (P) atoms of the 2nd and
10th residues was calculated using the distance module of
Pytraj.

Hydrogen bonding heatmaps

Hydrogen bonding was computed using the hbond function of
Cpptraj by considering each residue as both a donor mask and
an acceptor mask. The hydrogen bonds are detected based on

the criteria: angle cutoff of 1351 and distance cutoff of 3 Å. The
heatmaps were generated from the average number of hydro-
gen bonds between any two residues and between the base and
backbone over a 200 ns trajectory.

Backbone dihedral angles

We extracted the six backbone dihedral angles (a, b, g, d, e, z)
along with the w angle. The definitions of these angles are as
follows:

[a: O30(i � 1)–P–O50–C50]

[b: P–O5 0–C50–C40]

[g: O50–C50–C40–C30]

[d: C50–C40–C30–O30]

[e: C40–C30–O30–P(i + 1)]

[z: C30–O30–P(i + 1)–O50(i + 1)]

[w for pyrimidines: O40–C10–N1–C2]

[w for purines: O40–C10–N9–C4]

where, (i + 1) and (i � 1) represent the next and previous
residues.

Additionally, in salt concentration analysis, we have used
the rdf module of Pytraj to compute the radial distribution
function with a bin size of 0.01 Å.

Frame selection procedure

ssRNA. We derived 100 000 conformations (frames) from the
MD simulations of ssRNA. Frame selection from this vast
dataset involved a two-step process. Firstly, we classify all
conformations into multiple categories based on end-to-end
phosphorus distance (DPdis), a parameter that reflects the
proximity of the terminal bases and, by extension, the folding
or unfolding state of the conformation. To capture the full
spectrum of ssRNA conformational states, we have considered
five categories of DPdis. However, each category contained
hundreds of conformation which makes it computationally
expensive to perform DFT/transport calculations on each of
them. Hence, in the second step, we refined our frame selection
by considering the number of stacked bases so that the impact
of base positioning is accounted for in the charge transport.
Following the definition in S. Chandra et al.,21 the bases are
considered to be stacked when they satisfy the three following
conditions: (i) |zjk| 4 2 (ii) rjk o 2.5 Å and (iii) |akj| o 401,

where rjk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xjk2 þ yjk2

p
and (xjk, yjk, zjk) are distances between

the center of masses of the two bases ( j,k) along the x-, y-, and
z-axis. akj is the angle between normal vectors of bases ( j,k). In
each category, we classified the conformations into sub-
categories based on number of stacked bases, which typically
range from 2 to 7. From each of these sub-categories with the
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same number of stacked bases and almost similar DPdis,
conformations were sorted based on the sum of all angles
(Sa) between normal vectors of adjacent bases (a). A set of five
frames per sub-category, representative of minimum, maxi-
mum, median, 1st, and 3rd quartile values of the sum of angles
(Sa), was chosen. This yielded a total of 125 conformations.

dsRNA. The abovementioned frame selection procedure is
not required for dsRNA as it exhibits significantly greater
stability with minimal variation in DPdis. Thus, we have per-
formed clustering with VMD software32 and chosen the head of
the cluster for the top five clusters, which accounts for 495%
of the population.

It is to be noted that all the selected conformations of both
ssRNA and dsRNA undergo a two-step energy minimization
process in AMBER 20 before charge transport calculations are
performed. In the first step, the solvent and counterions are
minimized over 2500 steps with restraint on ssRNA/dsRNA,
while during the second step, the whole system undergoes
energy minimization for 2500 steps. These energy-minimized
structures are used for DFT/transport calculations.

Ab initio DFT modeling

Density functional theory (DFT) calculations have been per-
formed in the Gaussian 16 software package with Gaussian-type
orbitals.33 The hybrid functional B3LYP with a 6-31G** basis set
has been used. To incorporate the solvent effect (water in this
case), we have included the polarizable continuum model
(PCM). For all self-consistent field (SCF) calculations, the
default ‘‘tight’’ convergence criteria of Gaussian were used.
Following this, the Fock (F) and overlap (S) matrices were
extracted using readmat utility.

To operate with an orthogonal atomic basis set, the Hamil-
tonian (H) of the system was generated from Fock (F) and
overlap (S) matrices by performing Lowdin transformation as
follows:

H ¼ S�
1
2FS�

1
2 (1)

The diagonal terms in H represent the onsite energies of the
orbitals, while off-diagonal terms correspond to the hopping
energy between orbitals. For the transport calculations, we
chose to partition the whole Hamiltonian based on
individual bases.

In this approach, the Hamiltonian was rearranged in the
following way to obtain a modified Hamiltonian (HI):

HI ¼

H1;1 H1;2 � � � H1;9 H1;10

H2;1 H2;2 � � � H2;9 H2;10

..

. ..
. . .

. ..
. ..

.

H9;1 H9;2 � � � H9;9 H9;10

H10;1 H10;2 � � � H10;9 H10;10

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

(2)

where, HIk,k
k A [1,10] represents the sub-Hamiltonian matrix

corresponding to base k. The diagonal/off-diagonal elements

within HIk,k
describe the onsite potentials of all atomic orbitals

in base k and hopping energy between those orbitals respec-
tively. The off-diagonal blocks HIk;k0 (where k a k0; k, k0 A [1,10])

indicate the hopping energies between orbitals in base k and k0.

The dimension of HIk,k
is
PNk

j¼1
bj , where bj is the total number of

basis sets used to represent atom j in base k and Nk is the total
number of atoms in base k.

Next, a unitary transformation was applied to HI to obtain
the final Hamiltonian (HDNA), which was used in the transport
calculation. The transformation is expressed as follows:

HDNA = U†HIU (3)

The unitary matrix U is defined as:

U ¼

u1 0 � � � 0 0

0 u2 � � � 0 0

..

. ..
. . .

. ..
. ..

.

0 0 � � � u9 0

0 0 � � � 0 u10

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

(4)

where uk is a diagonal sub-matrix containing the eigenvectors
of HIk,k

.

Transport calculations

For charge transport calculations, firstly, we compute the
retarded Green’s function (Gr) including self-energies of con-
tacts and decoherence probes as follows:

[E � HDNA � SL � SR � SB(E)]Gr = I (5)

where E is the energy, SL(R) SLðRÞ ¼ �
iGL Rð Þ

2

� �
are the self-

energies due to left (right) contacts while GL(R) represent the
corresponding coupling between DNA and left (right) contacts.
SB depicts combined self-energies of decoherence probes.

In our study, we have considered energy-dependent deco-
herence probes which is an improvement over the energy-
independent model as shown in our previous study.34 For an
energy-dependent decoherence probe, the imaginary part of SB

is expressed as:

Im SB Eð Þ½ � ¼ �Gm;k Eð Þ
2

¼ � GB � exp �
E � em;k
�� ��

l

� �� �
(6)

where Gk,m represents the coupling between the decoherence
probe and molecular orbital m in base k. Regarding left/right
contact self-energies, we have considered the wide-band limit
in which Re(SL(R)) = 0 and Im(SL(R)) = constant.

For all our calculations, we have chosen the following values
of parameters: GL = GR = 0.1 eV; GB = 0.1 eV; l = 0.1 eV. All atoms
in bases 1 and 10 are connected to left and right contact
respectively. The effective transmission is expressed as:

Teff ¼ TLR þ
XNb

k¼1

XNb

l¼1
TLkWkl

�1TlR (7)
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where TLR represents the coherent transmission between the
left and right electrodes. The second term accounts for
the contribution to transmission via the decoherence probes.
The transmission function between probes k and l is given by
Tkl = GkGrGlG

a (k A [1,Nb]), where Ga = (Gr)† is the advanced
Green’s function. The term Wkl

�1 is the inverse of Wij = (1 �
Rkk)dkl � Tkl(1 � dkl), where Rkk is the reflection probability at

probe k, calculated as: Rkk ¼ 1�
PN
kal

Tkl , described in more

detail in.35–38

Linear response conductance

The zero-bias or linear response conductance is computed from
the effective transmission using the following equation:

G EFð Þ ¼ 2q2

h

ð
Teff Eð Þ@f Eð Þ

@E
dE (8)

where f Eð Þ ¼ 1þ exp
E � Ef

kT

� �� ��1
is the Fermi distribution.

Conductance is calculated with the Fermi energy at the HOMO
energy.

Density of states calculation

The density of states calculation involves no contact self-
energies. We have considered a very small broadening (Z =
0.001). Like transport calculations, we start with computing
retarded Green’s Function:

[(E + iZ) � HDNA]Gr = I (9)

The local density of states (LDOS) at an energy point is
calculated by solving the following equation:

DOS i;Eð Þ ¼ �1
p
Im Gr i; i;Eð Þð Þ (10)

Wavefunction projection

To compute the probability |C|2 of finding an electron on each
base at any energy level, we have computed the projected wave-
function of that energy on each base.39 We first solve the following
eigenvalue problem with Fock (F) and overlap (S) matrices:

FC = SEC (11)

where E is a diagonal matrix of eigenvalues corresponding to
allowed energy levels in the system and C is the eigenvector, the
mth column of which corresponds to mth molecular orbitals.
The dimension of C is the same as that of the Fock matrix (F).

To find the contribution of each base, we divide the whole
system into base-wise fragments. Set of all wavefunctions
pertaining to orbitals in a fragment is represented by Ck (k A
[1,10]). The contribution of kth base is computed as follows:

CykSk;kCk þ
X
k0ak

CykSk;k0Ck0 (12)

where, Sk;k0 represents the sub-matrix in the overlap matrix
which corresponds to orbitals in base k and k0. The first
component represents the contribution due to the orbitals in

the same fragment while the last second component corre-
sponds to overlap with other fragments.

Probable pathways calculation

Parameter definition. To determine the most probable path-
ways for electron transport in ssRNA, we developed a metho-
dology built upon four key components: (i) inter-base distance,
(ii) overlap strength between bases, (iii) available density of
states along a path, and (iv) number of bases involved in the
pathway. These parameters were computed for all conforma-
tions as follows:

(i) Inter-base distance: First, the center of mass of each base
was calculated using only the atoms in the nitrogenous base,
excluding those in the sugar or backbone. A 2D distance matrix,
D, was then constructed, with the distances between the center
of masses of all bases.

(ii) Overlap strength: Using the overlap matrix, S, obtained
from DFT calculation, we extracted the submatrix Sk;k0 corres-
ponding to the overlap between any two bases (k,k’). We then
calculated the Frobenius norm of the matrix as:

Sk;k0
		 		

F
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNk

p¼1

XNk0

q¼1
Sk;k0 p; qð Þ
�� ��2

vuut (13)

where Nk and Nk0 are the number of atomic orbitals in bases k
and k0 respectively. A 2D overlap strength matrix SF was then
generated by applying the Frobenius norm to the overlaps
between every pair of bases.

(iii) Available density of states: Partial density of states
(PDOS) at kth base for an energy level E was calculated as:

PDOS k;Eð Þ ¼
XNk

i¼1
DOS i;Eð Þ (14)

where Nk is the number of orbitals in base k.
Path generation. We employed a 10-node graph-based meth-

odology, each node of the graph corresponding to a base of the
ssRNA. The edges are weighed according to the inter-base
distance from the distance matrix D. We then computed all
possible simple paths (non-repeating nodes) with the networkx
package.40 Note that we computed more than 100 000 paths for
each conformation.

Cost calculation. The total cost of any path has two main
components, aggregate cost of nodes along the path and
aggregate cost of edges along the path. Among the four charge
transport parameters indicated above, partial DOS is an attri-
bute of each base (node in the graph), while both inter-base
distance and overlap strength relate to pairs of bases (edges in
the graph). Therefore, the aggregate node cost along a path is
based on the sum of partial DOS of all bases involved in the
path and the aggregate edge cost is based on the distance
matrix D and the overlap strength matrix SF. The path length is
used as a scaling factor for both node and edge costs. The final
expressions for computing the aggregate node cost, aggregate
edge cost, and path cost (‘‘score’’) are as follows:
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Aggregate node cost

Nc ¼ L

PL
k¼1

PDOS np kð Þ;E

 � (15)

Aggregate edge cost

Ec ¼ L� 1ð Þ �

PL�1
k¼1

D np kð Þ; np kþ 1ð Þ

 �

PL�1
k¼1

SF np kð Þ; np kþ 1ð Þ

 � (16)

Path cost

Score = Nc + Ec (17)

where L is the length of the path (total number of nodes in a
path), np(k) is the kth node in a path starting and ending at
bases 1 and 10 (terminal bases) respectively, and E is the
energy level.
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