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Motion image recognition is a critical component of internet of
things (loT) applications, necessitating advanced processing tech-
niques for spatiotemporal data. Conventional feedforward neural
networks (FNNs) often fail to effectively capture temporal depen-
dencies. In this work, we propose an indium gallium zinc oxide
(IGZO) thin-film transistor (TFT) gated by a hafnium oxide (HfO,)
dielectric layer, exhibiting voltage-modulated fading memory
dynamics. The device exhibits transient current responses induced
by oxygen vacancy migration, dynamically modulating channel
conductance and enabling the transformation of 4-bit time-series
sequences into 16 distinct states. This approach enhances the
feature extraction process for motion history images by balancing
the transient decay of individual frame contributions with the
cumulative effect of the motion sequence. Systematic evaluation
identifies an optimal pulse height of 2.5 V, achieving a motion
direction classification accuracy of 93.9%. In contrast, simulations
under non-volatile memory conditions exhibit static retention,
leading to symmetric trajectories and significantly lower classifica-
tion accuracy (49.6%). To further improve temporal data proces-
sing, we introduce the degree of state separation (DS) as a metric to
quantify state distribution uniformity and identify optimal pulse
conditions. This work advances the development of neuromorphic
devices for efficient time-series data processing, providing valuable
insights into the interplay between fading memory dynamics and
neural network performance.

1. Introduction

With the rapid advancement of the internet of things (IoT) and
artificial intelligence (AI), neuromorphic systems have emerged
as a promising solution to address the limitations of the von
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This study highlights the potential of IGZO thin-film transistors with
voltage-modulated fading memory dynamics to advance spatiotemporal
data processing in neuromorphic systems. By utilizing the electric-field-
driven migration of oxygen vacancies within the HfO, dielectric layer, the
device achieves dynamic modulation of channel conductance, enabling
the encoding of 4-bit time-series inputs into 16 distinct states. This
capability facilitates precise feature extraction from motion history
images, achieving a classification accuracy of up to 93.9% in motion
trajectory tasks. The incorporation of fading memory characteristics
provides a significant advantage over non-volatile memory devices by
prioritizing recent inputs and attenuating the influence of distant past
stimuli, thereby improving temporal signal differentiation. To optimize
device performance, the degree of state separation is introduced as a
quantitative metric, providing a systematic framework for achieving
uniform and widely spaced state distributions. Furthermore, our
analysis reveals a correlation between state separation and recognition
accuracy, underscoring the importance of memory dynamics tuning. This
research provides valuable insights into the design of energy-efficient and
high-performance neuromorphic devices capable of addressing the
growing demands of spatiotemporal information processing in internet
of things (IoT) and artificial intelligence (AI) applications.

Neumann architecture.”® Inspired by the human brain, neuro-
morphic systems integrate memory and processing functions,
enabling significant improvements in computational efficiency
for complex tasks. Artificial neural networks (ANNs) are funda-
mental components of neuromorphic systems, with their archi-
tectural design and information flow dynamics being critical
to performance. Feed-forward neural networks (FNNs), charac-
terized by unidirectional signal transmission, are limited in
capturing the temporal dependencies essential for dynamic
signal processing.””® In contrast, recurrent neural networks
(RNNs) are specifically designed to process temporal signals
by utilizing information from previous inputs to update the
memory states of subsequent outputs. However, RNNs face
optimization challenges related to recursive weights, including
gradient vanishing, gradient explosion, and slow convergence,
primarily due to backpropagation-through-time algorithms.’

This journal is © The Royal Society of Chemistry 2025
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The integration of memristive devices into ANNs has been
proposed as an effective strategy to enhance computational
efficiency and performance.”™*° Devices such as resistive switch-
ing random access memories (RRAMs),>"*"** phase change random
access memory (PCRAM),"*"® ferroelectric transistors,"”
electrolyte-gated transistors,”>* and spintronic oscillators,
offer advantages such as structural simplicity, low power con-
sumption, and compatibility with compute-in-memory architec-
tures. Despite these benefits, non-volatile memristive devices
face challenges in processing temporal data, as their static states
remain stable after stimulation and are insensitive to the tem-
poral sequences of signals.”*”*® In contrast, devices exhibiting
dynamic conductance variation during or after stimulus applica-
tion can record historical input signals. This dynamic behavior,
mainly characterized by conductance relaxation after stimulus
removal, is referred to as “fading memory.” Accordingly, the
incorporation of fading memory enables devices to prioritize
recent inputs while progressively attenuating the influence of
distant past inputs. Consequently, the systematic optimization
of memory characteristics with fading memory is crucial for
enhancing the performance of neuromorphic systems in time-
series data processing.

Recent studies have demonstrated the potential of 4-bit
binary pulse simulations to represent temporal dynamics with
up to sixteen states.>*> Even with simplified configurations
such as 3-bit systems (e.g., 8 states), state overlap frequently
arises, necessitating effective strategies to ensure accurate
temporal signal processing in ANNs.**7*> For example, Chen
et al. addressed this issue by modulating base voltages to tune
device temporal dynamics and analyzing current relaxation
using the stretched-exponential fitting method.*® Similarly,
Gao et al. explored ultra-wide temporal and spatial dynamics
through feedback intensity and single-exponential time con-
stant fitting, though their study did not assess the specific
impact of these parameters on model performance.’” While
recent research employs various experimental techniques to
quantify memory through single-exponential or stretched-
exponential fitting methods,>*>® feedback intensity,**” or
paired-pulse facilitation (PPF).*>*° However, the precise influ-
ence of these parameters on model performance remain under-
explored, indicating the need for further investigation into their
implications for computational systems.

In this work, we present an indium gallium zinc oxide (IGZO)
thin-film transistor (TFT) gated by a hafnium oxide (HfO,)
dielectric electrolyte, exhibiting voltage-modulated fading mem-
ory dynamics for temporal feature extraction. The device dynami-
cally adjusts channel conductance in response to the cumulative
history of a 4-timeframe pulse stream, effectively capturing tran-
sient current responses during and after electrical stimuli. Unlike
non-volatile devices that retain static conductance states and lack
sensitivity to temporal variations, the IGZO TFT encodes temporal
information directly by mapping 4-bit pulse sequences from four
consecutive frames onto 16 conductance states. This approach
significantly reduces computational complexity compared to con-
ventional frame-by-frame processing. Performance evaluation is
conducted by analyzing history-dependent current responses
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under varying pulse heights and intervals, with the degree of
state separation (DS) introduced as a metric to evaluate the
clarity of state differentiation. Optimized state separation at
a pulse height of 2.5 V enhances feature extraction in image
pre-processing, achieving 93.9% accuracy in motion direction
classification task and highlighting its crucial role in improving
model performance. These findings highlight the effectiveness
of ANNSs in processing temporal signal sequences and under-
score the potential of IGZO TFTs for neuromorphic computing
applications.

2. Results and discussion
2.1 Material and structural analysis

Fig. 1 illustrates the preprocessing methodology for motion history
images, incorporating transient memory dynamics within the
IGZO TFT and the associated readout network. The device func-
tions as a temporal feature extractor, dynamically modulating
current responses based on the interaction between input stimuli
and memory dynamics. Recorded conductance states encode
temporal variations, serving as inputs for the readout network
to process. The classification accuracy of temporal data is
critically dependent on the precise tuning of memory dynamics.
Prolonged memory retention, as observed in non-volatile memory
(NVM), may obscure temporal distinctions and leading to indis-
tinguishable pulse sequences (e.g., “1100” and “0011”) and caus-
ing classification errors. Conversely, fading memory dynamics
prioritize recent inputs while attenuating the influence of earlier
ones, enabling the device to capture correlations within input
sequences more effectively. Optimal performance is achieved
when memory dynamics are appropriately balanced to ensure
clear differentiation of temporal states.

To elucidate the device architecture, Fig. 2(a) presents the
structural details of the IGZO TFT, which comprises a platinum
(Pt) gate electrode, a hafnium oxide (HfO,) dielectric layer, an
IGZO channel layer, and aluminium (Al) source/drain (S/D)
electrodes, with a top-down schematic shown in the inset.
Furthermore, the top-view SEM image and feature size informa-
tion in Fig. Si(a) and (b) (ESIf) provide a comprehensive
visualization of the device morphology and dimensional
characteristics. The fabrication process flow of the IGZO TFT
is illustrated in Fig. S2 (ESIt), while the detailed fabrication
procedures are described in the Experimental section.

Cross-sectional transmission electron microscopy (TEM)
images in Fig. 2(b) and Fig. S3 (ESIY) reveal the thicknesses of
the Pt, HfO,, and IGZO layers as 76 nm, 73 nm, and 35 nm,
respectively. High-resolution TEM images further illustrate the
amorphous nature of the IGZO layer and the polycrystalline
structure of the HfO, layer at the semiconductor/dielectric
interface, revealing the coexistence of regions with or without
lattice fringes within the HfO, film. The crystallinity of the
materials was further examined using selected area electron
diffraction (SAED) and grazing-incidence X-ray diffraction
(GIXRD). The SAED pattern in Fig. 2(c) confirms the amorphous
nature of IGZO, as evidenced by a diffuse halo ring, indicating
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Fig. 1 Schematic of the preprocessing methodology for motion history images, highlighting the use of fading memory dynamics in contrast to

non-volatile memory (NVM) for encoding temporal signal sequences.

the absence of long-range crystalline order. In contrast, Fig. 2(d)
presents distinct diffraction rings of polycrystalline HfO,, corres-
ponding to specific crystallographic planes. The GIXRD patterns
in Fig. 2(e) further confirm the crystalline nature of the HfO, film,
as the diffraction peaks correspond to the monoclinic HfO,
reference (ICDD PDF 00-034-0104). The identified crystal planes
(110), (111), (200), (220), and (310) align with the detected
peaks.*"*> Additionally, the diffraction peaks are slightly broad,
indicating that the HfO, film possesses limited crystallinity.
Fig. 2(f) presents the energy-dispersive X-ray spectroscopy (EDS)
analysis, performed to determine the composition of each
layer. Elemental mapping of the cross-section illustrates the
spatial distribution of indium (In), zinc (Zn), gallium (Ga),
oxygen (0), hafnium (Hf), and platinum (Pt) within the IGZO/
HfO,/Pt structure. Fig. 2(g) shows the X-ray photoelectron
spectroscopy (XPS) results, which confirm the presence of
oxygen vacancies in the HfO, layer. The XPS spectrum reveals
that 13.4% of the oxygen signal corresponds to non-lattice
oxygen, indicating oxygen vacancies.>™*> These vacancies are
crucial for subsequent IV measurements, significantly influen-
cing the electrical properties and memory characteristics of the
device.

2.2 Electrical characteristics based on oxygen vacancy
redistribution

The experimental setup for electrical measurements is illustrated
in Fig. 2(a), where Vs and V;, are applied to the gate and drain

968 | Nanoscale Horiz., 2025, 10, 966-975

terminals, with the source terminal grounded. Fig. 3(a) shows
the transfer (IpVg) curves of the IGZO TFT, measured by sweep-
ing Vi from —3 V to +3 V and back, under constant Vp, values of
10 mV, 100 mV, or 1 V. The counterclockwise hysteresis loops
observed during the reverse sweep indicate oxygen vacancy
migration within the HfO, layer. During the forward sweep,
positive Vg drives oxygen vacancies toward the IGZO/HfO, inter-
face, which enhances electron accumulation. In the reverse
sweep, slow relaxation of oxygen vacancies maintains the elec-
tron accumulation, contributing to the memory behavior of the
device.***° Moreover, as shown in Fig. 3(b), the output curves
obtained by negatively sweeping Vp at constant Vg values of
10 mV, 100 mV, or 1 V also exhibit counterclockwise hysteresis.
As Vp, sweeps from 0 V to —3 V, the applied electric field drives
the migration of positively charged oxygen vacancies towards the
IGZO/HfO, interface, facilitating electron accumulation.>**
During the reverse sweep back to 0 V, the slower migration of
oxygen vacancies sustains the accumulated electrons, resulting
in the observed counterclockwise hysteresis loop.

To further elucidate the role of oxygen vacancy migration in
hysteresis window modulation, additional measurements were
conducted under varying voltage sweeping ranges. Fig. S4(a)-(c)
(ESIT) depict the dependence of the hysteresis window on Vg
and Vp sweep ranges, exhibiting a broadening effect as the
sweep voltage increases. This behavior is attributed to the
enhanced displacement of oxygen vacancies induced by stronger
electric fields. Notably, as shown in Fig. S4(c) (ESIY), a positive Vp

This journal is © The Royal Society of Chemistry 2025
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Fig. 2 (a) Three-dimensional schematic of the Al/IGZO/HfO,/Pt device on a SiO,/p* Si substrate, with a top-down view shown in the inset. (b) Cross-

sectional TEM image of the IGZO/HfO,/Pt structure, including a high-resolution TEM image highlighting the IGZO/HfO, interface. SAED patterns of (c)

amorphous IGZO showing a halo ring pattern, and (d) polycrystalline HfO, diffraction pattern. (e) The GIXRD pattern confirms that the HfO, film exhibits

polycrystalline characteristics. The reference XRD pattern corresponding to the monoclinic phase of HfO, (PDF 00-034-0104) is provided for

comparison. (f) EDS elemental mapping of the IGZO/HfO,/Pt structure, illustrating the spatial distribution of O, Zn, Ga, In, Hf, and Pt elements.

(g) XPS spectra of HfO, layer shows distinct peaks for lattice oxygen at a binding energy of 529.8 eV and non-lattice oxygen at 531.4 eV.

sweep also influences oxygen vacancy migration. When Vy, is
swept from 0 V to a positive voltage, positively charged oxygen
vacancies are driven away from the IGZO/HfO, interface, serving
as an attenuating factor for the channel carrier aggregation.
During the reverse sweep, the slower migration of oxygen
vacancies maintains a lessened carrier concentration, resulting
in a reduced current state and the formation of a clockwise
hysteresis loop. Based on these findings, the relaxation dynamics
of oxygen vacancies were systematically investigated through
sequential transfer curves with positive Vi sweeps (Fig. 3(c))
and output curves with negative Vp sweeps (Fig. 3(d)) were
measured at varying time intervals (A¢) between the initial sweep
(gray) and subsequent sweeps (red or blue), ranging from 1 to 30
seconds. As At increases, oxygen vacancies have more time to
relax towards their resting state, causing the second sweep loop
to align more closely with the first loop. This observation
indicates that longer At allows for a more complete relaxation
of oxygen vacancies, effectively reducing hysteresis differences
between consecutive sweeps.

The reliability of device performance is critical for practical
applications. To evaluate stability, both cycle-to-cycle and
device-to-device tests were conducted. The electrical perfor-
mance demonstrates high stability, as evidenced by transfer
curves (Vp = 100 mV) and output curves (Vg = 100 mV) measured
over 50 sweeping cycles, with minimal cycle-to-cycle variation,
as shown in Fig. S5(a) and (b) (ESIT). The hysteresis window at a

This journal is © The Royal Society of Chemistry 2025

drain current of 10~ ® A is measured to be 1.001 + 0.047 for
transfer curves and 0.234 £ 0.033 for output curves. Further-
more, Fig. S6 and S7 (ESIt) present statistical analyses of
variations among sixteen devices tested over 10 cycles, confirm-
ing the reproducibility and reliability of the device character-
istics across different devices.

2.3 Voltage-modulated memory dynamics for time-series data
analysis

In order to evaluate the capability of voltage-induced oxygen
vacancy migration in modulating fading memory characteris-
tics for time-series signal processing, a series of experiments
were conducted, as depicted in Fig. 4(a). These experiments
utilized a designed 4-bit binary electrical pulse sequence
(ranging from ““0000” to “1111”), where voltage pulses were
applied simultaneously to both drain and gate terminals. Each
periodic pulse, with a width of 1 ms, represented a single bit,
where the presence or absence of a pulse corresponded to a
binary “1” or “0,” respectively. Fig. 4(b) presents the transient
current response of the IGZO TFT to specific 4-bit time-series
signals, namely the sequences “1100,” “1010,” and ‘“1001.”
Upon application of the pulse stimuli, the drain current exhib-
ited a sharp increase, followed by gradual relaxation until
returning to its initial state. The recorded final state, defined
as the current value at the completion of the 4-bit time-series
signals, is represented by the dashed line in Fig. 4(b). Our results

Nanoscale Horiz., 2025, 10, 966-975 | 969
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Fig. 3 Electrical characteristics of the IGZO TFT device. (a) Transfer curves measured at constant Vp of 10 mV, 100 mV, or 1V, with arrows indicating the
direction of Vg sweeps. (b) Output curves measured at constant Vg of 10 mV, 100 mV, or 1 V, with arrows indicating the direction of Vp sweeps.
(c) Sequential transfer curves measured during positive Vg sweeps and (d) sequential output curves during negative Vp sweeps. Measurements in (c) and
(d) were performed with time intervals (At) between the initial sweep (gray) and subsequent sweeps (red or blue), ranging from 1 to 30 seconds. Magnified

views are provided in the right panels.

reveal that the device states are influenced by both the applied
pulses and the idle intervals between successive pulses. These
variations in pulse sequences resulted in distinct current mag-
nitudes of 2.31 pA, 2.66 pA, and 5.09 pA for the sequences
“1100,” “1010,” and ““1001,” respectively. Furthermore, we com-
pared two conditions: (1) voltage pulses applied only to the gate
terminal and (2) voltage pulses applied to both drain and gate
terminals, using three different 4-bit pulse sequences (“0011,”
“0101,” and “1001”), as shown in Fig. S9(a) and (b) (ESIt). The
results indicate that applying pulses to both drain and gate
terminals significantly enhances the overall current response
and state differentiation, which serves as the basis for subse-
quent experiments.

Further investigation into the modulation of fading memory
dynamics was conducted by analyzing the current response
under varying pulse conditions. Sixteen patterns of 4-bit time-
series signals were applied at pulse heights of 0.5 V, 2.5 V, and
5.0 V, with intervals of 1 ms or 10 ms, as shown in Fig. 4(c)-(e)
and Fig. S8(a) and (b) (ESIT). To enable a comparative analysis
in the 1 ms case, the differentiation between device states was
normalized using the drain current of the pulse sequence
“1111,” as shown in Fig. 4(f). At the pulse height of 5.0 V,
although the drain current decayed during pulse intervals,
it became less responsive to further increases in the number
of high-voltage pulses, leading to reduced sensitivity to tem-
poral variations and a concentration of conductance states in

970 | Nanoscale Horiz., 2025, 10, 966-975

the upper region. In contrast, at the lower pulse to temporal
variations and a concentration of conductance states in the
upper region. In contrast, at the lower pulse height of 0.5 V, the
current response was relatively small and exhibited significant
decay, which made the final state mostly dependent on whether
the last pulse applied is “1” or “0”, thereby resulting in a
distinctly binarized state distribution. The optimal state distri-
bution was observed at the pulse height of 2.5 V, as it provided a
reasonable current response along with a moderate decay during
pulse intervals, leading to proper state differentiation.

Given the dependence of fading memory dynamics on pulse
conditions, it was crucial to evaluate the reliability of the device
in distinguishing time-series signals. Both cycle-to-cycle (C2C)
and device-to-device (D2D) variability were evaluated for 16
distinct states generated by 4-bit pulse sequences under pulse
heights of 0.5V, 2.5 V, or 5.0 V. C2C variability was analyzed by
repeating each pulse sequence 10 times, with the variations
presented in Fig. S10-S14 and Table S1 (ESIt). At a pulse
height of 2.5 V, variations in final conductance were 2.17%
for “1100,” 1.23% for “1010,” and 0.89% for “1001”. Similarly,
D2D variability was evaluated across five devices, as shown in
Fig. $15-S17 and Table S2 (ESIY). At a pulse height of 2.5 V, the
variations were 2.68% for “1100,”” 4.71% for “1010,” and 2.03%
for “1001.” These results demonstrate the reliability of the
device in distinguishing time-series signals and highlight its
potential for practical applications.

This journal is © The Royal Society of Chemistry 2025
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Fig. 4 (a) Schematic illustration of the operating conditions of the IGZO TFT device under various 4-bit binary electrical pulse sequences, ranging from
0000 to 1111. Electrical pulses were simultaneously applied to both the drain and gate terminals, with a pulse width and interval of 1 ms. (b) Transient
current response to specific 4-bit time-series signals: “1100,” “1010,” and “1001.” Diagram of the measurement setup and the applied pulse waveforms
with varying pulse heights. The current responses to all 16 possible 4-bit pulse sequences are shown for pulse heights of (c) 0.5V, (d) 2.5V, and (e) 5.0 V,
each with a fixed pulse interval of 1 ms. (f) Normalized current response results from (c)—(e), providing a clear comparison of the state distribution at

different pulse heights.

2.4 Motion direction classification tasks

Motion recognition has emerged as a pivotal technology in the
10T, driven by the increasing demand for efficient encoding and
processing of spatiotemporal information. Among the available
methodologies, motion history image (MHI) stands out for its
ability to encode motion trajectories by overlaying sequential
temporal frames into a composite representation. This method
effectively captures both spatial and temporal features of
motion sequences, making it advantageous for dynamic image
analysis. Nevertheless, the extraction and processing of MHI
data remain challenging, as existing methods primarily focus
on low-level tasks, such as noise suppression or static image
processing, failing to address the integration of complex spa-
tiotemporal information. In this work, an IGZO TFT was
utilized as a temporal feature extractor, employing fading
memory dynamics to encode and process the spatiotemporal
information of motion trajectories. To evaluate the perfor-
mance of feature extraction, a custom dataset was created,
consisting of four consecutive frames depicting the movement
of an individual. The dataset comprised eight classes of motion
directions: up, down, right, left, upper-right, upper-left, lower-
right, and lower-left. Each frame was represented by 9 x 11

This journal is © The Royal Society of Chemistry 2025

pixels with binary values. White pixels, representing motion
features, were assigned a signal value of “1” and subjected to
pulsing voltages (pulse heights = 0.5 V, 2.5 V, and 5.0 V), while
dark pixels, corresponding to vacant regions, were assigned
a signal value of “0” and subjected to base voltages (Vs = 0.2V,
Vp=—0.2V).

Accordingly, as illustrated in Fig. 5(a), the pixels at specific
spatial positions across four consecutive frames were trans-
formed into 4-bit pulse sequences (ranging from “0000” to
“1111”), and the temporal information was mapped to the 16
final conductance states of the IGZO TFT to construct the
feature-extracted image. To better align the simulation with
practical conditions, Gaussian noise was incorporated into the
16-state values, with the standard deviation determined by the
maximum variation observed in Table S1 (cycle-to-cycle) and
Table S2 (ESIT) (device-to-device), resulting in a noise level of 0.06.
In the original dataset, 176 assemblies of 4-frame moving-object
pictures were transformed into 176 feature-extracted images via
the 16 conductance states of the device. With Gaussian noise
added, a total of 8800 (176 x 50) feature-extracted images were
generated and fed into the 99 x 32 x 8 ANN model, where each
output neuron corresponded to a specific motion direction.

Nanoscale Horiz., 2025, 10, 966-975 | 971


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5nh00040h

Open Access Article. Published on 19 March 2025. Downloaded on 2/18/2026 9:44:17 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

Nanoscale Horizons Communication

(a)

Motion history image (MHI) pre-processing: Readout network
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Fig. 5 (a) Schematic illustrating the conversion of spatiotemporal information from four temporal frames into 4-bit binary electrical pulses by the IGZO

TFT. The output currents recorded after the last frame are utilized as features for classification by the readout network. (b) Feature-extracted images for
rightward and leftward motion classes under pulse heights of (i) 0.5V, (ii) 2.5V, {iii) 5.0 V, and (iv) non-volatile memory (NVM) conditions, highlighting the
clarity of directional trajectories. (c) Classification accuracy as a function of training epochs for various pulse heights, with the final accuracy after 10
epochs shown in (d) and compared against the ideal uniform state distribution. (e) Normalized degree of state separation (DS) ratios relative to DSuniform.

showing the correlation between state separation and classification accuracy.

To empirically determine the optimal number of hidden neu-
rons, multiple configurations (8, 16, 32, and 64 neurons) were
systematically evaluated, as shown in Fig. S18 (ESIt). Consider-
ing both model performance and computational efficiency, 32
neurons were identified as the optimal choice.

Fig. 5(b) and Fig. S19 (ESIt) shows the feature-extracted
images for various directions under pulse heights of 0.5 V,
2.5V, and 5.0 V, as well as the NVM condition. At a pulse height
of 2.5 V, fading memory dynamics exhibited optimal perfor-
mance by generating high-resolution images that accurately
captured motion direction. This was achieved by ensuring a
balanced interplay between the gradual fading of past frames
and the integration of sequential motion data. In contrast,
simulations under the NVM condition revealed that static
retention dominated the response, resulting in symmetric
trajectories that lacked directional information and failed to
preserve historical motion patterns. Fig. S20 (ESIt) presents a
comparative analysis of the classification accuracy of feature-
extracted images with and without Gaussian noise. Without
Gaussian noise, the accuracy at a pulse height of 2.5 V reached
96.2%, whereas the inclusion of Gaussian noise reduced it to
93.9%. Considering device inhomogeneity in practical applica-
tions, our work focuses on accuracy differences under Gaussian
noise. As shown in Fig. 5(c) and (d), the highest accuracy at a pulse
height of 2.5 V and an interval of 1 ms closely approaches the

972 | Nanoscale Horiz., 2025, 10, 966-975

theoretical maximum of 95.2%, which corresponds to an ideal
uniform state distribution where all 16 states are evenly spaced. At
the pulse height of 0.5 V, the short memory duration in respond-
ing to the 4-bit time-series pulse streams was insufficient to retain
historical information, leading to incomplete trajectory recon-
struction and a lower classification accuracy of 77.2%. Conversely,
at the pulse height of 5.0 V and under the simulated NVM
condition, excessive memory retention resulted in overlapping
state distributions, reducing the distinction between motion
directions and further lowering classification accuracy to 86.2%
and 49.6%, respectively. These results highlight the necessity of
optimizing pulse height and interval to enhance device perfor-
mance, ensuring accurate motion trajectory classification and
reliable processing of time-series data.

To further evaluate the classification performance and
investigate the relationship between state separation and accu-
racy, a metric was introduced to quantify the degree of state
separation (DS). The DS was defined as:*”

k

. ¢
Degree of separation (DS) = Hmaximum A _’ minimum I

i=1
(1)

where k represents the number of distinguishable states, and
¢; denotes the difference between adjacent states. Since the
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minimum I, and maximum I are constants, the sum of the
normalized differences satisfies the condition:

- S
> — L =1 )
— maximum /p — minimum /p
This relationship demonstrates that DS increases as the states
become more evenly and widely spaced. An ideal case of uni-
form state distribution is denoted as DSniform- The ratio of DS
to DSuniform Was calculated to normalize the actual degree of
state separation against this ideal distribution. Fig. 5(e) illus-
trates the correlation between the DS ratio and classification
accuracy. A DS ratio close to 1 indicates a more uniform state
distribution, making temporal information more distinguish-
able and thereby improving the classification accuracy of
information processed through temporal pulses. Notably, at
a pulse height of 2.5 V with a 1 ms pulse interval, the state
distribution closely approximated DSypiform, achieving the high-
est observed classification accuracy of 93.9%. These findings
highlight the significance of uniform state separation in ensur-
ing accurate motion direction classification, with potential
scalability to higher-bit systems (e.g., 6-bit with 64 states),
provided that the recorded states remain well-separated while
inherently retaining temporal features.

In addition to evaluating the impact of state separation on
the classification accuracy of the custom dataset, we further
validated the practical applicability of our approach using a
standard dataset. Specifically, the KTH dataset was employed
for image preprocessing, comprising six action classes per-
formed by 25 subjects across four different scenarios.>*”** For
feature extraction, four frames were selected from each video
and converted into binarized pixel images, with each frame
containing 19 200 pixels. Through encoding the pixels of each
frame to corresponding 4-bit pulse streams and mapping to the
16 distinct conductance states, the feature-extracted images
were constructed, as shown in Fig. S21 (ESIt). These feature-
extracted images were then fed into a 19200 x 128 X 64 X 6
neural network for classification, achieving an accuracy of
91.7%, as illustrated in Fig. S22 (ESIt). The result indicates
that our approach can be well applied to the standard dataset
for motion history image preprocessing and classification.

3. Conclusions

This study demonstrates the potential of the IGZO TFT with
voltage-modulated fading memory dynamics as temporal fea-
ture extractors, advancing time-series data processing and
motion trajectory analysis in neural networks. By utilizing the
electric-field-induced migration of oxygen vacancies within the
HfO, dielectric layer, the device dynamically adjusts channel
conductance in response to both input stimuli and memory
dynamics, enabling effective preprocessing of motion history
images. In contrast to simulations under the NVM condition,
which exhibit static retention and limited ability to distinguish
temporal variations, fading memory dynamics allow for a more
responsive and accurate encoding of temporal correlations.

This journal is © The Royal Society of Chemistry 2025
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The systematic evaluation of state separation, quantified using
the degree of state separation (DS), highlights the importance
of state differentiation in improving device performance. As the
DS ratio approaches 1, the state distribution becomes more
uniform, directly contributing to enhanced recognition accu-
racy. Experimental results show that optimizing pulse height
and pulse interval applied on the IGZO TFT enables accurate
motion direction classification, achieving 93.9% accuracy with
feature-extracted images constructed from the well-separated
16 conductance states obtained at the optimized pulse height
of 2.5 V. This optimal condition balances memory response,
preserving recent inputs while preventing excessive retention
that may obscure feature extraction, further reinforcing the
advantages of fading memory dynamics in temporal feature
extraction. These findings provide valuable insights for the
development of next-generation neuromorphic architectures
capable of handling complex spatiotemporal tasks with improved
accuracy and efficiency.

4. Experimental
4.1 Device fabrication

The IGZO TFT was fabricated on a heavily doped p-type silicon
(Si) substrate with a 100-nm-thick thermally grown silicon
dioxide (SiO,) layer. The substrate was cleaned with acetone,
isopropanol, and deionized water to remove contaminants. The
Pt gate electrode was deposited on the cleaned SiO,/p" Si
substrate using radio frequency (RF) magnetron sputtering
with 100 W RF power and an argon (Ar) gas flow rate of 50
sccm at 4 torr for 5 minutes. Subsequently, HfO, dielectric layer
was deposited using RF sputtering at 100 W with a gas mixture
of Ar and O, in a 4:1 ratio at 11.6 mTorr for 75 minutes. IGZO
channel layer was then deposited under gas flow of 100 sccm
with Ar at 10 mTorr and at an RF power of 50 W for 21 minutes.
Finally, Al source and drain electrodes were deposited via
e-beam evaporation using a shadow mask, defining a channel
with a length and width of 80 pm.

4.2 Characterizations

The TEM images and EDS analysis were obtained using a JEM
2100F field emission transmission electron microscope. The
current-voltage (I-V) characteristics of the IGZO TFT were
performed with the source/measure unit (SMU) in Keysight
B1500A semiconductor device parameter analyzer under ambi-
ent condition. For electrical pulsed measurements, Keysight
B1530A waveform generator/fast measurement unit (WGFMU)
was employed.

4.3 Neural network simulations

Simulations for motion direction recognition were conducted
using fully connected artificial neural network (ANN) architec-
tures, implemented in Python. Each motion sequence com-
prised four temporal frames with a resolution of 9 x 11 pixels
and binary pixel values (0 or 1), capturing both spatial and
temporal information. These frames were processed into
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99 pulse streams in a 4-bit format, which were then applied to
the IGZO TFT device. The resulting current responses were
recorded and used for model training and testing. A total of
8800 motion sequences were prepared, with 7040 for training
and 1760 for testing. The ANN architecture consisted of 99 input
neurons and 8 output neurons, corresponding to the eight
motion directions: up, down, left, right, upper-right, lower-
right, upper-left, and lower-left. Model training utilized feed-
forward and backpropagation algorithms with the categorical
cross-entropy loss function, while Softmax regression in the
output layer computed the probability distribution across
motion classes.
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