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The advent of smart-engineered photonic materials, a development primarily influenced by the cutting-edge

technology of artificial intelligence (AI), has ushered in a new era of unprecedented control over the

manipulation and propagation of light. AI has been a driving force in the evolution of smart-engineered

photonic materials, pushing the boundaries of what was once thought possible. Over the past few decades,

using rationally engineered photonic structures for the unconventional control of light has become one of the

most exciting frontiers in photonics and materials science. These artificially structured optical media, which

include photonic crystals, plasmonic components, and optical metamaterials, have led to transformative

changes in the entire vistas of optics science. Photonic crystals (PhCs) have gained significant attention from

researchers due to their ability to self-assemble. PhCs exhibit physical properties such as photonic bandgaps,

high reflectance/transmittance, low loss, and lasing in the visible range of wavelengths needed for optical

systems of desired performance. For the application of these properties, significant efforts are being made to

explore novel, cost-effective fabrication methods to develop 3D-PhCs based on nanoscience and

nanotechnology, with AI playing a pivotal role. Nano-PhCs have enhanced optical and lasing properties,

resulting in miniaturized optoelectronic systems with higher measurement reliability than existing systems.

Keeping such advancements in view, this review discusses the latest techniques explored in AI technology to

fabricate nano-PhCs, the specific role of AI in the fabrication process, and, notably, their potential applications

in energy harvesting and artificial intelligence.
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1. Introduction

Modeling has been a key element in designing, controlling, and
optimizing processes for several years.1,2 It serves as a funda-
mental engineering tool. However, creating a model demands
in-depth knowledge of the underlying process mechanisms,
which can considerably lengthen the development timeline.3–5

Recently, engineers have integrated modeling with simulations
and experiments, utilizing large datasets to enhance prediction
accuracy from experimental data. Among various modeling
approaches, articial intelligence (AI) algorithms that emulate
human intelligence or actions are especially effective for
managing extensive datasets.6 Machine learning (ML), a subset
of AI, enables machines to learn from user interactions and data
inputs, facilitating automatic evaluation and responses in real-
world production environments. This approach supports
human problem-solving, minimizes errors, boosts efficiency,
and draws on elds such as probability theory, statistics,
approximation theory, and complex algorithms. This AI-driven
method has applications across diverse domains, including
photonics, neuroscience, computer science, statistics, social
sciences, chemistry, and robotics. Photonics is dened7–9 as the
science and engineering of light–matter interactions that take
place on wavelength and subwavelength scales where the
physical, chemical, or structural nature of natural or articial
nanostructure matter controls the interactions, so it is also
called nanophotonics. Over the next ten years, nanophotonic
structures and devices promise dramatic reductions in the
energy of device operation, densely integrated information
systems with lower power dissipation, enhanced spatial reso-
lution for imaging and patterning, and new sensors with
increased sensitivity and specicity. Nanophotonics concerns
Ashish Yadav
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investigations into building, manipulating, and characterizing
optically active nanostructures to create new capabilities in
instrumentation at the nanoscale, chemical and biomedical
sensing, information and communications technologies,
enhanced solar cells and lighting, disease treatment, environ-
mental remediation, and many other applications.

The rapid development of articial intelligence (AI) has
made inverse design ideas a reality. As part of AI, the main
optimization algorithms include simulated annealing,9 genetic
algorithm,10 particle swarm optimization,11 and topology
optimization.12–15 These mature algorithms have been widely
reported for achieving on-demand inverse designs. They usually
rely on the intermediate results obtained by iterative forward
design schemes. Due to the limitations of an entirely random
search, completing the inverse design under multiple
constraints remains a signicant challenge. Since the 1980s,
machine learning (ML) has gradually become a dominant para-
digm in the AI community.16,17 The basic unit of the articial
neural network, the M–P neuron, was proposed in 1943.18 In 1949,
Hebb's rule was proposed, suggesting that the basis of neuron
learning and memory lies in the variable connection strength
between neurons.19 In 1958, Rosenblatt20 proposed the perceptron
model, which gave the learning mechanism of neural networks for
the rst time.21 However, this model does not contain hidden
layers and can only handle linearly separable problems. Multilayer
neural networks (MNNs) were signicantly improved by the
proposal of a back-propagation algorithm for neural network
training in the 1980s.22 However, they remained limited by the
amount of data and computing power. In the new century, deep
learning technology experienced rapid growth aer 2006,23,24 and
a series of algorithmswere derived fromdeepening the structure of
articial neural network models, also known as deep neural
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networks (DNN). This was supported by the development of big
data science and improved computer performance that provided
hardware support. Meanwhile, the development of open-source
and exible soware platforms, such as TensorFlow,25 PyTorch,26

and Keras,27 made it easy for beginners to build generic deep
architectures. The third wave of AI started to bring profound
industrial changes in various aspects of modern society, such as
computer vision,28 natural language processing,29 speech recogni-
tion,30 AlphaGo,31 robotic controls,32 etc. As one of the most
essential branches ofmachine learning, deep learning has become
the fundamental route in complex hierarchical feature learning.
Fig. 2 FCC crystal structure.

1.1. Basic concepts of photonic crystals

These three types of PCs require different fabrication methods
(Fig. 1):

1-D PCs are alternating dielectric layers deposited or adhered
to a substrate. For instance, this type of PC can be fabricated by
programmed deposition techniques such as evaporation, sput-
tering, epitaxial growth, or lithography. An example is the Bragg
reector.

2-D PCs presented a periodicity in two spatial directions,
while in the third direction, the crystal is homogeneous. Such
a structure can be realized, for example, by fabricating a lattice
of dielectric columns or drilling a lattice of pores into a dielec-
tric material. This kind of structure is usually manufactured
using lithographic techniques.

3-D PCs require a periodic refractive index variation in three
spatial directions. This type of structure is the most difficult to
realize, and the top-down approaches of deposition and lith-
ographic techniques are not well suited for fabricating this
type of PC. So far, the most promising approach to fabricating
a 3-D PC is colloidal self-assembly in which small dielectric
spheres suspended in a uid automatically arrange themselves
into close-packed face-centered cubic crystals by surface forces
(bottom-up processing). This kind of crystal is called
a colloidal photonic crystal. Moreover, examples of 3-D PCs are
natural materials like opals, buttery wings, and peacock
feathers.33
Fig. 1 Schematic representation of a 1-D, 2-D and 3-D PC. Different
dielectric materials are shown in different colors.1,2

© 2025 The Author(s). Published by the Royal Society of Chemistry
This thesis focuses on three-dimensional colloidal photonic
crystals. As mentioned, the CPCs are composed of spheres that
assemble spontaneously into an FCC lattice, similar to the
arrangement of atoms in a sodium chloride (NaCl) crystal. This
lattice belongs to the cubic system. The atoms are arranged at
the corners and center of each crystal unit cell's cube face. The
FCC crystal structure is shown in Fig. 2. This preferential
conguration is the lowest energy conguration for the packing
of hard spheres, as it maximizes the lling factor (f), which is
the ratio of the volume occupied by the spheres to the total
volume of the crystal. An ideal FCC lattice has a lling factor of
0.74. PCs with different crystalline structures can also be
fabricated, resulting in a different lling factor value.

Other relevant features of photonic crystals are the photonic
band gap or stop band, which is a range of wavelengths that
cannot propagate into the PC structure in analogy to the energy
gap for the electrons in a solid and the dielectric contrast, which
is the ratio between the highest and the lowest index of
refraction of the two materials which compose the structure.
The stop band and the dielectric contrast are related to each
other. A high dielectric contrast is vital since stop bands appear
above a certain dielectric contrast threshold for a given crystal
structure. Then, they increase nearly monotonically in width
with the dielectric contrast.

The optical properties of PCs, particularly the scattering of
light on a photonic crystal structure, can be described using
different approaches. A simple description is the Bragg picture,
developed initially to describe the scattering of X-rays on elec-
tronic crystals. This description is also suitable for light scat-
tering on a photonic crystal. It allows for obtaining relevant
information on PCs, such as the stop band position. More
information can be obtained using traditional solid-state
physics approaches to calculate the complete PC band struc-
ture. The following paragraphs will provide a brief discussion of
the theory of Bragg diffraction of light in PCs and the calcula-
tion of the PC band structure.
1.2. Bragg diffraction of light in photonic crystals

The behaviour of PCs in interaction with an electromagnetic
wave can be described using a simple Bragg approach. The
Nanoscale Adv., 2025, 7, 6373–6393 | 6375
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Fig. 3 Conditions for the Bragg diffraction of light on a PC structure:
constructive interference between adjacent crystal planes.35
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diffraction of light depends on the crystal structure and the
wavelength of light. When the wavelength is greater than the
lattice constant (the distance between two crystal planes),
ordinary refraction of light occurs. Diffraction occurs when the
wavelength is comparable to or smaller than the lattice
constant. The diffracted beams are found in directions quite
different from the incident direction. W. L. Bragg explained this
phenomenon: the incident waves are reected specularly from
parallel crystal planes, with each plane reecting just a small
fraction of the incident light. In specular reection, the angle of
incidence is equal to the angle of reection. The diffracted
beams are found when parallel plane reections interfere
constructively.34 The same description that Bragg used for X-
rays on atomic crystals can be applied to the description of
the diffraction of light on a photonic crystal structure as shown
in Fig. 3.

The diffraction of light is achieved from the scattering and
interference produced by coherent waves in periodic PC struc-
tures. In particular, in the case of 3-D CPCs, the periodic arrays
of spherical particles provide a periodic structure that acts as
a diffraction grating for light waves, particularly when the lattice
constant is of the same order of magnitude or smaller than the
wavelength of the incident light. This means that the wave-
length range in which Bragg diffraction of light is observed
depends on the size of the spheres.

Considering parallel lattice planes spaced by dhkl, the inter-
planar spacing between the scattering planes, the interplanar
spacing dhkl for (hkl) planes in the FCC lattice can be calculated
using the following relation.

dhkl ¼ affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
h2 þ k2 þ l2

�q

where a is the unit cell size, the notable (hkl) sets of the
diffraction planes that strongly participate in light diffraction of
an FCC type lattice are (111), (220) and (200); the focus will be on
the (111) set of planes because it is the most densely packed.

The path difference for rays reected from adjacent planes is
2dhkl cos qint, where qint is the internal angle (see Fig. 3). It is
evident from the gure that q = 90° − qint. Constructive inter-
ference from successive planes occurs when the path distance is
an integer number m of wavelength l. This formula thus
represents the Bragg condition:

ml = 2dhkl cos qint
6376 | Nanoscale Adv., 2025, 7, 6373–6393
where m is the diffraction order (m = 1, 2, 3.), l is the free
space wavelength of light, dhkl is the interplanar spacing
between the scattering planes (labeled by the Miller indices),
and qint is the internal angle.

Considering a at interface between two dielectrics with
different refractive indices (n1 and n2), light can be described by
a ray with an incident angle qint and a refracted angle qext given
by Snell's law. The external incidence angle on the sample is
controlled in the experimental measurements.

n1 sin qint = n2 sin qext

The indices refer to the external and internal refractive
indices and angles. The resulting modied form of Bragg's law
for the optical region that takes into account Snell's law of
refraction is:

ml ¼ 2dhkl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
neff 2 � sin2

qext
�q

where neff is the effective refractive index of the PC; for calcu-
lating the effective refractive index, among the approximated
expressions proposed for the bulk dielectric properties of
inhomogeneous materials, the simplest ones are the mixing
rules, based on the additive property:

neff
2 = fn1

2 + (1 − f)n2
2

This form of Bragg's law allows one to know the gap position
in rst approximation because it represents the longest wave-
length diffracted by the PC for an observer perpendicular to the
surface. This approach can be applied only to systems with
moderate dielectric contrast; therefore, it is a well-suited tech-
nique for studying polymeric CPCs.
1.3. Photonic band structure

A PC is a medium with a periodic modulation of the dielectric
constant. This results in interesting differences in the optical
properties of a homogeneous medium. First, a photonic crystal
exhibits a band structure similar to that of an electronic crystal.
The band structure represents the relationship between the
energy and the propagation direction of the radiation inside the
crystal. It is a tool to predict and study the photonic answer of our
system, as it permits one to know the allowable energy levels for
the photons. To understand this concept, a comparison between
the similarities in the behavior of photons therein and electrons
in solids has to be made, using some ideas of solid-state physics.
An electronic crystal can be viewed as a periodic distribution of
basic units, such as atoms or molecules, which scatter in the
periodic lattice; as a direct consequence of this periodicity in the
electronic potential, the energy levels are eventually restricted to
certain allowed energy bands separated by energy gaps.

In a PC, the photons scatter in the periodic lattice similarly
and present bands and gaps for photon states. The Schrödinger
equation for an electron of effective mass m in a crystal, in
which the potential is V(r), can be written as:
© 2025 The Author(s). Published by the Royal Society of Chemistry
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�
� ħ

2m
V2 þ VðrÞ

�
JðrÞ ¼ EJðrÞ

where V(r) is a periodic function with the periodicity of the
lattice, R: V(r) = V(r + R). The eigenstates of this equation are
also periodic functions with period R. The dispersion relation-
ship derived, E(k), will present a forbidden band for all energies
E with imaginary values. Similarly, in a medium where a spatial
modulation of the dielectric constant 3(r) exists, photon prop-
agation is governed by the classical wave equation. Maxwell's
equations can be treated as an eigenproblem, in analogy with
Schrödinger's equation. It can be expressed in terms of the
magnetic eld H(r) as:

V�
�

1

3ðrÞV�HðrÞ
�
¼

�u
c

�2

HðrÞ

where 3(r) is the dielectric function and c is the speed of light.
This is an eigenvalue equation, with eigenvalue u/c. In a PC, 3(r)
is a periodic function: 3(r) = 3(r + R).

The electron wave equation provides the band diagram by
utilizing electron standing waves, which represent the allowed
energies (bands) and the forbidden energies (band gaps). The
photon wave equation lets us know the' permitted and
forbidden frequencies of photons.

It is essential to note that while the electron wave equation is
not scalable, since an intrinsic length measure is associated
with the electron—the de Broglie wavelength—the photon wave
equation is scalable instead. Suppose a PC presents a given
periodicity length. In that case, it will display photonic bands
within a specic frequency range, and scaling it will result in
a new system with precisely the same band scheme, only scaled
accordingly. If we halve the size, we double the energy.

The equation can be solved by using the Bloch approach: the
eigenfunctions may be written as the product of a plane wave
envelope function eikx and a periodic function (Bloch function)
Hnk(x) that has the same periodicity as the dielectric lattice, with
eigenvalues un(k), H(x)= eikxHnk(x). The periodic function Hnk(x)
satises:

ðVþ ikÞ �
�
1

3
ðVþ ikÞ �Hnk

�
¼

	
unðkÞ
c


2

Hnk

yielding a different Hermitian eigenproblem over the prim-
itive cell of the lattice at each Bloch wavevector k. This primitive
cell is a nite domain if the structure is periodic in all direc-
tions, resulting in discrete eigenvalues (n = 1, 2, .). These
eigenvalues, un(k), are continuous functions of k, forming
discrete bands in a band structure or dispersion diagram when
plotted against k.

In such a diagram, the energy eigenvalues are separated in
energy by a nite spacing at each k. When the separation
extends over all wave vectors, it is referred to as a band gap.

Due to this periodicity, one needs only to compute the eigen
solutions for n = 1 within the primitive cell of this reciprocal
lattice or, more conventionally, one considers the set of ineq-
uivalent wavevectors closest to the k = 0 origin, within a region
called the rst Brillouin zone.
© 2025 The Author(s). Published by the Royal Society of Chemistry
The calculation of the complete band structure of a PC allows
one to know the exact location and size of the photonic band
gaps for a given PC structure, and thus it is a crucial predictive
tool in PC design. Fig. 4 shows two examples of photonic band
structures calculated for the 1D and 3D structures plotted in the
exact gure. Themost noticeable feature in both band diagrams
is the existence of frequencies, where no modes are available in
the direction of periodicity. Such regions are known as photonic
band gaps (PBGs) and represent the primary feature of PCs.
Light propagation within the sample is not allowed for the
frequencies within this spectral range. In the top panel
(Fig. 4(a)), a 1-D photonic crystal is sketched. The dielectric
function is modulated only in the z direction; thus, light prop-
agation can be inhibited only in this direction. For light prop-
agating along the x and y directions, the 1-D PC acts as
a homogeneous medium. Such a conguration is exploited, for
instance, in the distributed Bragg reector (DBR), which will be
illustrated in the following paragraph.

In a 3-D PC like the FCC colloidal crystal made of dielectric
hard spheres sketched in Fig. 4(b), the light propagation can be
inhibited in all the spatial directions, leading to interesting new
physical phenomena.

Properly engineered PBGsmay control the photonic density of
states (DOS) – the number of states per unit of energy. In
particular, when an emitter such as a dye is embedded into the
PC, the PBG can inhibit the emitter's spontaneous emission.37

The Fermi golden rule governs the spontaneous emission
process, which is a method for calculating the transition rate
(probability of transition per unit time) from one energy eigen-
state of a quantum system to a continuum of energy eigenstates,
due to a perturbation. We consider the system to begin in an
eigenstate, Ji, of a given Hamiltonian, H0. Then, we believe the
effect of a (possibly time-dependent) perturbingHamiltonian,H'.
If H0 is time-independent, the system goes only into those states
in the continuum that have the same energy as the initial state. If
H0 oscillates as a function of time with an angular frequency u,
the transition is into states with energies that differ by ħu from
the energy of the initial state. In both cases, the one-to-many
transition probability per unit of time from the state Ji to a set
of nal states Jf is given, to rst order in the perturbation, by:

Ti/f ¼ 2p

ħ

��Mfi

��2r
where r is the density of nal states and M is the matrix
element (in bra-ket notation) of the perturbation H0 between the
nal and initial states:

Mfi = hJijH0jJfi.

An emitter embedded into a PC nds a zero density of nal
states in the band gap energy range. No nal states are available
for the emission in such an energy range, and the emitter must
remain excited. This is suppression of the spontaneous emis-
sion. In a PC, r and M can be engineered appropriately also to
enhance the emission. Typically, a higher density of states is
obtained at the edges of a PBG, resulting in enhanced emission.
Nanoscale Adv., 2025, 7, 6373–6393 | 6377
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Fig. 4 (a) 1D PC structure (left) and dispersion relation for light propagating along the z direction (right). (b) 3D CPC structure (left) and dispersion
relation along the high symmetry directions of the crystal structure (right).36
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This can be exploited to observe amplied spontaneous (ASE)
and laser emission.

Another possibility to achieve control of the light in the PC is
to create defects. Like in a semiconductor material, a defect
results in a state in the gap of the material, which is also
localized in space. In a PC, the electromagnetic (EM) eld mode
in the gap will remain spatially conned in the vicinity of such
a defect since its propagation in the material is forbidden. Such
a defect acts as a resonant cavity for the EM eld. The magni-
tude describing the conning power of the cavity is called the
quality factor Q, which measures the rate of escape from the
cavity. The quality factor is dened as:

Q ¼ Du

u

where u is the frequency of the transition and Du is the width of
the resonance. High Q cavity is promising for low threshold
lasers since they make better use of the pump energy, but
a compromise is necessary to allow efficient light extraction.
2. Methods of photonic crystal
synthesis & fabrication

The theory of PhCs has been extensively studied over several
years, and many phenomena are predicted by using PhCs in the
6378 | Nanoscale Adv., 2025, 7, 6373–6393
visible and near-IR wavelength regions. Still, the experimental
realization of these crystal structures is not easy and faces
several fabrication difficulties. Current micro- and nano-
fabrication techniques struggle to achieve this order of magni-
tude of spatial modulation of refractive index in all three
orthogonal directions. In design, the method used for the
fabrication should be easy to implement, have a low cost, and
give reproducible results. First, some essential techniques for
fabricating 1D, 2D, and 3D-ordered PhCs are briey summa-
rized. The 1D PhCs are well-known for their multilayer struc-
ture. Various methods, including evaporation techniques,
sputtering, and dip-spin coating,28 are employed for fabricating
1D PhCs. Anodic etching of crystalline silicon is another
method for creating 1D PhCs. These crystals are also manu-
factured using low-pressure chemical vapor deposition.29

Fabrication conditions can be modied to introduce defects in
these structures.

The fabrication of 2D PhCs uses techniques adopted from
the microelectronics industry. A 2D structure with the bandgap
in the near IR wavelength region can be fabricated using the
technology for preparing microchannel plates.30–32 A modied
form of this technique is used to create 2D PhCs in the visible
and ultraviolet wavelength regions.38 Photolithography and
electron beam lithography are also extensively used to make 2D
PhCs.39 These methods also create waveguides and point
© 2025 The Author(s). Published by the Royal Society of Chemistry
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defects in these 2D PhCs.40 Fabrication of 3D PhCs is quite
challenging compared to 1D or 2D PhCs. Lithography tech-
niques, such as photolithography and electron beam lithog-
raphy, enable the fabrication of 3D-ordered PhCs. These
techniques depend upon whether the optical or electron beams
are used to write the pattern on a base material. Two methods,
designed by Noda et al.41 and Lin et al.,42 are used for fabricating
3D PhCs.

These structures are commonly referred to as woodpiles or
layer-by-layer structures. 3D PhCs with a complete bandgap are
fabricated using this lithography technique.43–45 Another tech-
nique that has been widely used is the holographic technique.
The basis of this method is the interference of four non-
coplanar laser beams within a photo-inductive material to
create a periodic structure whose period and symmetry can be
controlled. Compared with the above methods, a simple and
inexpensive method for fabricating 3D PhCs is based on the
self-assembly of microparticles in a colloidal suspension. The
rst structure fabricated using the polystyrene colloidal
suspension is by Velev et al.46 Similar structures have been
manufactured using silica colloidal suspensions.47,48

A variety of self-assembling methods are used for making
PhCs. Depending on the force involved in assembling micro-
particles, the self-assembling technique can be classied into
three categories: (1) gravitational self-assembly,49,50 (2) convec-
tive self-assembly,51–53 and (3) inward-growing self-assembly.54,55

All these methods have certain advantages and disadvantages.
Self-assembling methods are pretty inexpensive and do not
require sophisticated laboratory equipment. Another area
where the PhCs can have a signicant impact is designing
photonic devices based on nonlinear optical characteristics in
these structures,56–60 where the PhCs are made of materials that
have substantial nonlinear effects and while the incident light is
at the band edge wavelength, nonlinear optical processes such
as harmonic generation can be enhanced.61 The application of
PhCs, having been successfully commercialized to date, is in the
form of PhC bers. In these bers, light guidance is achieved
through the bandgap effect rather than total internal reection.
This is achieved by surrounding a hollow core with an air core,
resulting in very low propagation losses. The minimization of
nonlinear optical effects and single-mode operation over an
innite range of wavelengths make these bers attractive for
various applications.

Fabrication of 1D or 2D PBG crystals is relatively straight-
forward. For example, 1D systems can be easily generated
through the programmed deposition of alternating layers of
different dielectric materials.62,63 In contrast, 2D systems can be
routinely produced via the selective etching of the underlying
substrates usingmasks.64 As a result, 1D and 2D PhCs have been
widely used in fabricating a rich variety of commercial devices,
such as optical notch lters,65 dielectric mirrors or optical
resonance cavities,66 and Bragg gratings (on optical bers).67 At
the current stage of development, it remains a signicant
challenge to apply conventional patterning techniques to the
generation of pre-designed, 3D periodic lattices that will meet
all the criteria required for creating complete photonic band
gaps.68 Some relatively simple 3D mesostructures amenable to
© 2025 The Author(s). Published by the Royal Society of Chemistry
layer-by-layer patterning have recently been fabricated in the
prototype form by several research groups and were shown to
exhibit the signature of complete band gaps down to the near-
infrared region.69,70 Some processing difficulties limited the
formation of such 3D periodic structures only up to some layers
(less than 10). Besides, the materials used are not those
commonly used in microelectronic engineering.

Since the position of a photonic bandgap is oen scaled by
half to one-third of the periodicity of a 3D lattice, the fabrication
task is expected to become more challenging as the bandgaps
move towards the visible or ultraviolet regions. In these regions,
one will need to pattern the dielectric materials into micro-
structures of 100 ± 300 nm in size along all three dimensions
and to accomplish registration among these structures in
different layers with an accuracy of better than tens of nano-
meters. These technical challenges to extending conventional
microlithographic techniques to 3D patterning have led scien-
tists and engineers to consider alternative approaches.57

Notable examples actively explored in this regard include laser-
guided stereolithography,71 two-photon-induced deposition or
polymerization,72 3D holographic patterning with multiple laser
beams,73 and self-assembly.74 At present, the feature sizes that
could be routinely achieved using the rst two methods are still
on the order of a few micrometers due to optical focusing
problems and diffraction effects, and the holographic method
has been shown to have a relatively high requirement on the
experimental setup, including the exposure and development of
photosensitive materials. Among all alternative methods for 3D
patterning, self-assembly seems to be the most promising
approach to the cost-effective production of 3D periodic
structures.

The self-assembly of latex particles is a complex interaction
process involving gravity, electrostatic repulsion, and Brownian
motion.75 Nagayama and his coworkers76,77 rst demonstrated
that the assembly of latex particles is primarily driven by
capillary force and convective interaction. The capillary force
between latex particles organizes the particles into a hexagonal
2D array on a at substrate. Fig. 5(a) and (b) schematically
illustrate the latex arrangement formation process. At rst,
a nucleus was formed when the thickness of the liquid layer
approached the diameter of the particles. Then, convective
transport drove more particles toward this nucleus, creating
a 2D hexagonal latex array based on the attractive capillary
force. In this process, both temperature and humidity78 are
crucial for the convective force and the rate of assembly, and the
latter is also affected by electrostatic repulsion between the latex
particles.79,80 Additionally, the gravitational force will hinder the
assembly of larger particles. Various assembly approaches have
been developed based on these assembly forces to control the
assembly of latex particles.

The self-assembling strategy involves depositing latex parti-
cles through vertical deposition.83,84 A simplied convective
assembly process is achieved by putting a vertical glass
substrate into the latex suspension, which is pulled upward
slowly, as shown in Fig. 5. The latex particles would be trans-
ferred by capillary force to the glass substrate during evapora-
tion, that is, solvent evaporation causes a convective particle
Nanoscale Adv., 2025, 7, 6373–6393 | 6379
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Fig. 5 The self-assembly of colloidal particles in the vertical deposition technique for (a) single- and (b) multi-layer colloidal crystals.81 Schematic
representation of the inward-growing self-assembly mechanism for colloidal crystal films deposited on a horizontal solid substrate.18 Schematic
illustrations for the self-assembly of latex particles driven by liquid flow on a horizontal hydrophilic substrate: nucleus formation and crystal
growth.76,77 Schematic illustration for latex particle assembly under a magnetic field.82
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ux from the bulk of the colloidal suspension toward the drying
particle layer. The balance between capillary force and convec-
tive particle ux during solvent evaporation is essential for
forming 2D and 3D colloidal crystals. In this process, the crystal
thickness could be well controlled by the latex suspension
concentration or particle diameter concentration, as shown in
Fig. 5.81
2.1. Horizontal deposition of colloidal crystal lms

Now, let's look at the self-assembly mechanism of colloidal
particles conned in a concave aqueous layer. The growth of the
colloidal crystal lm was observed to originate from the middle
of the aqueous layer. In the present study, the colloidal particles
6380 | Nanoscale Adv., 2025, 7, 6373–6393
were conned in a convex layer, and the growth front lay along
the periphery of the substrate. Q. Yan et al. reported that
colloidal crystallization can be achieved at the air–water inter-
face via electrostatic interactions and lateral capillary forces.
Based on the experimental results obtained in this study, we
believe that the colloidal crystallization observed on a hori-
zontal solid substrate, as reported here, is primarily driven by
a convective self-assembly mechanism.

A colloidal suspension with a given concentration is depos-
ited on an adequately treated substrate using a pipette, which
allows for precise control of the drop volume. Then, the
suspension is spread on the substrate. Due to the capillary
forces, a small amount of the suspension may enter the pipette.
When the syringe pipette is moved along the surface of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Schematic illustrations of some typical mesoscale periodic structures that can be generated through the phase separation of organic
block copolymers, such as polystyrene–polyisoprene (PS–PI). By varying the ratio between the chain lengths (or molecular weights) of these two
units, one could obtain long-range ordered phases such as the 3D body-centered cubic lattice of PS spheres, the 2D hexagonal array of PS
cylinders, the three-dimensionally ordered bi-continuous double diamond (OBDD) structure, and the 1D lamellae phase. Schematic illustrations
of some 3D periodic structures that could be produced via the self-assembly of mono-dispersed spherical colloids: (A) the 3D opal (or cubic
close-packed lattice) crystallized from spherical colloids; (B) the inverse (or inverted) opal made by templating against an opaline lattice; and (C
and D) the diamond lattice generated via two-steps of self-assembly: formation of dimers from spherical colloids and crystallization of these
dimers into an fcc lattice. Reproduced from ref. 91.
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substrate, the colloidal suspension is guided to spread across
the substrate and eventually fully cover the substrate surface, as
illustrated in the second panel. The spread suspension is
exposed to ambient conditions, and colloidal crystallization
occurs. Aer 1–2 hours, a thin colloidal crystal lm with
amacroscopic void formed on its center is obtained.16 When the
colloidal suspension is deposited on a horizontal substrate,
followed by careful spreading to cover the substrate surface
fully, it has been observed that it begins to exhibit an iridescent
color at the edge of the substrate aer a few minutes, and the
iridescent color gradually moved from the periphery toward the
center of the substrate.85
2.2. Approaches of photonic crystals via the self-assembly
method

Self-assembly represents an effective route to obtain well-
dened 3D structures.86–89 In this process, pre-designed
building blocks (e.g., molecules or mesoscale objects) could
spontaneously organize themselves into a relatively stable
(oen long-range ordered) structure through non-covalent
interactions. The critical idea in self-assembly is that the nal
structure is close to or at a thermodynamic equilibrium state.90

Thus, such a process tends to reject defects and oen leads to
structures having a more excellent order than in non-self-
assembling systems. The characteristics of the building blocks
typically determine the nal structure, as the information that
© 2025 The Author(s). Published by the Royal Society of Chemistry
denes the self-assembled structure is encoded in the building
blocks through topologies, shapes, and surface functionalities.
The inherently parallel nature of the self-assembly process
makes this approach well-suited for a large-scale production
process, in Fig. 6, where low cost and high throughput are the
two key requirements.

2.3. Vertical deposition

Jiang et al.92 rst reported the vertical deposition method for
creating 3D PhCs. This method involves placing a glass slide
vertically into a beaker containing a suspension of particles. The
colloidal suspension wets the glass, forming a meniscus where
the substrate, air, and liquid meet. Capillary forces draw the
spheres toward the substrate and attract them to each other,
facilitating the formation of a close-packed monolayer. As
solvent ows toward the meniscus and evaporates, particles
deposit onto the slide, assembling into a colloidal crystal lm
(see Fig. 7). The lm's thickness can be controlled by adjusting
the particle concentration. Sedimentation is prevented by
placing the solution in an oven at a xed temperature, which is
especially advantageous for polymer colloids in water due to
their lower density difference compared to silica colloids.

2.4. Other methods

Various methods exist for self-assembling colloidal spheres into
crystalline structures. For instance, electrophoretic deposition
Nanoscale Adv., 2025, 7, 6373–6393 | 6381
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Fig. 7 Schematic illustration of vertical deposition (a) and lift-up
deposition (b). Reproduced from ref. 93. Diagram of the vertical
deposition method. Reproduced from ref. 94.
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acts as a sedimentation technique that employs an external
electric eld to regulate the settling speed of surface-charged
colloidal spheres. The doctor blade coating (DBC) method is
likely derived from the physical connement approach, where
colloidal spheres are contained within a narrow gap between
the blade and the substrate (Fig. 8(a)).95–97 The immobilized
blade exerts a unidirectional shear force on the conned
colloidal suspension. The key force driving colloidal crystalli-
zation in this process remains the capillary force. Similarly,
Park's group98 developed a conned convective assembly
method for quickly fabricating colloidal crystal lms (Fig. 8(b)).
In this technique, colloidal suspensions are conned between
two vertical substrates. By adjusting the li-up rate of one
Fig. 8 Schematic illustration of the doctor blade coatingmethod (a) (repr
(reproduced from ref. 95).

6382 | Nanoscale Adv., 2025, 7, 6373–6393
substrate, the meniscus height can be controlled. This allows
both 2D and 3D PhCs to be deposited over large areas.

In summary, these methods offer a viable alternative due to
their combined ease of fabrication, mass production, and low
cost. Despite these tremendous advances, self-assembly
methods oen introduce random defects, such as missing
particles, phase mixtures, uncontrolled orientation, boundary
effects, and dislocations during the self-assembly process.
3. Self-assembly of colloidal PhCs &
effects

Self-assembly techniques are considered the most practical
approach for creating two-dimensional (2D) or three-
dimensional (3D) photonic crystals (PhCs).99–101 This process
can be achieved through methods like gravity sedimentation,
vertical deposition, horizontal deposition, among others.
Among these, the vertical deposition method102 is the most
popular because it enables the production of large-area PhCs
with controllable thickness and high quality, characterized by
low defect density. The morphology and quality of PhCs can be
managed by adjusting conditions such as temperature, air
pressure, solvent type, and humidity during the self-assembly
process. Manipulating colloidal particle self-assembly not only
deepens our understanding of condensed matter physics but
also broadens its applications to functional materials such as
photonic waveguides, switches, optical lters, and sensors for
chemical and biochemical detection.103 In this study, we used
self-assembled PhCs made from polymer colloids. Employing
polymer colloids as building blocks enables cost-effective
fabrication and precise control over properties such as chem-
ical composition, particle size, and shape. Moreover, they can
be easily removed via solvent dissolution or thermal treatment,
making them suitable as templates for creating macroporous
materials or inverse opals.104

High-quality crystals with low defect density are essential for
the practical use of CPCs in photonic devices. However, fabri-
cating a defect-free CPC on a large scale remains difficult.
Capillary forces drive the evaporative self-assembly of CPCs at
the meniscus of the colloidal suspension. Some control over
CPC quality can be achieved by adjusting synthesis parameters,
oduced from ref. 98) and the confined convective assemblymethod (b)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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such as temperature, air pressure, solvent type, humidity, and
the speed of the contact line's movement. In 3-D photonic
crystals formed by self-assembly, two critical defects are stack-
ing faults and macroscopic cracks, which disrupt light propa-
gation. Stacking faults, which occur between FCC and HCP
structures, are likely due to their slight free energy difference. In
contrast, macroscopic cracks result from crystal contraction
during solvent evaporation.
3.1. Temperature

It is well known that maintaining the evaporation rate at an
optimal value is crucial for producing high-quality photonic
crystals. The high or low speed of solvent evaporation can
induce stacking faults and macroscopic cracks in colloidal
crystals. Temperature is considered a key factor in solvent
evaporation, which also affects the self-assembly of colloidal
particles.105 It has been demonstrated that a high temperature
will increase the kinetic energy of the colloidal particles, and
only a poorly ordered array will be obtained. At the same time,
a low temperature will cost too much time. So, the best
compromise in terms of temperature should be found. Besides
temperature, other growth parameters, such as air pressure,
humidity, and solvent type, are also necessary for keeping the
evaporation rate steady to obtain the optimal growing condi-
tions for photonic crystal growth.
Fig. 9 Meniscus lift-up observed at different contact line speeds. The to
mm s−1, 45 mm s−1, and 75 mm s−1. The bottom panel presents SEM image
a tri-layer at 20 mm s−1; (c) 45 mm s−1; (d) 75 mm s−1. Reproduced from

© 2025 The Author(s). Published by the Royal Society of Chemistry
3.2. Air pressure

To determine the evaporation rate of the solvent according to
the relation between pressure and the solvent's boiling point,
the optimal heating temperature can also be signicantly
altered by changing the pressure. Zheng et al.106 employed
a controlled negative pressure during isothermal heating
vertical deposition and found the optimal condition for making
high-quality colloidal crystals by changing the pressure in
a wide range. As a result of low pressure and low temperature,
the materials of building blocks could be largely extended,
especially for organic and biologically active materials.105
3.3. Solvent type

Solvent plays a crucial role in the self-assembly of photonic
crystals. When these crystals are deposited onto solid
substrates, contraction during solvent evaporation causes
macroscopic cracks. This contraction results from the
shrinkage of colloids and decreased separation between micro-
spheres. Li and Marlow107 examined how solvents impact 42
depositions of photonic crystals from colloidal suspensions of
PS microspheres. Ethanol or water is commonly used as the
solvent in most self-assembly processes, and mixtures of water
and ethanol at various ratios have been employed to adjust
properties like surface tension, viscosity, and volatility. Their
ndings indicated that the solvent signicantly affects both the
p panel shows schematic shapes of the meniscus at lift-up rates of 20
s of the corresponding colloidal crystals: (a) 20 mm s−1; (b) side view of
ref. 109.
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surface morphology—such as crack distribution and lm
thickness—and the microstructure, including sphere ordering,
of the photonic crystal lms. The evidence that the solvent
inuences sphere self-assembly offers opportunities to control
the lm's morphology, enhance quality, and better understand
the mechanisms behind different photonic crystal fabrication
methods.
3.4. Humidity

High-quality photonic crystals can be obtained in a controlled
high-humidity system, resulting from enhanced particle capil-
lary forces. Chung et al.108 discussed the effect of humidity on
the quality of photonic crystals and the underlying mechanism
governing the arrangement of colloids. They compared the
morphology of photonic crystals obtained at evaporation
temperatures of 70 °C, 60 °C, and 45 °C with constant high
humidity (90%). High-quality colloidal crystals were fabricated
at 45 °C and 90% humidity in 24 h, while only poorly ordered
structures were obtained at the other two temperatures.
However, when the temperature is 45 °C and the humidity is
40% or 60%, the quality of photonic crystals remains poor,
indicating that humidity is a signicant factor in controlling the
quality of photonic crystals. It was proved that the effect of
capillary force increased with increasing humidity levels. In
contrast, the capillary force could ne-tune the relative position
of the neighboring colloids and efficiently decrease the number
of defects, resulting in the formation of perfect photonic
crystals.
3.5. Moving speed of the contact line

During evaporative assembly, the highest solvent evaporation
rate appears at the edge of the colloidal suspension. In most
cases, the self-assembly of colloids into ordered structures
Fig. 10 Schematic illustration of the colloidal crystal laser device and t
Emission spectra were obtained from optical excitation with second-harm
per pulse (a) and 210 nJ per pulse (b) (reproduced from ref. 110).

6384 | Nanoscale Adv., 2025, 7, 6373–6393
starts at the contact line between the substrate, the suspension,
and the air. As the contact line moves with the lowering of the
liquid surface by solvent evaporation, colloidal crystals form on
the substrate. The movement of the contact line can be
controlled by liing the substrate out of the suspension at
a constant speed. Kim et al.109 and Ko and Shin investigated the
relationship between the morphology of colloidal crystals and
the li-up speed. They found that the li-up speed could control
the colloidal structure at a xed concentration (Fig. 9). An
appropriate li-up speed was found to obtain mono-layered
colloidal crystals over a large area. At a lower li-up speed,
multi-layered colloidal crystals were obtained, because more
colloidal particles moved to the contact line in the same period.
A structure 43 with low coverage was obtained at a higher li-up
speed because the colloidal particles have insufficient time to
move up to the contact line. In the case of multilayered colloidal
crystals, the lm thickness can be controlled by adjusting the
li-up speed.
4. Applications of colloidal crystals

This section discusses recent examples of polymer colloidal
crystals used for various potential applications. These investi-
gations are based on their optical properties, chemical
composition, and nanostructures.
4.1. Laser application

In colloidal crystals, certain wavelengths of light cannot prop-
agate in specic directions, and this makes them useful in
optical devices.110 Researchers developed a new application of
colloidal crystals as exible polymer laser devices with low-
threshold optical excitation. They placed a light-emitting poly-
mer layer between two colloidal crystal lms, creating a planar
he reflection spectrum (a) and emission spectra (b) from the device.
onic light at 532 nm from a Nd:YAG laser beamwith an energy of 70 nJ

© 2025 The Author(s). Published by the Royal Society of Chemistry
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defect (see Fig. 10). By aligning the stop-band of the crystal lms
with the dye's maximum uorescence wavelength in the defect
layer, efficient laser feedback occurs thanks to the photonic
bandgap effect. Successful photon connement from the light-
emitting layer within the laser cavity enabled low-threshold
lasing.111 These advances represent a signicant step toward
developing lightweight, affordable, and exible lasers for
photonics and optoelectronics.112 Additionally, colloidal crystals
show promise as effective, selective reection mirrors in opto-
electronic and lighting devices.113
4.2. DSSC application

The use of self-assembled colloidal crystals in dye-sensitized
solar cells (DSSCs) has also garnered signicant interest in
recent years.114–120 DSSCs are an exciting alternative to conven-
tional solid-state semiconductor photovoltaic devices, primarily
due to their low production cost.121 Miguez and co-workers
conducted theoretical investigations into the effect of
a photonic crystal on the optical absorption of DSSCs. They
concluded that signicant light absorption amplication
occurred over a wide spectral range in structures that combined
the presence of a photonic crystal and a layer of nanocrystalline
absorbing material, and that the absorption enhancement
occurs in resonant modes localized within the absorbing
nanocrystalline coating.122 In addition, it was predicted that the
stacking of crystals with different lattice constants could lead to
enhanced light harvesting across the entire dye absorption
range.123 Several strategies have since been developed to
combine photonic crystals and DSSCs by self-assembly tech-
niques. Zhang et al. demonstrated photonic crystal concentra-
tors for DSSCs made by self-assembling latex spheres on
concave watch glasses. They concluded that the wavelength-
selective photonic crystal concentrator can improve the
maximum power of the DSSC by more than ve times while
retaining a stable, high performance (Fig. 11).124
4.3. Light emitting diode application

An et al. discussed using cone-shaped deep-pillar nano-
structures to enhance light extraction in honeycomb-type
Fig. 11 (a) Schematic illustration of the photovoltaic system with
a photonic crystal concentrator. The inset is an SEM image of the
photonic crystal concentrator. (b) Photographs of the PC concentra-
tors with different colors.124

© 2025 The Author(s). Published by the Royal Society of Chemistry
vertical GaN light-emitting diodes (VLEDs). They created these
cone-shaped pillars by spin-coating polystyrene nanospheres
onto n-GaN substrates, then etching the surface with oxygen
plasma. Their ndings showed that this structure increased
VLED output power by up to 214% at 350 mA compared to
a reference device, likely due to multiple light scattering from
the cones' sidewalls (Fig. 12).125

Li et al. explained how nanosphere lithography was used to
create a close-packed array of nanopillars embedded within an
InGaN/GaN LED structure. This periodic, ordered nanopillar
arrangement enhances light extraction and reduces the piezo-
electric eld by relaxing strain in the InGaN/GaN quantum
wells. They noted that LEDs with embedded photonic crystals
produce up to 20% more light compared to the reference LED
(see Fig. 12).126
4.4. Effect of the 3DOM structure on photogenerated
carriers and efficient photocatalytic hydrogen production
performance of 3DOM CdS

Time-resolved photoluminescence (TRPL) decay spectra and
electrochemical impedance spectra (EIS) were measured to
investigate the effect of the 3D ordered macroporous (3DOM)
structure on the trapping, recombination, and migration of
photogenerated carriers. The blue shi in Fig. 13 corresponds
to the PL emission peak, further demonstrating the broadening
of the band gap in the 3DOM CdS. The CdS nanoparticles
demonstrate a more substantial PL emission peak than the
3DOM CdS, indicating that the recombination rate of photo-
excited carriers is considerably reduced by constructing the
3DOM structure. The fact that the TRPL decay spectrum of the
3DOM CdS exhibits a longer carrier lifetime than the CdS
nanoparticles further conrms that the photogenerated elec-
trons and holes are effectively separated.127,128 As shown in
Fig. 13, the Nyquist circle diameter of 3DOM CdS is much
smaller than that of the CdS nanoparticles, indicating that the
transport resistance of 3DOM CdS is signicantly reduced, and
the electronmobility is enhanced. The reasons for the change of
the photogenerated carrier states are explained in Fig. 13. The
high recombination rate of carriers should be ascribed to the
aggregation of the CdS nanoparticles, leading to the tremen-
dous increase in grain boundaries and easy driving of the
recombination of photogenerated electrons and holes.129On the
contrary, the 3DOM CdS with an open, interconnected spherical
void structure effectively reduces the number of grain bound-
aries and provides a prodigious surface area for charge sepa-
ration.130 In addition, the rapid electron mobility is attributed to
the periodic structure of 3DOM CdS, which endows it with
a uniform and symmetrical thin wall, resulting in a short
diffusion length of photoinduced carriers.131 More importantly,
the 3DOM CdS has a hierarchical porosity compared to single-
sized porous materials. Based on Murray's law, the hierar-
chical networks of pores can maximize material transport and
achieve a high reaction rate.132–134 Therefore, the interconnected
porosity of different sizes will improve mass transport, increase
the selectivity on the level of pores, and reduce the migration
resistance of carriers.
Nanoscale Adv., 2025, 7, 6373–6393 | 6385
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Fig. 12 Honeycomb-type VLED with a textured cone-shaped deep-pillar surface.125

Fig. 13 Temperature-dependent emission spectra, TRPL decay spectra, EIS-Nyquist diagrams, and schematic representation of the photog-
enerated carrier states of CdS nanoparticles and 3DOM-CdS. Production rates of photocatalytic H2 and recyclability tests of 3DOMCdS and CdS
nanoparticles with 0.3 wt% Pt loading, and schematic representation of 3DOM CdS for photocatalytic H2 production.
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The photocatalytic H2 production rates of 3DOMCdS and the
CdS nanoparticles loaded with 0.3 wt% Pt were evaluated using
lactic acid as the sacricial reagent, as shown in Fig. 13. The
hydrogen evolution rate of 3DOMCdS is substantially promoted
to 20.1 mmol h−1 g−1 from only 1.7 mmol h−1 g−1 of the CdS
nanoparticles. The 3DOM structure has a signicant inuence
on the photocatalytic activity of CdS. To investigate the stability
of 3DOM CdS, cyclic hydrogen evolution is tested, as shown in
Fig. 13. The photocatalytic activity of 3DOM CdS has no
apparent attenuation aer four cycles of catalytic reaction, but
6386 | Nanoscale Adv., 2025, 7, 6373–6393
the CdS nanoparticles began to show a decrease aer the rst
two cycles. This phenomenon suggests that the 3DOM structure
is also favorable for improving stability. This is primarily due to
the excellent mass transfer performance of 3DOM CdS and its
ability to exchange material with lactic acid efficiently. Hence,
more holes can be consumed to reduce the occurrence of pho-
tocorrosion. In addition, 3DOM CdS was tested under visible
light (l $ 420 nm), and we can nd that 3DOM CdS possesses
an excellent and stable visible light photocatalytic hydrogen
production performance, which is mainly caused by the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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retention of the promising visible light response of CdS in
3DOM CdS.

4.5. Printing on membrane surfaces

Electrospinning. Electrospinning utilizes electrical forces to
draw charged polymer solutions or melts into bers, resulting
in diameters of just a few hundred nanometers. It shares
characteristics with electrospraying and traditional dry spin-
ning of bers. The process does not need coagulation chemistry
or high heat to form solid laments, making it ideal for creating
bers with large and complex molecules. Additionally, electro-
spinning from molten precursors is employed, which prevents
any solvent from entering the nal product.

Experimental set-up of electrospinning. The 3D printing
technology for fabricating the whole membrane is still under
development. However, more realistic studies based on current
technology can be seen in research regarding the inkjet printing
or 3D printing of solvents or gels on the surface of membranes.

Introducing inkjet printing applications brought new
approaches to synthesizing a selective layer of water treatment
membranes. Gao et al. further developed the technology by
synthesizing polymeric nanomaterials, including polymeric
nanotubes, nanowires, and thin lms.135 To achieve the nal
Fig. 14 teps of the electro-spun membrane printing process. The image

© 2025 The Author(s). Published by the Royal Society of Chemistry
form of the PCTE membranes, polymeric, carbon, metallic, and
semiconducting materials were deposited inside the
membrane's pores to obtain nanotubes or nanowires. As
a result, reasonable performance in terms of salt rejection and
water ux was obtained for the inkjet-printed nanoltration
membranes.136 Later, Gao et al. used the same approach,
preparing poly(vinyl alcohol)-based composite inks containing
poly(diallyldimethylammonium chloride) or poly(sodium 4-
styrene sulfonate) to apply patterns with domains of ordered
positive and negative charges to the surface of polycarbonate
track-etched membranes. Having the same amount of positive
and negative charge domains resulted in a neutral charge,
which increased the permeation of the mosaic membrane.
Unlike other researchers, Lee and Heo et al. utilized silver
nanoparticles to print on electro-spun polyurethane brous
membranes using inkjet printing (Fig. 14). Silver nanoparticle-
printed membranes showed bacterial resistance during water
purication.137

Recently, Bernstein et al. utilized inkjet printing and gra
polymerization surface modication of polymeric membranes
(Fig. 15). In their research, polyether sulfone UF membrane
surfaces were coated with [2-(methacryloyloxy)ethyl]dimethyl-
(3-sulfopropyl)ammonium hydroxide dissolved in base ink and
then irradiated with UV light. The modied membranes yielded
low protein fouling properties and less biolm growth
(Fig. 15).138 Since carbon-based materials, especially graphene
oxide (GO), were attracting much attention because of their
highly enhanced performance for water treatment
membranes,139–147 Fathizadeh et al. used inkjet printing to
obtain ultrathin GO membranes. GO “ink” was prepared by
dispersing 400 mg of single-layer graphene oxide (SLGO) in
100 mL DI water. Aer different concentrations of GO inks were
prepared by dilution, a commercial printer was used to coat the
M-PAN support with GO ink followed by drying procedures
(Fig. 15).
is reproduced from a previous study137 with permission from Elsevier.
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Fig. 15 This figure shows an atomic force microscopy (AFM) image of polymer membranes modified by inkjet printing and graft polymerization,
reproduced from a previous study122 with permission from Elsevier. Also included is a schematic diagram of the process for printing ultrathin GO
membranes, taken from an earlier study148 with permission from the Royal Society of Chemistry.
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4.6. Deep learning for topological photonics

Topological photonics has garnered signicant interest due to
its unique properties, such as unidirectional electromagnetic
wave propagation and robust photon control. These features are
promising for advancing next-generation nano-photonic
devices. However, modeling and designing these complex
systems present considerable challenges. Recently, deep
learning (DL), a subset of machine learning that utilizes neural
network (NN) algorithms, has emerged as an effective tool in
nanophotonics for capturing intricate nonlinear relationships
between design parameters and optical outcomes. Particularly
in nano-photonics, DL applications powered by NN models
have achieved remarkable success in understanding the overall
material properties of topological systems.

Inspired by human learning, DL and other machine learning
algorithms use data and experience to discover the implicit
rules governing a system. The training data are processed and
analyzed to develop an approximate, data-driven model. For
tasks like predicting specic values, decision-making, or
generating new samples, machine learning aims to create
models that perform these functions without explicit
programming. Standard functions include regression, classi-
cation, clustering, and dimensionality reduction—all supported
by various algorithms.
6388 | Nanoscale Adv., 2025, 7, 6373–6393
The architecture resembles a brain's neural network, where
each neuron performs an affine transformation of inputs using
weights and biases, and then passes the result through
a nonlinear activation function (see Fig. 16(a)). When neurons
are organized into multiple layers (see Fig. 16(b)) with trained
weights, the entire network functions as an approximate model
capable of performing the desired task. The term ‘deep’ in deep
learning refers to the use of multi-layered neural networks;
currently, these can have up to hundreds of layers.

To train an NN, a loss function must be dened rst. A loss
function is a function that quanties the difference between the
desired output (ground truth) and the output produced by the
NN model. Depending on the type of task desired, an appro-
priate loss function should be chosen and adapted. Commonly
used loss functions include the mean squared error for regres-
sion problems and the cross-entropy loss for classication
problems. The weights of the NN are then adjusted to minimize
this distance by using the gradient descent rule with an algo-
rithm called backpropagation149,150 (Fig. 16(c)). In every iteration
of the forward pass of the input data batch, it computes the
gradient of the loss function concerning each weight and bias
using the chain rule, starting from the end of the NN and
working backward. The weights are then updated through
iterations of gradient descent with a user-dened
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 16 Schematic illustration of a neural network (NN). (a) A single neuron calculates a weighted sum of inputs and adds a bias term, followed by
a nonlinear activation function. The output value is passed as an input to the next layer. (b) A fully connected, multiple-layered NN.When an NN is
adequately trained, it learns the generalized, nonlinear relationship between the input (blue nodes) and the output (yellow nodes). (c) Schematic
of NN training. The gradient of the loss function L with respect to each weight and bias value is calculated using the backpropagation algorithm.
The input data batch is passed forward, and every partial derivative of the learnable parameters is calculated from back to front. The weights are
updated by the gradient descent rule with a defined learning rate a iteratively. The weight wij represents the jth from the ith layer to the next.
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hyperparameter called the learning rate that determines the
step size of each iteration.151–153

5. Conclusions

This review discusses various aspects of self-assembly,
including different types of self-assembly, such as molecular,
colloidal, and macroscopic self-assembly, as well as their
driving forces, including thermodynamic equilibria, kinetic
control, and external eld-directed organization. The examples
presented are diverse in their scales, structures, and properties,
ranging from atomic-level DNA origami to micrometer-scale
colloidal crystals and even larger metamaterials. Due to the
broad scope of this challenging science, which encompasses
chemistry, physics, materials science, and engineering, it isn't
easy to draw a denitive conclusion within a single eld. This
review examines the fundamental concepts and recent advances
in innovative, tailored self-assembly processes for nano-
photonic crystals, including block copolymer templating, DNA-
guided assembly, and evaporative colloidal crystallization, as
well as their latest applications in articial intelligence, such as
optical neural networks and neuromorphic computing. We
have also explored the possibilities of using self-assembled
photonic crystals as templates for fabricating inverse opals
with tunable bandgaps, as well as nanosphere lithography for
© 2025 The Author(s). Published by the Royal Society of Chemistry
plasmonic metasurfaces, highlighting their potential applica-
tions in sensing, light harvesting, and quantum optics. This
review provides a clear introduction to AI-based self-assembled
photonic crystals for newcomers to the eld, covering essential
principles such as Bragg diffraction and Mie resonances, while
also offering new insights and ideas for experienced
researchers, including machine learning-optimized self-
assembly protocols and autonomous material discovery plat-
forms. While there is still much more to discover about the
associated physics and chemistry of these materials, including
defect dynamics, non-equilibrium phenomena, and interfacial
interactions, it is only a matter of time before the next leap is
made toward better understanding, improved fabrication
technologies, and innovative new applications for the future,
such as adaptive camouage, ultra-efficient lasers, and bi-
ohybrid optical systems. Overall, by addressing challenges in
scalability, reproducibility, and integration, while exploiting
breakthroughs in computational design, in situ characteriza-
tion, and multi-material self-assembly, the science of self-
assembly is poised to revolutionize photonics, nanotech-
nology, and intelligent material systems in the coming decades.

In summary, while machine learning is transforming self-
assembly research, overcoming data limitations, improving
multi-scale modeling, and enhancing experimental integration
Nanoscale Adv., 2025, 7, 6373–6393 | 6389
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will be critical for fully realizing its potential in nanophotonics
and beyond.
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123 A. Mihi, F. J. López-Alcaraz and H. Mı́guez, Appl. Phys. Lett.,
2006, 88, 193110.

124 Y. Zhang, J. Wang, Y. Zhao, J. Zhai, L. Jiang, Y. Song and
D. Zhu, J. Mater. Chem., 2008, 18, 2650.

125 H. M. An, J. I. Sim, K. S. Shin, Y. M. Sung and T. G. Kim,
IEEE J. Quantum Electron., 2012, 48, 891–896.

126 K. H. Li, K. Y. Zang, S. J. Chua and H. W. Choi, Appl. Phys.
Lett., 2013, 102, 1–5.

127 Q. Lin, S. Liang, J. Wang, R. Zhang and X. Wang, Inorg.
Chem., 2022, 61, 2920–2928.

128 X. Ning, Y. Wu, X. Ma, Z. Zhang, R. Gao, J. Chen, D. Shan
and X. Lu, Adv. Funct. Mater., 2019, 29, 1902992.

129 J. Jasieniak, B. I. MacDonald, S. E. Watkins and
P. Mulvaney, Nano Lett., 2011, 11, 2856–2864.

130 Y. Wang, H. Arandiyan, J. Scott, A. Bagheri, H. Dai and
R. Amal, J. Mater. Chem. A, 2017, 5, 8825–8846.
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5na00449g


Review Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/2

3/
20

26
 6

:0
9:

11
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
131 H. Wu, R. Irani, K. Zhang, L. Jing, H. Dai, H. Y. Chung,
F. F. Abdi and Y. H. Ng, ACS Energy Lett., 2021, 6, 3400–
3407.

132 X. Zheng, G. Shen, C. Wang, Y. Li, D. Dunphy, T. Hasan,
C. J. Brinker and B.-L. Su, Nat. Commun., 2017, 8, 14921.

133 Y. Lu, H. Zhang, D. Fan, Z. Chen and X. Yang, J. Hazard
Mater., 2022, 423, 127128.

134 F. Wen andW. Liu, J. Mater. Chem. A, 2021, 9, 18129–18147.
135 P. Gao, A. Hunter, S. Benavides, M. J. Summe, F. Gao and

W. A. Phillip, ACS Appl. Mater. Interfaces, 2016, 8(5), 3386.
136 P. Gao, A. Hunter, M. J. Summe andW. A. Phillip, ACS Appl.

Mater. Interfaces, 2016, 8(30), 19772.
137 S. J. Lee, D. N. Heo, M. Heo, M. H. Noh, D. Lee, S. A. Park,

J.-H. Moon and I. K. Kwon, J. Ind. Eng. Chem., 2017, 46, 273.
138 R. Bernstein, C. E. Singer, S. P. Singh, C. Mao and

C. J. Arnusch, J. Membr. Sci., 2018, 548, 73.
139 A. B. Alayande, S. Chae and I. S. Kim, Sep. Purif. Technol.,

2019, 226, 68.
140 A. B. Alayande, H.-D. Park, J. S. Vrouwenvelder and

I. S. Kim, Small, 2019, 15(28), 1901023.
141 E. Y. M. Ang, T. Y. Ng, J. Yeo, R. Lin, Z. Liu and

K. R. Geethalakshmi, Phys. Chem. Chem. Phys., 2018,
20(20), 13896.

142 A. Gogoi, T. J. Konch, K. Raidongia and K. A. Reddy, J.
Membr. Sci., 2018, 563, 785–793.

143 R. K. Joshi, S. Alwarappan, M. Yoshimura, V. Sahajwalla
and Y. Nishina, Appl. Mater. Today, 2015, 1(1), 1.
© 2025 The Author(s). Published by the Royal Society of Chemistry
144 B. Liang, W. Zhan, G. Qi, S. Lin, Q. Nan, Y. Liu, B. Cao and
K. Pan, J. Mater. Chem. A, 2015, 3(9), 5140.

145 B. Mi, Science, 2014, 343(6172), 740.
146 X.-F. Sun, J. Qin, P.-F. Xia, B.-B. Guo, C.-M. Yang, C. Song

and S.-G. Wang, Chem. Eng. J., 2015, 281, 53.
147 K. H. Thebo, X. Qian, Q. Zhang, L. Chen, H.-M. Cheng and

W. Ren, Nat. Commun., 2018, 9(1), 1486.
148 M. Fathizadeh, H. N. Tien, K. Khivantsev, J.-T. Chen and

M. Yu, J. Mater. Chem. A, 2017, 5(39), 20860.
149 D. E. Rumelhart, G. E. Hinton and R. J. Williams, Learning

representations by back-propagating errors, Nature, 1986,
323, 533–536.

150 S. Lawrence, C. L. Giles, A. C. Tsoi, et al., Face recognition:
a convolutional neural- network approach, IEEE Trans.
Neural Network., 1997, 8, 98–113.

151 K. Simonyan and A. Zisserman, Intense convolutional
networks for large-scale image recognition, 2014,
preprint, arXiv:1409.1566[cs.CV], DOI: 10.48550/
arXiv.1409.1556.

152 T. Ma, et al., Review Optical multilayer thin lm structure
inverse design: from optimization to deep learning,
iScience, 2025, 28, 112222.

153 W. Yang, et al., Spatiotemporal Programmability of 3D
Chiral Color Units Driven by Ink Spontaneous Diffusion
toward Customized Printing, Adv. Mater., 2025, 37(4),
2570031.
Nanoscale Adv., 2025, 7, 6373–6393 | 6393

https://doi.org/10.48550/arXiv.1409.1556
https://doi.org/10.48550/arXiv.1409.1556
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5na00449g

	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era

	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era

	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era

	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era

	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era
	Self-organization of photonic structures in colloidal crystals in the AI era


