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Dynamics of disorder in mixed ionic–electronic
transport in cross-linked non-conjugated
redox polymers†

Robert Herzhoff, a Laura Plein, a Alessandro Troisi, b Klaus Meerholz *a

and Daniele Fazzi *ac

The coupled electronic and ionic transport mechanisms in organic

mixed ionic–electronic conductors (OMIECs) remain elusive to

rationalize. We introduce here an approach to model the entangled

hole and ion transport in linear and cross-linked triphenylamine-based

(TPA) non-conjugated polymers, studied as redox active materials for

organic electrodes. The polymers are created via a heuristic method

based on molecular dynamics (MD) simulations. Remarkable energetic

disorder effects (up to 1.6 eV) are computed in the static limit, for both

pristine and doped polymer films, seemingly hindering hole transport.

The explicit inclusion of dynamic effects in modelling the energetic

disorder leads instead to strong and rapid oscillations of the site-

energies, thus enabling a dynamic opening of hole transport channels.

To go beyond the static limit for the calculation of the hole transfer

rates, encompassing the time-dependence of disorder effects, effective

Marcus residence times are introduced for the first time. Distributions

of charge escape times are derived for both linear and cross-linked

polymers, in their pristine and doped states. Linear polymers show hole

escape networks denser than cross-linked ones, suggesting a more

efficient hole de-trapping developing as a function of time and

disorder effects. Our approach shows that electronic transport

in non-conjugated organic electrodes is a highly interdependent

phenomenon connected to the bulk morphologies, polymer chain

mobility and ion dynamics. A multiscale modelling that captures the

dynamics of disorder is therefore indispensable.

Introduction

Organic mixed ionic–electronic conductors (OMIECs) are mate-
rials featuring both ionic and electronic conductivities.1–4

Typical examples include conjugated small molecules (e.g.,
naphthalene diimide (NDI)-based)5–8 or polymers (e.g., poly-
thiophenes, poly(2-(4,4 0-bis(2-methoxyethoxy)-5 0-methyl-[2,2 0-
bithiophen]-5-yl)-5-methylthieno[3,2-b]thiophene) (pgBTTT),
poly(3,4 ethylenedioxy-thiophene):polystyrene sulfonate (PEDOT:
PSS), poly-(benzimidazobenzophenanthrolin) (BBL), etc.),2,3,8–13 as
well as non-conjugated materials like poly(4-glycidyloxy-2,2,6,6-
tetramethylpiperidine-1-oxyl) (PTEO)14 and they represent ideal
active systems for a plethora of electrochemical applications,
ranging from electrochemical energy storage (EES) devices (e.g.,
secondary batteries and supercapacitors),9,15–19 bioelectronics,20

and optoelectronics,21 as well as neuromorphic and sensing
technologies.22 Focusing on batteries, organic electrodes can
represent an alternative to traditional electrodes commonly
based on inorganic materials (e.g., lithium transition metal oxides
and nickel–manganese–cobalt-oxides (NMC)) or graphite.23 Such
systems show high energy density; however, they suffer from severe
capacity loss due to the degradation of the crystal structure and
they are reliant on non-renewable resources.24 Organic electrodes
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New concepts
Dynamic effects, arising from the interplay between electronic charges,
ions and molecular motions, govern the transport phenomena in organic
mixed ionic–electronic conductors (OMIECs). Rationalizing such complex
events, providing a mechanistic understanding at different length-scales,
remains challenging due to the structural complexity of organic electro-
des. Focusing on cross-linked non-conjugated redox polymers used as
organic electrodes, we present a thorough bottom-up approach for
modelling the coupled charge- and ion transport. We show how to
generate in silico cross-linked bulk morphologies, leading to amorphous
and porous structures allowing ion penetration and diffusion. We intro-
duce a novel strategy to evaluate both static and dynamic disorder effects
in the description of the electronic charge transport, by including the
influence of polymer segments and ion motions. Our findings show how
deep traps, caused by remarkable static energetic disorder, can be over-
come by dynamical effects leading to efficient charge de-trapping and
electronic transport. We suggest that the dynamics of disorder are the key
to understand the origin of the transport mechanisms in organic electrodes.
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can be a sustainable alternative,25 however, depending on their
chemical structure, they feature low specific capacity and energy
density.17 Thus, at the moment, they are rather complementary
to the strengths of the inorganic counterparts.

Recent experimental and theoretical contributions from
various research groups (e.g. Moia et al.,9 Siemons et al.,26

Keene et al.,27,28 Sunny et al.,29 Khot et al.,30 Giovannitti
et al.,31 and Tsafati et al.32) showed that the bulk morphology
of conjugated polymer-based OMIECs is highly affected by
multiple factors, such as the flexibility of the polymer back-
bone, the nature of the side chains (e.g., the amount and
position of ether groups), and the ability to take in ions and
solvent molecules. Changes in the morphology and ion uptake
naturally influence the bulk transport properties, but a clear
understanding about how ions and charge transport are
coupled is still missing. Burke et al. and Landi et al. have
underlined the importance of considering electrostatic disorder
effects in modelling the electronic conduction mechanisms in
conjugated polymers.33,34 Their studies revealed that OMIECs
are characterised by a large amount of static energetic disorder,
represented by a broad distribution of the hopping site energies
(ranging from 0.1 to 0.3 eV).33 In accordance with the charge
transfer theories for disordered (amorphous) materials (e.g.,
Miller–Abrahams35,36), charge transport should not occur under
high static energetic disorder conditions due to charge trapping
in the tail states of the density of states, however this conclusion
contradicts the experimental evidence.37 Despite the large static
disorder, charge transport in OMIECs can take place thanks to a
favourable energy-level alignment of the hopping sites which
develops in time, spontaneously arising from their fluctuations.
It is, therefore, the dynamics of the system (e.g., intra- and inter-
molecular vibrations, polymer segment mobility, and ion
motion) which play a central role in organic electrodes and thus
need to be included into any atomistic modelling strategy, since
a static approach is insufficient to capture the transient nature of
the charge transfer events.33 Despite these findings, the under-
standing of the interrelated ionic and electronic charge transport
in organic electrodes as well as the complex relationship
between composition, morphology and transport properties
remains limited.4,28

In this study, we address the above issues guided by the
following questions: (i) what are the time scales characterising
transport mechanisms in non-conjugated organic electrodes,
that is the dynamics of disorder, (ii) how can we include both
nuclear motions, across various time scales, and the charge
transfer mechanisms into the charge transport description, and
(iii) what are the consequences of different disorder effects
(e.g., structural, energetic, etc.) impacting the coupled ionic–
electronic transport.

To answer the above questions, we model the pristine (i.e.,
undoped) and doped (i.e., charged‡) bulk morphologies for two
redox-active non-conjugated triphenylamine (TPA) polymers
(so-called redox polymers) via molecular dynamics (MD) simu-
lations, encompassing the evaluation of the static and dynamic
energy landscape, the rates of the electronic charge transport,
and the ion diffusion. The TPA monomers, functionalized with

one (TPA-1) or two (TPA-2) oxetane-bearing sidechains, are
shown in Fig. 1. They can be polymerized by cationic ring-
opening polymerization (CROP), e.g. by using a photoacid
generator as the proton source after UV-light irradiation, lead-
ing to the formation of a linear side-chain polymer (pTPA) or a
cross-linked polymer network (xTPA).38,39 This approach, suc-
cessfully exploited in the past for producing hole transport
layers for organic light emitting diodes (OLEDs),40 also allows
fabrication of organic cathodes with high cycling stability due
to the insolubility of the cross-linked polymer network.41 Our
non-conjugated systems represent a unique platform for an in-
depth understanding of the mixed ionic–electronic conduction
mechanisms in non-conjugated organic redox materials.42–45

Indeed, in non-conjugated TPAs, the electronic charge (hole) is
naturally localized on a particular redox unit (TPA), avoiding an
undefined degree of charge delocalization (e.g., polaron) over
the polymer backbone, as it may occur in p-conjugated systems,
in which charge transport may thus follow a different transfer
mechanism.46,47 At the same time, charge localization allows
electronic charge mobility by hopping, and cross-linked non-
conjugated TPA-based polymers have been successfully
exploited in the past for organic electronic applications.38–40

We introduce a novel procedure to model the microstructure
of pristine and doped polymerized TPAs. For both cases, we
compute the hole transport parameters, among which are the
site energy differences and their time-dependent fluctua-
tions. Our TPA systems show high static site energy disorder
(s B0.4 eV) already in the pristine state. The energetic disorder
increases in the presence of counter ions (hexafluorophosphate
anions, PF6

�), reaching s values of up to B1.70 eV. Via MD
simulations, we demonstrate that the site energies undergo
rapid fluctuations in time (ps-timescale) affecting the charge
transfer rates. Such fast oscillations of the site energy landscape
suggest that the use of a set of fixed charge transfer rates (e.g.,
Marcus rates) for describing the electronic transport is not
meaningful. Therefore, we devise a new approach to explicitly
include the dynamics of disorder effects into the hole trans-
port processes, namely to take into account the site energy

Fig. 1 Chemical structures of triphenylamine compounds with one (TPA-
1, top) and two oxetane functionalities (TPA-2, bottom).
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fluctuations as induced by the molecular vibrations, polymer
chains and ion motions. We define an effective Marcus resi-
dence time of the charges on individual sites, considered as the
average time required by a hole to escape from a trap. Distribu-
tions of charge escape times are derived, representing the hole
de-trapping process governed by the interplay between the site
energy fluctuations, polymer segments and ion movements.
Linear polymers show more dense hole escape networks than
cross-linked ones, suggesting a more efficient hole de-trapping
developing as a function of time and disorder effects.

Polymerization and bulk morphology generation via MD
simulations

At the basis of our computational investigation is the creation
of reliable bulk morphologies via MD simulations. Details
about the force field parametrization and the MD simulations
are found in the ESI,† while a short overview is given here. Since
the polymer structural parameters (e.g., chain lengths, mole-
cular weights, and morphology) are unknown experimentally
we adopted a special in silico heuristic strategy, explored in the
past to determine the morphology of cross-linked polymers.48

A thermal annealing procedure was used to generate the
equilibrated morphologies of the monomers (512 molecules
per system) for both TPA-1 and TPA-2 species (i.e., unreacted
TPAs, showing intact oxetane rings (Fig. 1), see the ESI†).
Afterwards, MD simulations coupled with the algorithm
REACTER49 (MD-REACTER) were performed to – heuristically –
model the ring opening chemical reaction, which leads to the
formation of polymers. It is important to mention that the
CROP reaction shown in Fig. 2a leads to the formation of a
cross-linked network (xTPA) in the case of two oxetane func-
tionalities (TPA-2), while in the case of TPA-1, a linear polymer
(pTPA) is formed. The initiation step was achieved by randomly
placing 25 protons (and 25 chloride ions to ensure charge
neutrality) in the monomer simulation boxes, corresponding
to ca. 5 mol% initiator concentration, and running MD-
REACTER simulations at high temperature (1000 K) and pres-
sure (100 bar) to quickly reach complete oxetane conversion
(i.e., ring opening). Fig. 2b reports the CROP reaction turnover,
showing a faster conversion of TPA-1 compared to TPA-2. While
experimentally, a yield of 100% is not achievable because of the
limited diffusional mobility of the oxetane groups within the
solid thin film, and in the simulation such a high turnover is
possible under harsh thermodynamic conditions. Fig. 2c shows
the chain length distribution for pTPA after 50 ps MD equili-
bration, and Fig. 2d (left panel) shows an exemplary MD box for
the polymer. It should be noted here that the simulated
polymer length distributions are limited by the system size of
the simulations (i.e. 512 monomers) and cannot be directly
compared to experimental values.

To better characterize the thermodynamic properties of the
linear and cross-linked polymers, we computed the glass tran-
sition temperature (Tg) of both pTPA and xTPA (details in ESI†),
by following the MD protocol reported by Lin et al. based
on cooling the system from 800 K to 300 K and monitoring
the density, followed by fitting of the linear regions in the

density-temperature plots.50 Depending on the choice of the
fitting range, Tg was predicted to fall in the range between
ca. 319–333 K (pTPA) and 308–328 K (xTPA), generally well
matching the experimental data (see Fig. S5 in the ESI†) of
297 K (pTPA) and 325 K (xTPA). The procedure was not able to
reproduce the experimental trend in the Tg for pTPA and xTPA
(i.e. Tg (xTPA) 4 Tg (pTPA)); however, the computed Tg are
overall acceptable. To strengthen our modeling approach, we
experimentally determined the density of the monomeric sys-
tems and compared them to the simulated values, yielding
good agreement and matching trends between TPA-1 and TPA-2
(see Table S16, ESI†). Furthermore, the Tg values of the 80%
polymerized systems were determined, which are generally
similar to the Tg values of the fully polymerized systems (see
Fig. S9 and Tables S14, S15 in the ESI†). Therefore, the devia-
tions of the simulated and experimental Tg are most likely due
to the cooling protocol and force field parameters, rather than
the polymer model or the polymerization degree.51,52 We also

Fig. 2 (a) CROP mechanism.40 (b)–(d) MD-REACTER simulations using
512 TPA-1 or TPA-2 monomers, respectively. (b) Oxetane ring opening
turnover. (c) Oligomer length distribution after full oxetane conversion of
TPA-1. (d) Simulation box for pristine cross-linked xTPA (left) and simula-
tion box for xTPA with a 10% PF6

� ion (brown structures) content (right).
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note here that the simulated Tg values lie above room temperature,
in line with experimental data, meaning that all simulations were
performed on solids. The polymer bulk morphologies of pTPA and
xTPA correspond to that of the pristine case (i.e., the absence of
PF6
�) and were used as the starting point for various production

runs (vide infra).
The morphology and the bulk properties of the doped

polymers were obtained by randomly inserting PF6
� ions in

the simulation box at various concentrations, and at the same
time creating an equal number of positively charged TPA units.
We considered different doping levels of 5%, 10% and 15% ion
contents relative to the number of monomer units (an example
of the MD simulation box at 10% doping is reported in Fig. 2d).
For the charge transport analysis, after energy minimization
and a further 50 ps MD run of thermal equilibration, both a 10
ps and a 100 ps MD trajectory were generated using sampling
rates of one snapshot every 0.01 ps and 0.1 ps, respectively, to
generate the data. For the ion diffusion, 300 ns MD trajectories
of a singular PF6

� ion in the bulk polymer morphologies were
generated, following a similar procedure as reported by Webb
et al.53 The MD simulations were performed by using both
LAMMPS54 (coupled with MD-REACTER), for the generation of
the polymerized bulk morphologies and for producing the
trajectories for the charge transport analysis and GROMACS55

(for the ion diffusion study). A reparametrized version of the
OPLS-AA56,57 force field was considered. For visualization and
analysis, VMD58 and TRAVIS59 were adopted. The code HOLE60

was used to characterise the dimensions and distribution of
pores (voids) of the polymer bulk. Further details are reported
in the ESI.† Restart files for all simulations can be found on
Github under https://github.com/rbrthrz/pTPA_xTPA.

Charge transport parameters

Charge (hole) transport rates kij between two sites (i.e., TPA
units) i and j are computed using Marcus theory:61,62

kij ¼
2p
�h

Jij
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4plkBT
p exp �

DEij þ l
� �2
4lkBT

" #
(1)

For the evaluation of the charge transport parameters and
rates, the open-source code VOTCA63 was adopted. In eqn (1),
DEij is the site energy difference, l is the total reorganization
energy and Jij is the electronic coupling. Jij is given by:64

Jij = hfi|Ĥ|f ji (2)

where fi,j are the highest occupied molecular orbitals (HOMOs)
of sites i and j involved in the charge transfer reaction and Ĥ is
the Hamiltonian operator of the dimer. In this work, Jij is
approximated with the molecular orbital overlap (MOO)
method65 based on ZINDO/S. The total reorganization energy
l consisting of an inner and an outer contribution is given by:

l = li + lo (3)

Herein, reorganization energies calculated in a previous
investigation66 based on the adiabatic four point method67

were used. For lo, an estimate of 0.05 eV was assumed, since

the explicit calculation of the outer reorganization energy
is computationally too demanding. The site energies Ei are
given by:63

Ei ¼
1

4pe0

X
ai

X
bk;kai

qcai � qnai

� �
qnbk

esraibk
(4)

where q is the atomic partial charge, r is the distance, e0 is the
vacuum dielectric constant and es is dielectric constant of the
material. The summation indices a and b run over the atoms of
sites i and k, while the superscripts c and n indicate the
electronic state (charge (+1), neutral). In this work, es is given
by 2.63 (TPA-1) and 2.64 (TPA-2), as computed from the
Clausius–Mossotti eqn (5):

es ¼ 1þ
12pa

N

V

3� 4pa
N

V

(5)

In eqn (5), N is the number of molecules, V is the MD box
volume, and a is the molecular polarizability as computed with
VOTCA based on the atomic polarizabilities. The description
of the site energies can possibly be improved by including
distance-dependent screening or even explicit dipole–dipole
interactions; however, this was not computationally feasible
in the scope of this work. The atomic partial charges used for
eqn (4) were calculated at the oB97X-D68 level with a triple-split
polarized Pople basis set 6-311G*69–71 and by employing the
DDEC6 method, as implemented in the CHARGEMOL program.72

The required geometry optimizations of TPA-1 and TPA-2 mono-
mers were initially conducted via conformer searches using the
semiempirical quantum mechanical (SQM) tight-binding DFT
method GFN2-xTB73 and CREST.74 DFT calculations of neutral
states were performed at the restricted level, while singly charged
states (+1 oxidation state) were performed at the unrestricted spin-
polarized level. All equilibrium optimized geometries were con-
firmed by frequency calculations. DFT and SQM calculations were
performed with GAUSSIAN1675 and xTB.73 For the computation of
the charge transport parameters in the charged cases, within
VOTCA the TPA-units closest to the PF6

� ions were set to the
monocationic state to balance out the negative charge of the
counterions. In this way, the presence of the counterions affects
the charge transport by impacting the site energies through their
atomic partial charges.

Bulk structural analysis

The bulk morphologies of the monomeric materials (i.e., TPA-1
and TPA-2, before the ring-opening polymerisation) and poly-
mers (i.e., pTPA and xTPA) were analysed with regard to their
structural features. Fig. 3a compares the radial distribution
function of the nitrogen centers, gNN(r), which are representa-
tive of amorphous morphologies, being unstructured at long
range distances. In the case of xTPA, a slightly less featured
band is observed compared to TPA-2, which is related to the
more rigid cross-linked network, hindering local ordering of
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the repeat units. Interestingly, the nitrogen–nitrogen distances
are quite similar for all materials.

In Fig. 3b, the radial distribution function of the nitrogen-
centers and the tertiary oxetane carbons gNCT(r) show a drastic
change upon cross-linking. The first band shows as expected a
strong decrease upon polymerization. While in the monomeric
phase the TPA redox-units can assume a coiled conformation,
where the oxetane units and the nitrogen-centers can be in
close contact, such conformational freedom is not given in
polymers. In the latter, the former oxetane units constitute the
polymer backbone and their mobility is therefore hindered,
limiting coiled configurations and close contact with the nitro-
gen centers.

Since monomeric (unreacted) TPA-1 and TPA-2 cannot be
used for OMIECs and battery applications due to their solubi-
lity in the electrolyte, both were not included in the following
investigations. Fig. 3c and d show the radii of the pores inside

the xTPA and pTPA bulk, respectively. The overlayed void radii
were computed with the code HOLE, by using 100 probing
trajectories across the bulk of the polymers. Stronger variations
in pore radii are encountered in xTPA than in pTPA, due to the
more bundled structure of the polymer network formed by the
two-armed system. The void radii vary generally below 2–4 Å in
both cases. Such pore radii are of similar magnitude compared
to the ion radius of PF6

� (2.33–2.88 Å76). The overall average
pore radius for all probing trajectories in pTPA is 1.69 Å, while
for xTPA it is 1.83 Å. This structural feature suggests a generally
slow ion diffusion process throughout the materials, as it will
be evaluated via the MD simulations in the next section.

Ion transport

The PF6
� ion transport is quantified by analysing the MD

trajectory of the ion inserted in the polymer bulk phases.77,78

The mean square displacement (MSD) of the PF6
� ion positions

is about one order of magnitude less in xTPA than in pTPA (see
Fig. 4). In long MD trajectories, even after 100 ns, the ion
transport has not become diffusive yet (i.e., MSD B t), as shown
by the significant deviation of the MSD gradient from unity.
The computed ion transport is rather in a sub-diffusive regime
(i.e., MSD B t0.5), implying that during the timescale consid-
ered for hole transport (100 ps, vide infra), only very short
distances are covered by the PF6

� ions. Sub-diffusive regimes
have been well documented in the literature of ion transport in
polymer electrolytes.53,77 Despite the limited displacements of
ions, due to strong electrostatic effects even small ion move-
ments can have a significant influence on the site energy
differences (DEij) and their time-dependent fluctuations
(DEij(t)) (vide infra).

Static site energy landscape in pTPA and xTPA polymers

In a first assessment of the hole transport properties, the site
energy landscape was investigated. It is commonly accepted

Fig. 3 Radial distribution functions of (a) the nitrogen-centers (gNN(r)) and
(b) the nitrogen-centers with respect to the tertiary oxetane carbon
(gNCT(r)) in TPA-1/pTPA (blue/orange) and TPA-2/xTPA (green/red) sys-
tems. Panels (c) and (d) show the overlayed pore radii across the MD box
for different trajectories for the polymerized bulk morphologies of pTPA
and xTPA. Different colours represent different trajectories probing the
pore size across the simulation box. In light green, an exemplary trajectory
across the simulation box is shown (inset).

Fig. 4 Log–log plot of the mean square displacement (MSD) of a single
PF6

� ion in pTPA (blue) and xTPA (orange) bulk phases vs. time, as obtained
via MD simulations. The dotted line shows the linear (diffusive) regime
(i.e., MSD B t), while the dashed line shows the sub-diffusive one (i.e.,
MSD B t0.5).
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that high energetic disorder (high DEij) leads to charge trapping
and low hole transfer rates (see eqn (1)). The static site-energy
difference distributions for pristine and doped pTPA and xTPA
are shown in Fig. 5.

High energetic disorder is already present in the undoped
(pristine) cases, (s = 0.37 eV) due to the high conformational
disorder (amorphous phases, see the radial distribution func-
tions given in Fig. 3a and b) of the alkyl linkers, combined also
with remarkable electrostatic effects as provided by the oxygen
atoms of the polymer chains. When the doping level increases
(from 5% to 15% doping), the energetic disorder becomes
larger due to electrostatic effects provided by the presence of
the counterions (PF6

�). Such high static disorder, with computed s
values ranging from 0.87 eV to 1.67 eV, is usually indicative of non-
conductive materials and deep intrinsic traps for the electronic
charges (tail states). For comparison, an MD simulated amorphous
film of TPA monomers without oxetane chains is characterized by a
s value of 0.18 eV, leading to a computed hole mobility of 2.5 �
10�2 cm2 V�1 s�1.66 In Monte–Carlo simulations based on the
Gaussian disorder model, s values of about 0.1 eV are often
reported based on experimental observations.79–81 However, as
anticipated in the Introduction section, the time-dependent oscilla-
tions of the site-energies in the presence of alkyl groups and/or ions
become crucial for understanding the coupled electronic–ionic
transfer in OMIECs, being the key for allowing the energy level
alignment33 thus opening effective charge transport channels, as it
will be discussed in the following section.

Dynamics of disorder in pTPA and xTPA polymers

To assess the dynamics of disorder effects, the site energy
differences were evaluated over a time of 100 ps (103 frames,
one snapshot every 100 fs), as shown in Fig. 6a. Large fluctua-
tions can be observed in both cases. This finding prompted us
to perform a deeper analysis to quantify the dynamics of
disorder by calculating the time autocorrelation function
(ACF) of the site energy differences, which is given by:

ACF = hDEij(t0)DEij(t0 + t)i (6)

where t0 is the starting time and t is the time-lags. Here, a 10 ps
MD trajectory (one snapshot every 10 fs) was used, and the ACF
was averaged over 20 close-contact TPA-pairs. Furthermore, a
running average over 10 timestep (100 fs) at a time was
performed to filter out high frequency vibrations that are not
well-described by classical MD.

As reported in Fig. 6b and c, the ACF quickly decays to zero –
in about 1 ps – for all cases, followed by slower fluctuations that
start to emerge on longer timescales. The dynamics underlying
this behaviour are characterised by various processes occurring
at different timescales, such as fast processes, as induced by
bond vibrations (e.g., C–C stretching occurring at 20–40 ps�1),
and slow processes, as given by the polymer segment rearran-
gements and ion motions. Additional fitting of the ACFs with
an exponential function was performed and the data are
reported in the ESI† (Fig. S10 and S11). For both pTPA and

Fig. 5 Site energy difference (DEij) distributions of pTPA (left) and xTPA (right) polymers with 0%, 5%, 10% and 15% (top to bottom) PF6
� ion contents

(doping level), respectively. The computed s values are given as insets.
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xTPA, the pristine case (0% doping) shows a decay time con-
stant ranging from 140 to 180 fs. By increasing the doping level,
the time constants increase up to ca. 300 fs. Such decay times
may be related to low-intermolecular vibrational modes (below
100 cm�1) and for the case of doped systems, to the coupling
modes between polymer segments and ions. The large fluc-
tuations of the site energies lead to a temporally changing
distribution of Marcus transfer rates spanning over orders of

magnitudes (see Fig. 7), which complicate the analysis of the
charge transport.

In a system characterised by such strongly fluctuating rates
over a short period of time (B10 ps), charge transfer channels
open and close quickly and continuously. Therefore, the stan-
dard approach of using kinetic Monte Carlo and state-to-state
dynamics with a fixed set of rates (kij) is no longer applicable,
because the assumption of a timescale separation of the site
energy-fluctuations and the charge transfer events is de facto
not present. The dynamics of the system become the determin-
ing factor influencing the hole transport, which has been
conceptualized as a highly interdependent, coupled phenom-
enon. Due to the high dynamic disorder, the electronic charges
(holes) can reside on a site until a favourable energy level
alignment occurs and the transfer event can take place.

Effective Marcus residence times

Due to the large fluctuations of the site energy differences,
leading to time-dependent transfer rates, a new approach is
needed to analyse the electronic transport by taking into
account high energetic disorder effects, as well as the polymer
segments and ion oscillations. We replace the instantaneous
hopping rates (kij) with the half-time of hopping between sites i
and j by integrating the time-dependent kij(t) over a period of
time. For an (i, j) pair, with a time dependent rate kij(t), we
compute the hypothetical time evolution of the charge popula-
tion (Pi(t)) due to hopping from site i to site j (assuming that
only the hopping i - j can take place). The time-dependent
charge population Pi(t) of site i reads as follows:82

�dPiðtÞ
dt

¼ kijðtÞe�kijðtÞt (7)

Rearranging and integrating yields:

PiðTÞ ¼ Pið0Þ �
ðT
0

kijðtÞe�kij ðtÞtdt (8)

where T is the total integration time. The integral on the right-
hand side of eqn (8) can be numerically solved by discretizing

Fig. 6 (a) Site energy difference (DEij) fluctuations of a sample pair in
pristine (= undoped) pTPA (blue) and xTPA (orange). Autocorrelation
functions (ACF) of the site energy differences for the pristine (0% doping –
blue) and doped (5% – orange, 10% – green and 15% – red, doping levels)
cases for (b) pTPA and (c) xTPA.

Fig. 7 Computed Marcus hole transfer rates (eqn (1)) for a sample pair as
taken from the pristine pTPA (blue) and xTPA (orange) morphology over a
time of 10 ps.
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the total integration time T in N discrete intervals DT. Assuming
the charge on site i, that is Pi(0) = 1, the final expression for the
population of site i, Pi(T) reads as follows:

Pi T ¼ NDTð Þ ¼ 1�
XN
n¼1

kij tnð Þe�kij tnð ÞtnDT (9)

We compute Pi(T) for all triphenylamine pairs of pTPA and
xTPA bulk systems over an integration time (T) of 100 ps, by
using a sampling rate of one snapshot every 100 fs, thus
resulting in a DT of 0.1 ps. We term the half-time of the
population decay as the effective Marcus residence time ti-j.
In the ESI,† an example for the Pi(T) decay is reported. ti-j

represents a new descriptor for the electronic charge trans-
port, considering the time-dependent history of the sites and
encompassing the intrinsic dynamics of the systems. It can
be used to quantify the influence of the dynamics of disorder,
going beyond the static picture provided by the Marcus
rates kij.

We calculate the distributions of lifetimes (ti),
83 defined as

the time required by a hole to escape from a given site i to any
possible site j. ti can be computed by considering either the
static, instantaneous Marcus rates (kij, eqn (1)) or the effective
Marcus residence times ti-j. If ti is evaluated based on static

rates, the lifetime of a carrier is given by:

tstatici ¼ 1P
j

kij

0
B@

1
CA (10)

while if it is based on the effective Marcus residence times ti-j

it reads:

teffectivei ¼
X
j

1

ti!j

 !�1
(11)

Fig. 8 reports the distributions of lifetimes ti of a hole for
both pTPA and xTPA in the pristine case and at different doping
states (5%, 10% and 15% of PF6

�). The distribution of teffective
i is

narrower for all cases (pristine and doped states) than those
obtained from tstatic

i , and the latter being more equally distrib-
uted. Note that many tstatic

i are computed at longer time, out-
side the range considered in the figure, while no effective
lifetime is longer than 100 ps, i.e. the main effect of including
the dynamic disorder is to remove long-lived trap states. While
there are no prominent differences between pTPA and xTPA in
the distributions of lifetimes, some variations can be observed
by comparing pristine with respect to doped states. The
presence of counterions (5% to 15% of PF6

�) does not hinder
the charge transfer events (or, equivalently, the de-trapping of

Fig. 8 Distributions of static (tstatic
i , green) and effective (teffective

i , red) lifetimes for pTPA (left) and xTPA (right) from pristine (0% doping, top panels) to 5%,
10% and 15% doping (lower panels).
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electronic charges) despite the high static disorder (see Fig. 5).
Instead, it narrows the lifetime distributions, as evident by
moving from 5% to 15% doping (see Fig. 8). Comparing doped
pTPA and xTPA we can further understand the role of the
polymer structure. The PF6

� ions were found to be more mobile
in pTPA than in xTPA, as shown by their higher diffusion (see
Fig. 4). This leads to a larger accumulation of shorter teffective

i in
pTPA compared to xTPA, and thus a more efficient trap removal
in linear than cross-linked polymers.

To gain further atomistic insights into the coupled hole and
ionic transport, we report the three-dimensional networks of
the effective Marcus residence times (ti-j) in Fig. 9a and their
two-dimensional graph representations in Fig. 9b. We call these
visualization hole transport networks and they should not be
confused with the (cross-linked) polymer network, as mentioned

in the Structural analysis section. Hole transport networks are a
convenient representation to understand the topological aspects
of the charge transport, and we point the reader to a series of
publications where such representations have been introduced
and explained in details.84–88 Each point (node) in these repre-
sentations constitutes a TPA site, and each line (edge) represents
an effective Marcus residence time ti-j connecting two sites.
Connections between sites represent both a spatial and a time-
dependent information: the spatial information concerns which
TPA sites are involved in the hole transfer process, while the time
information regards how much time it takes for a hole to be
released from a deep trap. Red lines in Fig. 9a and b represent
short ti-j, that is depopulation of trap states at early time (0.1 to
1 ps), resulting in a rapid hole transfer process from site i to j
despite the high static energetic disorder. Green and blue lines

Fig. 9 3D (top) and 2D (bottom) representations of the hole transport networks. (a) Real space representation: nodes are TPA units (positioned in real
space, i.e., simulation box), while edges (connections between nodes) are effective Marcus residence times ti-j for the pristine case (0% doping) of pTPA
(left) and xTPA (right). A distance cut-off of 6 nm between sites is used to exclude edges crossing the periodic boundary conditions from the plot. (b) 2D
representations: nodes are TPA units reported as a circular graph, and edges are effective Marcus residence times ti-j computed for 0%, 5%, 10% and 15%
doping cases (pTPA, top row, and xTPA, bottom row). Non-connected nodes have not developed a transfer event within 100 ps or are TPA units with
fixed positive charges as counterions to the PF6

� ions that do not take part in the charge transport. Unlike in (a) no cut-off is employed (i.e. a full network
is shown).
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show the same process, however on a longer time scale (up to
ti-j = 99.9 ps). Detrapping events taking only place after more
than 100 ps (i.e. ti-j = 100 ps) are not shown.

In Fig. 9a, we compare pristine pTPA (left) and xTPA (right),
in real space (i.e., MD simulation boxes). Fig. 9b reports the
same hole transport networks; however, in an abstract form,
that is a circular 2D representation in which the morphological
information is removed to better focus on the overall density
(i.e., number of lines per area) or connectivity of the hole
transport network. Both in the pristine (0%) and in the doped
cases (5%, 10%, and 15%), pTPA shows a denser hole transport
network than xTPA, indicating more efficient trap removal
(i.e., hole de-trapping events) which can be traced back to a
higher ion mobility (Fig. 4) and a lower bulk structural porosity
(Fig. 3c and d). The addition of counterions reduces the density
of the hole transport network. Such reduction decreases the
de-trapping events thus impacting the hole bulk transport
which lowers as moving from 5% up to 15% doping. xTPA
shows hole transport networks which are less dense than that
of pTPA, reflecting a less efficient trap removal, meaning slower
hole de-trapping dynamics (as shown by the green and blue
lines in Fig. 9b).

Our analysis captures the fine balance between the dynamics
of the trap removal and the dynamics of disorder effects.
We stress here that a dynamical approach is essential to
understand the complex and coupled ionic–electronic trans-
port motions. Possible charge transport pairs that are not
electronically connected initially (i.e., vanishing static kij,
eqn (1)) can instead develop at a later stage a high hole transfer
rate through the fluctuations of the system (leading to a
decrease of residence time ti-j). At the same time, pairs that
are connected initially can become disconnected over time.
Developing a charge transport analysis which does not consider
the time dependency of the transfer rates as well as the density
of the hole transport network between all pairs might lead to
erroneous conclusions about the physics of the charge trans-
port in highly disordered soft materials.

Conclusions

The coupled electronic and ionic transport in linear (pTPA) and
cross-linked (xTPA) triphenylamine based non-conjugated
redox polymers was investigated using a bottom-up multiscale
computational approach. The investigated systems are ideal for
studying this phenomenon since they feature localized electro-
nic charges (holes), thus legitimizing the evaluation of the
charge transfer rates via Marcus theory. Polymer chains and
bulk formation were modelled by interfacing a heuristic proto-
col together with extended MD simulations to obtain realistic
bulk structures. Morphologies of linear and cross-linked TPA
polymers show disordered, amorphous structures with short-
range coordination between the nearest neighbour redox units.
The internal porosity of the polymer films was analysed, yield-
ing larger pore radius variations in cross-linked xTPA compared
to linear pTPA polymers. Insertion of PF6

� ions was modelled at

different doping concentrations, namely 5%, 10% and 15%.
Doping causes only minor variations in the polymer bulk
morphologies. Energetic disorder effects (site energy differ-
ences) were explicitly computed in the static limit leading to
broad distributions for both pristine (0.37 eV) and doped
polymers, by increasing the ion content up to 1.67 eV. Such
large static energetic disorder would hinder any hole transfer
process, challenging the experimentally observed electronic
and ionic conduction. Dynamic effects are the key to explain
the hole release from deep trap states. We computed the
dynamics, i.e. the time-dependent fluctuations of the site
energy differences of pristine and doped polymers, together
with their autocorrelation functions. The timescales character-
ising the decay of the site energy autocorrelation function were
found to be around 1 ps, leading to fast and large fluctuations
of the hole Marcus transfer rates, opening and closing electro-
nic charge transfer pathways continuously. The dynamics of
disorder effects impact the electronic couplings as well, indu-
cing fast fluctuations generally ranging in the order of the fs
time-scales. Here, we focused on the analysis of the site energy
fluctuations, as they represent the rate-limiting factor since
their oscillations and correlation function decay on slower
timescales than the electronic couplings. To include the time-
dependent disorder effects in a unified electronic transport
description, we introduced for the first time an effective Marcus
residence time ti-j, which considers the temporal history of
disorder effects. From ti-j, we estimate for each polymer and
for both pristine and doped states, distributions of lifetimes,
defined as the time required by a hole to escape from a deep
trap. We observed that the dynamics of disorder effects can
lead to efficient de-trapping and formation of hopping hole
transport networks within the polymer bulk. Our study shows
the complex and entangled nature of mixed charge- and ion
transport in non-conjugated redox soft materials of potential
use for organic electrodes. Hole transport cannot be modelled
and rationalised in an isolated manner, but has to be analysed
considering the spatial and time-dependent interaction
between polymer chains, ions and electronic charge carriers.
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can be found on Github under https://github.com/rbrthrz/
pTPA_xTPA.
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