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Thermoelectric transport and the role of different
scattering processes in the half-Heusler NbFeSb

Bhawna Sahni, *a Yao Zhao, a Zhen Li, b Rajeev Dutt, a Patrizio Graziosi c

and Neophytos Neophytou a

We perform an ab initio computational investigation of the electro-

nic and thermoelectric transport properties of one of the best

performance half-Heusler (HH) alloys, NbFeSb. We use Boltzmann

Transport equation while taking into account the full energy/

momentum/band dependence of all relevant electronic scattering

rates, i.e. with acoustic phonons, non-polar optical phonons (intra-

and inter-valley), polar optical phonons (POP), and ionized impurity

scattering (IIS). We use a highly efficient and accurate computa-

tional approach, where the scattering rates are derived using only a

few ab initio extracted matrix elements, while we account fully for

intra-/inter valley/band transitions, screening from both electrons and

holes, and bipolar transport effects. Our computed thermoelectric

power-factor (PF) values show good agreement with experiments

across densities and temperatures, while they indicate the upper limit

of PF performance for this material. We show that the polar optical

phonon and ionized impurity scattering (importantly including screen-

ing), influence significantly the transport properties, whereas the

computationally expensive non-polar phonon scattering part (acoustic

and non-polar optical) is somewhat weaker, especially for electrons,

and at lower to intermediate temperatures. This insight is relevant in

the study of half-Heusler and other polar thermoelectric materials in

general. Although we use NbFeSb as an example, the method we

employ is material agnostic and can be broadly applied efficiently for

electronic and thermoelectric materials in general, with more than 10�
reduction in computational cost compared to fully ab initio methods,

while retaining ab initio accuracy.

1 Introduction

In the last few decades, a new paradigm in materials science
has been initiated by the widespread use of first-principles

electronic structure calculations, coupled with the continuously
growing power and accessibility of massively parallel super-
computers.1–4 This has allowed the detailed study of material
properties in a large variety of areas, as well as accurate
predictions that are subsequently verified by experiment. With
regards to computational studies of thermoelectric materials,
and the thermoelectric power factor in particular, the electronic
structure calculations are coupled to electronic transport sol-
vers. Transport is governed by the semi-classical Boltzmann
transport theory and the solution of the Boltzmann transport
equation (BTE). However, this still presents significant compu-
tational challenges, making such studies impractical for realis-
tic material systems. The difficulty lies in obtaining the charge
carrier relaxation times, which are essential inputs to the BTE
and are not easily obtained using current computational meth-
ods. Because of this difficulty, for electronic transport, the
constant relaxation time approximation (CRTA) has typically
been used to solve the BTE.5,6 However, this assumption is very
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New concepts
Modern thermoelectric materials have complex electronic structures with
multiple bands and valleys. Evaluating their electronic transport is
challenging due to intricate scattering mechanisms often requiring first
principles evaluation, which is computationally expensive and non-
scalable. Simplifications are often made, which reduce accuracy and
our understanding of internal processes which are crucial for determin-
ing transport. We develop and employ a novel method offering ab initio

accuracy with 10�–100� computational savings and providing detailed
scattering process descriptions for full understanding of the material
transport properties. We apply this method to one of the most prominent
half-Heusler thermoelectric materials, NbFeSb, as an example, first
demonstrating good agreement with experiments, and revealing key
insights: that ionized impurity and polar optical phonon scattering
significantly influence transport (especially for n-type carriers and lower
to intermediate temperatures); that intra-valley processes dominate; that
carrier screening is important; and that the power factor could be up to
2� higher than current experiments. This method enables first principles
accuracy and comprehensive understanding of thermoelectric transport,
applicable broadly for performance optimization in complex materials.
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crude since the relaxation time typically depends on energy,
momentum, band, temperature, among others, and the CRTA
leads to quantitative and qualitative errors.7,8

One way to address this challenge is by utilizing scattering
rate expressions based on deformation potentials. In 1950,
Bardeen and Shockley initially suggested the deformation
potential method due to acoustic phonons in the long wave-
length limit, and it has since had a considerable impact on the
modelling of semiconductor devices.9–11 AMSET is a recently
developed program that obtains rough estimates of a ‘global’
deformation potential derived from the change in band energy
due to lattice deformation (induced by phonons).12 Further
advancements in density functional theory (DFT) and density-
functional perturbation theory (DFPT) have enabled first-
principles computations of electron–phonon interactions,13

which can be used for ab initio scattering rate extraction.
However, such methods are computationally very expensive.
They typically require the computation and further post-
processing of millions of matrix elements and need a very fine
sampling of the electron and phonon momentum spaces,14–16

making scaling quite challenging and impractical. In order to
maintain high accuracy while reducing computational costs,
various methods based on the DFPT + Wannier approach have
been developed, which include averaging or integrating matrix
elements across the entire Brillouin zone, such as EPA17 and
EPICSTAR.18 EPA takes an average over electron–phonon cou-
pling matrix elements as well as phonon energies and thus,
requires only a sparse grid. EPICSTAR also employs a sparse
grid of matrix elements and adjusts them according to their
phonon frequency to create a more uniform matrix element
distribution. In both cases, the results are subject to the mesh
discretization while convergence tests are also expensive. These
are computationally efficient methods which provide improve-
ment over the CRTA, although they hide detailed transport
physics, especially related to intra/inter-valley/band scattering
transitions. The latter is essential in band alignment strate-
gies for TE performance improvements in multi-band/valley
materials.19 In this work, we also use an efficient formalism to
compute the electronic transport properties by employing the
DFPT + Wannier method and extract a limited, yet highly
relevant set of matrix elements to obtain deformation potentials
and determine electron–phonon scattering rates. We distinguish
between all scattering processes, which allows for a complete
understanding of the internal effects that determine electronic
transport. We then employ our Boltzmann Transport Equation
(BTE) code ElecTra,20 which can account for all scattering pro-
cesses individually.

We extract the TE electronic transport properties of NbFeSb,
one of the more prominent TE half-Heusler materials. We find
that its transport properties are strongly influenced by electron-
POP and electron-IIS scattering. At 300 K, the POP + IIS
scattering mechanisms are around twice as strong in determin-
ing s and PF compared to ADP + ODP for p-type carriers, and
five times as strong for n-type carriers, but this strength reduces
with temperature. We find that the TE power factor in the
p-type case peaks at 11.45 mW m�1 K�2, whereas for the n-type

case at 5.92 mW m�1 K�2, which can even be achieved for an
order of magnitude less density (at 6.27 � 1019 cm�3) compared
to the p-type material. Compared to experiments, we find that
the calculated conductivity is around three times higher, while
the Seebeck coefficient is somewhat lower, suggesting the
possible presence of significant defects in experiments that
lower conductivity. With regards to the PF, however, we find
reasonably good agreement with existing p-type measured data,
with the computational data being around two times higher.
As our approach provides valuable insights into the contribu-
tion of individual scattering mechanisms (acoustic, optical,
intra- and inter-valley), it provides a way to hierarchise the
scattering processes based on their strengths. Thus, we are able
to provide deep understanding regarding the internal pro-
cesses, and finally derive even more generalized conclusions
that can be broadly applied to other half-Heusler materials and
beyond.

The paper is organized as follows: In Section 2 we present
the results obtained starting from the discussion of the crystal
structure of NbFeSb, its electronic and phonon dispersion, the
method for the extraction of deformation potentials using
matrix elements obtained for p-type and n-type NbFeSb, then
moving to the scattering rates and thermoelectric coefficients
in Section 3. In Section 4, we conclude and summarise our
findings. In Section 5, we present the methods used for our
transport simulation.

2 Results

Fig. 1(a) shows the cubic structure of NbFeSb, which belongs to
the family of half-Heusler alloys having chemical composition
XYZ, where X and Y are transition metal elements and Z is a
p-block element. Half-Heusler (HH) thermoelectric (TE) materials
have gathered significant research attention in the past few
decades due to their thermal stability, mechanical robustness,
and reasonable TE figure of merit (ZT) values. ZT is the dimension-
less figure of merit that quantifies the efficiency of the energy
conversion process. It is defined as ZT = (sS2)/(ke + kL), where s is
electrical conductivity, S is Seebeck coefficient, and ke and kL are
the electronic and lattice thermal conductivities, respectively. The
quantity sS2 is called the power factor (PF). HHs are promising TE
materials for use in medium to high temperature applications,
which aligns well with the temperature range of many industrial
waste heat sources.21,22 NbFeSb is one of the high-performance
thermoelectric materials with a p-type TE figure of merit ZT 4 1,23

which corresponds to approximately 10% of the Carnot efficiency,
and it compares with the best performing materials.24–26 The
investigation and clear understanding of the electronic structure
and strength of the scattering mechanisms in this material, can
pave the way for future optimization of TE properties in this group
of materials in general. Indeed, the high TE performance of this
type of materials originates mostly from their PF, which is around
3–6 mW m�1 K�2, and is comparable to some of the best such
values across materials and operating temperatures.27–34 On the
other hand, although its p-type performance is well established,
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very little is known about its n-type performance with only few
reports available.35–37

2.1 Electronic and phonon band structure

The electronic band structure of NbFeSb is shown in Fig. 1(b).
The impact of spin–orbit coupling on the band structure of
these materials has been investigated in the past and found to
be negligible.38 Thus, we proceed with the band structure
without spin–orbit coupling in our calculations. Our calcula-
tions show a band gap of Eg = 0.51 eV which is in agreement
with previous reports.29,33,39 The atom-projected density of
states of NbFeSb is shown in Fig. S1 (SI). The conduction bands
show major contribution from Nb d-orbitals only, while the
valence bands show major contribution from Fe d-orbitals,
followed by Nb d-orbitals and Sb p-orbitals. There is a hybridi-
zation between Nb d-orbitals and Sb p-orbitals in the energy
range of 0 to �1 eV. The valence band maximum is located at
the L high symmetry point and is doubly degenerate, while the
conduction band minimum is at the X high symmetry point.
The valence bands are flatter as compared to the conduction
bands indicating higher effective masses, as noted in Fig. 1.
We have extracted the density of states effective mass (mDOS)
and conductivity effective mass (mcond) for both holes and
electrons using the method described in ref. 40 and 41 from
our EMAF code.42 This band structure asymmetry will have
some effect on the transport properties, which will be discussed
in a later section.

Since NbFeSb has 3 atoms in its primitive unit cell, the
phonon spectrum has 9 phonon branches/modes, as shown in
Fig. 1(c). The atom-projected phonon density of states is shown
in Fig. S2 which shows the major contribution of Sb atoms in
low frequency regions, followed by contributions from Nb and
Fe atoms. The high frequency (longitudinal optical phonon) modes
show dominant contribution from Fe atoms. The highlighted green

and blue regions in Fig. 1(c) roughly show the acoustic and
optical phonon mode regions considered in extracting the
deformation potentials. These are regions that satisfy momen-
tum/energy conservation to facilitate the electronic transitions.
For intra-valley scattering (scattering of a carrier within its own
valley), small values of wave-vector |q| (the zone-centre phonons)
participate, which can be found in either the acoustic or optical
phonon modes. For inter-valley scattering (scattering of a carrier
from one valley to another), a large value of |q| (near zone-edge
phonons) are involved due to a substantial change in momen-
tum. The modes responsible for inter-valley scattering can also
be found in both the acoustic and optical branches, but they
both resemble optical modes since these modes are away from
the G point and are thus high in energy. Even in the case of
acoustic branches participating, at those wave-vector regions
they are flattened out and resemble optical modes. Schematics
for the inter-valley scattering between the six conduction band
minima valleys at the X point and the eight valence band
maxima valleys at the L point are shown in Fig. 1(d) and (e).
Fig. 1(f) and (g) show the 2D cross section view for the Brillouin
zone of electrons (transparent) and phonons (cyan), showing the
CBM and VBM valleys with blue and grey ellipsoids respectively.
The phonon wave vector q involved in the transition between
equivalent CBM valleys and VBM valleys is along the G–X
direction and thus the modes responsible for inter-valley scatter-
ing are shown by the highlighted region near the X-point in
Fig. 1(c). Note that this participating phonon vector direction
holds for the cases of both the valence (L–L) and conduction band
(X–X) transitions. In the case of the VB this is geometrically easy to
identify as shown in Fig. 1(g). For the CB, however, the vector from
an X to another X-valley in the perpendicular direction is longer
than the half of the Brillouin zone (the BZ for phonons), thus, we
consider the equivalent final X-valley in the second electronic BZ,
which happens to be in the G–X direction as shown in Fig. 1(f).

Fig. 1 Crystal structure: (a) primitive unit cell for NbFeSb. (b) Electronic band structure. (c) Phonon band structure. (d) and (e) Intervalley scattering within
conduction band minima valleys at the X-high symmetry point and valence band maxima valleys at the L-high symmetry point respectively. (f) and (g) 2D
cross-section view of the Brillouin zone for electrons (transparent) and phonons (cyan) with conduction band valleys shown by blue ellipsoids and
valence band valleys in grey circles, respectively, showing the path of the phonon q-vector along the G–X direction for the intervalley processes.
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2.2 Deformation potential extraction method

For acoustic phonons (in the long wavelength limit, i.e. small
wave-vector |q|), the atomic displacements can cause the crystal
to deform. Such deformations alter the electronic energies at
various locations inside the Brillouin zone. Deformation poten-
tials are the parameters that characterise these changes
in electronic energies, brought on by static distortions of the
lattice.9 The deformation potentials can be more accurately
determined by calculating the electron–phonon coupling
matrix elements, from which we can determine the electron–
phonon coupling strength, and using Fermi’s Golden rule
determine the scattering rates. The scattering matrix elements
are the probability amplitude for scattering from an initial state
|cnki to a final state |cmk+qi due to a perturbing potential dqnV
associated with a phonon on branch n, frequency oqn and wave
vector q, are defined as:43–45

Mmnn(k,q) = hcnk|dqnV|cmk+qi (1)

The acoustic deformation potential (ADP) can be calculated
by taking the slope of the matrix elements with respect to the
phonon wave vector, DADP = (Mmnn(k,q))/(|q|).46 The optical
phonons on the other hand, give rise to microscopic distortions
which can be regarded as an internal strain within the unit cell.
The optical deformation potential (ODP) is the value of the
matrix element itself, DODP = (Mmnn(k,q)). The acoustic and
optical deformation potential scattering mechanisms are of
short-range in nature, and they do not depend explicitly on
the phonon wave-vector q.

In the case of polar crystals, the long wavelength (small |q|)
longitudinal optical phonon modes (LO) induce an oscillating
polarization, generating a macroscopic electric field.47 This
electric field couples with the carriers and is known as the
Frohlich interaction,48 which is long-range in nature. The
Fröhlich interaction becomes stronger for smaller |q| and it
diverges as |q| becomes zero. The long-range component of the
electron–phonon coupling matrix elements due to the Fröhlich
interaction is defined as:48

ML
mnnðk; qÞ ¼ i

m0
1=2e2

Oe0

X
k

Mk
�1=2

�
X
Ga�q

ðqþ GÞ � Z�k � eknðqÞ
ðqþ GÞ � k1 � ðqþ GÞ

� umkþq
� ��eiðqþGÞ�r unq�� �

(2)

where O is the unit cell volume, m0 is the sum of the masses of
all the atoms in the unit cell, Mk is the mass of atom k, e0 is the
vacuum permittivity, G indicates the reciprocal lattice vector,
ekn(q) indicates a normalized vibrational eigenmode within the
unit cell, kN is the high-frequency dielectric constant and Z�k is
the Born effective charge tensor. A polar phonon mode can
include both, a short-range (deformation potential) part, and
a long-range (POP) part.49 The long-range component needs
to be separated from the short-range component to deal
with the polar singularity as the wave vector approaches zero.

For calculating acoustic and optical deformation potentials for
polar materials, the long-range part of the matrix elements is
subtracted from the total matrix elements to get the short-range
part of the matrix elements.50 The short-range component of
matrix elements is then used to calculate DADP and DODP.

The overall DADP value is calculated after averaging the
longitudinal and transverse acoustic deformation potentials as:

DADP ¼ vs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DADP;LA

2

vl2
þDADP;TA

2

vt2

s
; (3)

where vs, vl and vt are the average, longitudinal, and transverse
sound velocities, respectively. Note that ElecTra can take into
account the contributions of each acoustic mode separately as
well. However, we find that considering the averaged deforma-
tion potential in this way provides almost identical results for
the acoustic-limited power factor calculations, thus we proceed
with the averaged value to keep the number of input para-
meters lower (see Fig. S3 in the SI for details). The DODP value is
calculated by taking the average of the short-range component
of all optical modes for small q-vector values near the G
point as:

DODP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oODP

X
n

jMmnnðk; qÞ �ML
mnnðk; qÞj2

on

s
(4)

where, oODP is the average value of optical phonon energy. Both
of these deformation potentials are calculated along different
crystallographic directions to take anisotropy into account, and
then averaged to calculate the overall deformation potentials.

We follow this process of subtracting the long-range part of
the matrix elements from the total matrix element to obtain the
short-range part for all modes for generality in the computa-
tional approach. Of course, we know that only two of the modes
are polar and include long-range parts.51 In the other modes,
the long-range part is zero, but it is more convenient for the
numerical automation of the process, since we do not identify
which ones are polar to begin with. The POP scattering rate
itself, is then computed using the Frohlich formula for POP
scattering including screening, as described in the methods
section, whereas the average mode frequency is used for the
interaction.

For inter-valley scattering, as discussed earlier, phonons
with large wave-vectors |q|, scatter electrons from one valley
to another valley of the same or different band. The zone-edge
phonons away from the G point are the ones which mediate
these scattering events. The inter-valley deformation potential
is obtained again by considering the contribution from all the
modes and taking an average as51:

DIVS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oIVS

X
n

jMmnnðk; qÞ �ML
mnnðk; qÞj2

on

s
(5)

where oIVS is the average value of frequency for all phonons
participating in the inter-valley scattering process.
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2.3 Matrix elements for NbFeSb

The first step for the calculation of the deformation potentials
is identifying the band extrema and all different possible
transitions (intra/inter-band/valley) from the electronic band
structure of the material. Using the wavevectors that facilitate
those transitions, the participating phonon modes that satisfy
energy/momentum conservation are identified and then the
electron–phonon coupling matrix elements for all of them are
computed. In this section, we first compute the deformation
potentials for transitions in the valence band (VB) of NbFeSb
and afterwards in the conduction band (CB).

2.3.1 Valence band (p-type) NbFeSb. We start with the VB
of NbFeSb. First, we seek to extract scattering information for
intra-valley processes, that involve small |q| phonons: (i) by
polar optical phonons, (ii) by non-polar optical phonons, and
(iii) by acoustic phonons. Since the VBM has two degenerate
bands (labelled here B1, B2) at the L-point, we calculate the
matrix elements for scattering associated with all four possible
transition combinations, i.e. from B1 - B1, B1 - B2, B2 - B1,
B2 - B2. After subtracting the long-range part, we first
calculate the ADP and ODP values using eqn (3) and (4),
respectively, along different crystallographic directions for the
four scattering processes mentioned above. Interestingly, the
matrix elements and deformation potential values are the same
for transitions with B1 as the final state i.e. values for B2 - B1
and B1 - B1 are identical. In the same way, transitions with
the B2 as the final state i.e. B1 - B2 and B2 - B2 are also
identical. This is the same as observed for transitions in the
valence band of Si as well.52 We then average the ADP and ODP
values from these four scattering processes along different
directions and calculate the overall ADP and ODP value using
eqn (3) and (4) respectively.

Fig. 2(a) shows the scattering matrix elements for intra-
valley transitions (small q-vector) for B1 - B1 along the G–X
direction (see Fig. S5 for the matrix elements in the other
directions, which are of similar trend and amplitude). There
are two polar modes due to the two longitudinal optical phonon
modes (mode 6 and 9) as shown in Fig. 2(a), recognised by their
1/|q| trend. The rest of the matrix elements are much lower in
amplitude. The inset of Fig. 2(a) shows the frequencies of these

two polar modes along the same direction. The average value of
the polar optical phonon energy is calculated along various
high-symmetry directions. Then those values from all polar
modes are averaged to extract a single dominant frequency for
the overall polar optical phonon scattering process. This is
determined to be h�o = 32 meV here, and that is used in the
equation for the Frohlich interaction (see methods). The short-
range part of these matrix elements for the six optical modes is
shown in Fig. 2(b) after the long-range part is subtracted out.
The average optical phonon energy is determined to be
h�o = 29 meV.

The acoustic modes in Fig. 2(c) shows the short-range part of
the matrix elements corresponding to the longitudinal and
transverse acoustic modes. The intra-valley deformation poten-
tials for all four scattering processes (between the two bands)
along different high-symmetry directions are listed in Table S1.
The calculated ADP and ODP values along different high-
symmetry directions are shown in Table 1. The overall ODP
and ADP values for holes turn out to be DODP = 2.8 eV�1 (with an
overall phonon energy of h�o = 29 meV) and DADP = 2.5 eV,
respectively. The overall deformation potentials are calculated as:

D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nG�LDG�L

2 þ nG�KDG�K
2 þ nG�XDG�X

2

nG�L þ nG�K þ nG�X

s
(6)

The number of the equivalent crystallographic orientations
for a face-centered cubic (FCC) lattice are nG–L = 8, nG–X = 6, and
nG–K = 12. Note that we used sampling along the h111i, h100i
and h110i crystal directions. This covers the majority of the
volume of the BZ (ending up on the hexagonal and square
surfaces on the BZ, and the edges around those surfaces,

Fig. 2 Scattering matrix elements for intravalley deformation potential extraction for holes: (a) for all phonons (two modes show polar behaviour) along
the G–X direction. (b) Short range part of the matrix elements for optical and (c) acoustic phonons for scattering from the valence band maxima (VBM to
VBM). The insets in (a) and (b) show the frequencies corresponding to the polar optical and non-polar optical modes, respectively.

Table 1 The acoustic and optical deformation potential values for holes
along different high symmetry directions

Materials Horizons Communication

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/8

/2
02

6 
5:

59
:2

9 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5mh00228a


10260 |  Mater. Horiz., 2025, 12, 10255–10269 This journal is © The Royal Society of Chemistry 2025

respectively – see Fig. S4 in the SI). We have also computed the
deformation potentials along the path between G and W, which
is also towards the edge of the BZ in between the hexagonal and
square surfaces. This gives similar values as the G and K
direction (which is towards the edges as well). We exclude this
direction from the sampling, as is covered by the G and K and
as it is not one of crystal directions.

Next, we consider the inter-valley scattering processes. Since
the VBM resides on the L high-symmetry point, the Fermi
surface of holes contains eight half L-valleys in the first
Brillouin zone (BZ). Due to the cubic crystal symmetry, only
one unique type of inter-valley transition from any given initial
VBM valley to other equivalent VBM valley can be identified, as
shown by the solid black arrow in the BZ of Fig. 3. The other
equivalent transitions are shown by the dashed grey color
arrows. Fig. 3 shows the matrix elements from all phonon
modes for that transition, identified by different colors for
different phonon modes. We considered a few points in the

vicinity of the band extrema (B5 points on each final valley –
from which we take the average value) and thus, there are 45
points from 9 phonon modes in Fig. 3, corresponding to
transition from one valley to another. The brown square in
Fig. 3 shows the overall inter-valley matrix element (and defor-
mation potential) value for these transitions for VBM (B1). Note
that the energies at which the different points appear, corre-
lated very well from the energy of the phonon bands under the
highlighted regions in the phonon spectrum of Fig. 1. The DIVS

value (average of B1 - B1 (0.48), B1 - B2 (0.56)) is 0.52 eV Å�1

as computed using eqn (6) including all nine modes (one
averaged value for each mode) with the average frequency value
h�o B 24 meV.

2.3.2 Conduction band (n-type) NbFeSb. For the CB of
NbFeSb, we proceed in the same manner as for the VB above.
Unlike the VB, the CB has only one band at the X-point, thus we
extract the matrix elements for scattering from that band to
itself alone. Fig. 4(a) shows those scattering matrix elements for
intra-valley transitions (small q-vector) along the G–X direction
(see Fig. S5 for the matrix elements in other directions, which
are of similar trend and amplitude). The two polar optical
modes are also evident in Fig. 4(a), with their average phonon
energy (single dominant frequency for the overall polar optical
phonon scattering process) being h�o = 32 meV, as also com-
puted earlier for the CB. The short-range part of these matrix
elements for the six optical modes is shown in Fig. 4(b). The
average optical phonon energy is determined to be h�o = 29 meV
(same as above for the CB). Fig. 4(c) shows the short-range part
of the matrix elements corresponding to the longitudinal and
transverse acoustic modes. The calculated intra-valley ADP and
ODP values along different high-symmetry directions for elec-
trons are shown in Table 2. The overall ODP and ADP values

Fig. 3 Scattering matrix elements for intervalley deformation potential
extraction for holes. The data correspond to transitions from an initial VBM
valley (on the L-point) to any other equivalent VBM valley (on the L-point),
as shown by solid black arrow in BZ. The other equivalent transitions are
shown by the dashed arrows. The contributions of the different modes are
shown by different colors. The brown square shows the overall value of
intervalley deformation potential for these transitions.

Fig. 4 Scattering matrix elements for intravalley deformation potential exaction for electrons: (a) for all phonons (two modes show polar behaviour)
along the G–X direction. (b) Short range part of matrix elements for optical and (c) acoustic phonons for scattering from the conduction band minima
(CBM to CBM). The insets in (a) and (b) show the frequencies corresponding to the polar optical and non-polar optical modes, respectively.

Table 2 The acoustic and optical deformation potential values for elec-
trons along different high symmetry directions
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calculated turn out to be DODP = 3.3 eV Å�1 (with overall phonon
energy of h�o = 29 meV) and DADP = 4.7 eV respectively.

For inter-valley scattering, the CBM is at the X high-
symmetry point, so the Fermi surface of electrons contains
six half X-valleys in the first Brillouin zone (BZ). One unique
type of inter-valley transitions from any given initial CBM valley
to other equivalent CBM valleys can be identified, as shown by
the solid black arrow in the BZ of Fig. 5. The other equivalent
transitions are shown by the dashed grey color arrows. The
matrix elements for the transitions facilitated by all phonon
modes are shown in Fig. 5, where each color corresponds to a
different mode. Again, we consider 5 points in the vicinity of
each of the band extrema, resulting in 45 points in Fig. 5 for
transitions from one valley to another. The brown square shows
the overall inter-valley deformation potential value for this
transition. The DIVS values are computed to be DIVS = 0.22 Å�1

with the average frequency value of h�oB 24 meV (as computed
above for the VB as well).

3 Scattering rates and thermoelectric
transport

The transport calculations are performed using our open-
source Boltzmann Transport Equation solver (BTE) code
ElecTra.20 The expressions for individual scattering rates are
described in the computational methods section below. The
BTE simulator takes the deformation potentials and the domi-
nant frequency for polar optical phonons as inputs for the
electronic transport calculations. Table S2 (in the SI) lists the
other required input parameters, such as dielectric constants
and mass densities, which are also obtained through first-
principles calculations. In the calculation we do not separate

p-type and n-type transport, but treat the entire band structure
as one entity, including bipolar effects, and full treatment of
screening, i.e. both electrons and holes contribute to screening,
irrespective of the Fermi level position.53 Thus, the calculations
are performed under the assumption of a complete bipolar
transport, integrating the complete transport distribution func-
tion TDF (see methods) across the entire energy range. Note
that although it is computationally more convenient and easier
to perform unipolar transport calculations and afterwards
combine the two parts, in the presence of IIS this is not
possible, and the full bipolar computation needs to be per-
formed in order to capture the impurity density and screening
correctly.53

Fig. 6(a) and (b) show the individual scattering rates for
p-type and n-type NbFeSb at 300 K when the Fermi level is
placed in the vicinity of the respective band edge, as shown in
the inset of Fig. 6(a); this is the region where the PF peaks, as
we show later on. For p-type, the ADP, ODP and POP scattering
rates are comparable, while IIS is the dominant scattering
mechanism. For n-type, ADP and ODP scattering rates are lower
while POP and IIS are the dominant scattering mechanisms.
The total relaxation time values obtained by Matthiessen’s rule
(explained in the methods section), for both holes and elec-
trons for various temperatures, are shown in Fig. 6(c) and (d)
respectively, again when the Fermi level is placed at the vicinity
of the band edges. The relaxation time values vary with energy
and temperature and differ from the constant value of tC = 10 fs
as often assumed in the constant relaxation time approxi-
mation (CRTA).54,55 The variation of individual scattering pro-
cesses with energy and temperature are also shown in Fig. S5
and S6 for p-type and n-type, respectively (SI).

3.1 Thermoelectric (TE) coefficients

Next, we present the TE coefficients with respect to the Fermi
level’s relative position, EF, which correlates directly with
doping density. Here, EF is set to 0 eV at the intrinsic
Fermi level in the bandgap (typically not the midgap level due
to VB/CB asymmetry) while the midgap is at Emid = �0.037 eV.
The CB minima is placed at EC = 0.22 eV whereas the VB
maxima at EV = �0.29 eV. All the relevant scattering mechan-
isms such as ADP and ODP (intra and inter-valley), POP and IIS
are considered.

The comprehensive computed electronic transport proper-
ties (S, s and sS2) versus the relative position of Fermi-level EF

(left panel), as well as versus the doping density (right-panel) for
p-type and n-type NbFeSb for different temperatures, are shown
in Fig. 7. With the black, blue and red vertical lines, we indicate
the position of the intrinsic Fermi level, the VB edge and the CB
edge, respectively. Due to the asymmetry between the masses in
the VB and CB, the zero crossing of the Seebeck coefficient is
shifted from the charge neutrality point towards the VB, as the
Seebeck coefficient becomes zero at the point of equal conduc-
tion between the VB and the CB (more evident in Fig. 7(b)).
Note that the effective mass of holes is significantly greater
than that of electrons, resulting in lower mobility for holes
compared to that for electrons (see Fig. S13 in SI). Thus, the

Fig. 5 Scattering matrix elements for intervalley deformation potential for
electrons: the data show transitions from an initial CBM valley (on the
X-point) to any other equivalent CBM valley (on the X-point) by the solid
black arrow in the BZ. The other equivalent transitions are shown by the
dashed arrows. The contributions of the different modes are shown by
different colors. The brown square shows the overall value of intervalley
deformation potential for these transitions.
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point of equal conductivity between holes and electrons is
shifted towards the lower conductivity band (VB).53

The peak power factor for p-type is obtained to be around
10.44 mW m�1 K�2 at 300 K, while it peaks to 11.45 mW m�1 K�2

at 500 K at a carrier concentration of p = 8.4 � 1020 cm�3. For
n-type, the computed peak power-factor is 5.28 mW m�1 K�2 at
300 K, while it peaks to 5.92 mW m�1 K�2 at 900 K at a carrier
concentration of n = 6.27 � 1019 cm�3. Thus, the n-type peak can
be obtained at a doping density an order of magnitude lower than
that for p-type NbFeSb, a consequence of the higher effective mass
(mDOS of holes as compared to that of electrons, as shown in
Fig. 7(b). In general, for n-type the PF peak for the various
temperatures is achieved when EF is placed somewhat more into
the bands compared to p-type (in the case of T = 300 K the n-type
PF peak is achieved when EF is placed 0.04 eV into the CB, whereas
for p-type when EF is 0.02 eV into the VB).

At high temperatures, the minority carriers can be thermally
generated. In the case where the Fermi level is placed in the
bandgap, the absence of doping can lead to intrinsic phonon-
limited carrier mobility. In addition, the asymmetry between
the transport in the VB and CB, which leads to an asymmetric
zero Seebeck crossing, can provide finite Seebeck coefficients,
which together with phonon-limited conductivity, can lead to
high power-factor values around the intrinsic ZF = 0 eV region.56

As shown in Fig. 7(f), the PF remains around 1–2 mW m�1 K�2

at 700–900 K for a large range of carrier concentrations for the
case where the Fermi level is in the bandgap (region between
the blue dashed lines). Note that much higher values of PFs can
be obtained in this low carrier density region under different

conditions. As we have shown in ref. 56, asymmetric band
structures with regards to the CB and VB can allow for very high
bipolar PFs compared to their unipolar ones, in materials in
which the intrinsic phonon conductivity is high in the bandgap
regions where the Seebeck is finite, assisted by the absence of
the strong IIS mechanism.

With regards to the accuracy of the simulations, in Fig. 8,
we compare our results with the previously experimentally
reported transport coefficient values for p-type NbFeSb. The
power-factor values calculated using our method agree well
with previous experimental reports. Most of the reported data
points are in the region where the optimal carrier concentration
is obtained. In most experimental reports, the peak PF value is
around PF = 2–10.5 mW m�1 K�2 in the temperature range from
400–900 K and the carrier concentration is around p = 6.3�
1020–1.5 � 1021 cm�3. Our peak PF of around 11.5 mW m�1 K�2

at 500 K at carrier concentration of 8.4 � 1020 cm�3 is some-
what higher. However, it is expected that the theoretical values
are generally higher than the experimental values, because of
various factors such as the presence of defects, dislocations,
alloying etc. in the measured structures, which are not
accounted for in simulations. These factors almost certainly
reduce the electrical conductivity and mobility significantly.
Overall, the electrical conductivity of the experimental data is
around a factor of three lower compared to our computed
results, as shown in Fig. 8(b). On the other hand, the measured
Seebeck coefficient is larger compared to the computed
Seebeck coefficient, following the well-expected adverse trend
compared to the electrical conductivity, as shown in Fig. 8(a).

Fig. 6 Scattering rates for NbFeSb: (a) scattering rates related to different mechanisms (as denoted) for p-type and (b) n-type NbFeSb at 300 K. The inset
in (b) shows the Fermi level at which POP scattering rates are shown (i.e. where maximum power-factor is obtained). (c) and (d) show the total carrier
relaxation time as a function of energy and temperature for holes and electrons, respectively.
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The electrical conductivity suffers much more in experiment
compared to the improvements in the Seebeck coefficient
(compared to the simulated data), such that the PF is overall
lower the experiment (especially for higher temperatures).

3.2 The effect of screening

An important consideration for POP and IIS is the effect of
screening. In the case of IIS, the free charge carriers can shield
the dopant ions and mitigate the scattering rates. Similarly,
screening also weakens the POP scattering mechanism
and needs to be accounted for. In this case the scattering
rates are reduced due to screening of the POP dipole electric
field by free carriers. Considering screening is computation-
ally much more expensive, because the scattering rates are
not only energy dependent alone, but are also Fermi level
dependent. Thus, they need to be computed separately for
every EF position. Screening considerations, however, are
quite important to accurately compute the electronic trans-
port properties.

In Fig. 9(a) and (b) we show the POP rates up to ZF values of
�0.3 and 0.3 for p-type and n-type respectively, covering the

region where the power-factors peak in each case (see insets for
the actual positions of the Fermi level). The POP scattering
rates for both p-type and n-type decrease with the increase in
carrier concentration, a consequence of increased screening.
The POP rates for the unscreened case (blue lines) are larger for
p-type as compared to n-type. This is due to the presence of two
degenerate valence bands, which introduces inter-band scatter-
ing, in addition to the intra-band scattering between the heavy
mass p-type bands (see eqn (9) in methods). In fact, a single
heavier band mass (as in the VB) will result in larger exchange
vectors and reduce the POP and IIS rates. However, having a
second heavier band overlapping at the same k-space region,
enables small exchange vector transitions between them (from
geometrical considerations), which increases the scattering
rates (and makes the overall exchange vector smaller – note
that inter-valley transitions involve large exchange vectors, but
these scattering rates are small and do not affect the overall
scattering significantly). When screening is considered, the
p-type POP rates decrease more with increasing carrier concen-
tration as compared to the n-type rates. The reason behind this
behavior can be explained by examining the generalized

Fig. 7 Electronic transport properties: (a) calculated Seebeck coefficient, (b) electrical conductivity and (c) power-factor versus the Fermi level position
EF (left-panel) and (d–f) versus the doping density (right-panel). Here we consider all relevant scattering mechanisms (ADP, ODP, POP, IIS). The blue and
red dashed lines show the band edges and the black line shows the intrinsic fermi level.
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screening term for POP rates, defined as
q2

q2 þ 1

LD
2

� �
2
664

3
775
2

. Here

q is the momentum exchange vector, LD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1e0
e

@n

@EF

� ��1s
is

the screening length, EF is the Fermi level and n is the carrier
density. The screening length LD for holes and electrons is
shown by the solid and dashed lines, respectively, for different
temperatures in Fig. 9(c) at the same reduced Fermi levels (the
band edge for both cases is noted and placed at ZF = 0 eV).
In general, it decreases with EF (and density) indicating
reduction in the scattering rates, and it is lower for holes
compared to electrons (solid lines are lower compared to the
dashed lines), indicating lower scattering rates for holes (note
that low LD means that the scattering interaction is screened
at very small length and the scattering rate is thus low).

The reason for this behavior is the larger density of states
(DOS) for holes, which reduces LD since it involves the

@n

@EF

� ��1
term, which decreases as the DOS increases. Thus,

around the energy regions at which the PF peaks, the holes
scattering rates are becoming weaker, approaching similar
values as those for electrons. Note that the screening length

under simplifications is proportional to
ffiffiffiffiffiffiffiffiffi
T=n

p
. Here, since we

compare at the same ZF, the density increases with temperature
as well (more than linearly), which makes the LD seem to reduce
with T, rather than increase.

The phonon-limited PF values with and without considering
POP screening show large differences especially for p-type
transport, as shown in Fig. 9(d). This signifies that screening
needs to be considered, despite the fact that the entire compu-
tation is now in addition Fermi level dependent. This is more
important with materials with large density of states and
elongated, dispersive bands (p-type here), rather than materials
with smaller effective masses and narrow bands (n-type here).
We stress, however, this is specifically the case for NbFeSb. In
our calculations for different half-Heusler materials, these
conclusions could vary.

3.3 Intra- versus inter-valley transition strength

It is also important to highlight the significance of intra- versus
inter-valley transitions, since this is crucial information for
studying band alignment in TE materials.19,57 For this, the
scattering rates from Fig. 10 were averaged in the energy range
of E = 0–0.1 eV, to provide an estimate of the relative strength of
these processes. The deformation potential interaction can be
both intra-valley and inter-valley, whereas the polar optical
scattering is mostly intra-valley because of its long-range nature
(|q|�1). The inter-valley scattering is essentially the IVS non-
polar optical processes, whose strength is very small (shown in
red in Fig. 10(a and b)) for both the p-type and n-type NbFeSb
cases. Thus, the intra-valley processes dominate in this mate-
rial. We expect this to be the case broadly in the family of polar
half-Heusler materials, but also in other polar TE materials as
is in the case of Mg3Sb2 as well.51 Note that it is not just inter-
valley scattering that is detrimental for band alignment strate-
gies, but also intra-band scattering, which can be strong in the
case where the valleys of the aligned and base bands are at the
same position in the Brillouin zone (as in the VB of NbFeSb
here, although these two bands are actually aligned).58

3.4 Influence of scattering mechanisms in transport

Since IIS in p-type and POP and IIS in n-type are the strongest
scattering mechanisms, we now compute how much of the PF
these mechanisms determine. For this, we compute the PF
considering only the POP and IIS scattering mechanisms and
compare this with the overall PF values (considering all scatter-
ing mechanisms). The two calculations are shown in Fig. 10(c)
and (d) for s and S2s, respectively. The ratio of the s values
taking into account POP + IIS to those calculated by taking
into account all scattering mechanisms is shown in the inset

Fig. 8 Comparison with experimental values: our calculations for: (a)
Seebeck coefficient, (b) electrical conductivity, and (c) power factor for
p-type NbFeSb versus doping concentration for various temperatures. The
diamond, star, hexagram, and square markers correspond to experi-
mentally reported values from ref. 23 and 27–34.
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Fig. 9 Importance of POP screening: (a) and (b) show the p-type and n-type POP rates at 300 K, which decrease with increasing carrier concentration.
(c) The Debye screening length as a function of ZF at different temperatures for holes (solid lines) and electrons (dashed lines) (the valence and
conduction band edges are shifted at the same x-axis point as indicated for comparison. (d) Overall phonon-limited power factor at 300 K for the cases
of with and without screening in the treatment of POP.

Fig. 10 Scattering strength comparison at 300 K: (a) and (b) comparison between the scattering strengths of intra and intervalley scattering mechanisms
for p-type and n-type. (c) Comparison between the conductivity and (d) power-factor obtained by including all scattering mechanisms versus that
obtained by including only POP and IIS, which are the two dominant scattering mechanisms. The inset in (c) shows the ratio of s obtained by including
only POP + IIS vs. ALL scattering mechanisms. The inset in (d) shows the comparison between the Seebeck obtained by including all scattering
mechanisms versus that obtained by including only POP and IIS.
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of Fig. 10(c). Using resistance combination consideration, a
ratio of 2 signifies equal strength between IIS + POP and the
non-polar ADP + ODP, while a ratio of 1 shows that IIS + POP
has full dominance over ADP + ODP. At 300 K (blue line), this
ratio is around 1.5 and 1.2 at the valence and conduction band
edges, respectively. This indicates that the POP + IIS scattering
mechanisms are around twice as strong in determining s
compared to ADP + ODP for p-type, and five times as strong
for n-type (again using resistance combination considerations).
For p-type the discrepancy is somewhat larger due to the fact
that the non-polar scattering rates are higher compared to the
rates in the n-type case (see Fig. 6(a), and also the smaller
screening lengths in the heavier VB, which weaken the POP and
IIS rates). Fig. 10(d) shows that the conductivity differences are
almost entirely transferred to the PF, as the Seebeck coefficient
(inset of Fig. 10(d)) is almost identical between the two simula-
tion cases (at 300 K).

Note, however, that this comparison is shown for 300 K.
At higher temperatures, the comparative strengths would
change in favor of the non-polar ADP + ODP mechanisms –
our calculations show that the influence of POP + IIS scattering
compared to ADP + ODP in determining s is approximately
halved (compared to their influence at 300 K) with doubling the
temperature. In general, the ratio in the inset of Fig. 10(c)
increases with T. In the case of p-type, at 900 K, the strength of
the coulombic and non-polar mechanisms becomes equal. For
n-type, even at high T, the coulombic IIS + POP are still much
stronger. Thus, even in polar materials such as this one,
accurate computation of the non-polar scattering compo-
nent could be important for the PF, especially for high T.
An inaccurate computation of the acoustic and optical defor-
mation potential scattering can lead to significant quantitative
error in the transport properties.

3.5 Computational performance

In this subsection, we highlight the major computational
efficiencies provided by our approach, specifically compared
to the full DFPT + Wannier methods, as for example in EPW.59

The overall computation can be split into two steps. The first
involves calculating electron–phonon matrix elements via the
DFT and DFPT methods. The second pertains to the transport
computation. The first step, which identifies the transitions
and extracts the selected matrix elements for those transitions
is the same in our case as in the DFPT + Wannier methods.
For the first step, we used a k-mesh of 12 � 12 � 12 for DFT
and a q-mesh of 6 � 6 � 6 for DFPT. This step is the most
time-consuming part of the calculation, requiring around
12 000 CPU hours.

The second step, involving the transport calculation, is
computationally significantly less expensive in comparison to
DFPT + Wannier based approaches. Full DFPT + Wannier
approaches require a fairly dense post-interpolation mesh
and the consideration of millions of matrix elements contribut-
ing to transport, in order to obtain convergent results.60 This
could lead to computational challenges, such as the requirement
of higher memory nodes as well as more core hours, especially in

case of complex systems with large unit cells and low symmetry.51

In our method, the transport simulation step requires only
6300 CPU hours for both electrons and holes which is signifi-
cantly lower compared to what DFPT + Wannier methods
demand. The transport computation from DFPT + Wannier
method is expected to require around 70 000 CPU hours or even
more, depending on convergence, for only one type of carrier,
as elaborated on in our previous works.51 Thus, effectively, we
can reduce the overall computational cost by around 20 times
for full bipolar transport using our approach compared to the
full DFPT + Wannier method.51,52 (We would like to note that
we tried substantially to simulate this material (NbFeSb) using
EPW in order to compare with our results. However, achieving
quantitative convergence with EPW proved very difficult due to
the extremely fine Brillouin-zone sampling needed.) In ElecTra,
although we extract just a limited number of matrix elements
and converting them into deformation potentials, we intention-
ally concentrate on the critical transport areas, leading to a
locally concentrated grid of matrix elements. This approach
might be more beneficial than choosing matrix elements on a
sparse grid throughout the entire Brillouin zone.59 More devel-
opments in this area could lead to considerable reduction in
computational costs making it feasible to compute accurate
deformation potentials for large number of systems and even
bigger with respect to unit cell size and complexity. We also
performed AMSET12 calculations for NbFeSb and compared the
result to our ElecTra computations. We found that for this
material, the two results differ in some cases, with AMSET
predicting higher power factor compared to the ElecTra results.
AMSET derives a global deformation potential value for the
non-polar electron–phonon scattering contributions based on
the band shifts when straining the material, and thus does not
make distinction between ADP and non-polar ODP scattering.
However, in certain cases, for example if we exclude the non-
polar optical deformation potential scattering and screening
due to POP, the values obtained from AMSET and ElecTra are in
very good agreement.

4 Conclusions

In summary, we have studied with ab initio simulations the
thermoelectric transport properties and the role of the different
scattering processes in the high-performance thermoelectric
(TE) material NbFeSb. Our computation shows that at 300 K,
the POP + IIS scattering mechanisms are around twice as strong
in determining s and the PF compared to ADP + ODP for p-type
carriers, while for n-type carrier POP + IIS is five times stronger
compared to scattering from the non-polar ADP + ODP mechan-
isms, although these numbers reduce as the temperature
increases. Our calculations also suggest that the intra-valley
processes dominate in this material, owing to the strength of
IIS, POP, ADP, ODP over IVS (see Fig. 10). Screening weakens
POP and IIS for the larger DOS valence band more compared to
the lower DOS conduction band, but they still remain strong to
determine the PF (especially for n-type). We show that the peak
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PF for p-type is 11.45 mW m�1 K�2 with very good agreement
with multiple experiments. We also show that the peak PF for
the very less explored experimentally n-type case, is lower at 5.9
mW m�1 K�2. For n-type the PF peak is reached at densities
around n = 6.27 � 1019 cm�3, which are almost an order of
magnitude lower compared to where the peak of the PF in the
p-type case is reached. Still, however, although the calculated
PF values are somewhat close with the experimental values, we
show that the electrical conductivity in experiment is three
times lower compared to our calculations, while the experi-
mental Seebeck coefficients are somewhat higher. This sug-
gests that better crystallinity and reduced defects could allow
even up to doubling the PFs in certain cases. This information
offers guidance of performance optimization through selection
of appropriate doping levels.

Regarding our method, we have used an approach which
involves the extraction of deformation potentials ab initio, to
calculate scattering rates to be used in a BTE simulator. Our
method uses a limited number of matrix elements near specific
q-vectors related to intra/inter-valley scattering, which can be
chosen on a fine mesh. Crucially, by considering each q-vector
and phonon branch individually, we gain insight into the under-
lying fundamental physical processes, including intra- versus inter-
valley transitions and the strengths of each mechanism separately.
Our approach achieves ab initio accuracy, at significant computa-
tional cost reductions compared to fully ab initio DFPT + Wannier
techniques by at least 20 times due to the significantly fewer
matrix elements needed. Thus, we believe that our approach can
be extremely useful for understanding transport properties, but
can also be scalable to provide high quality training data for
further machine learning related research.

5 Methods

The electronic band structure, phonon dispersion, and elec-
tron–phonon coupling matrix elements are determined using
DFT and DFPT through the Quantum ESPRESSO package.61

The calculations employ optimized norm-conserving Vander-
bilt (ONCV) pseudopotentials within the framework of the
generalized gradient approximation (GGA) utilizing the Per-
dew–Burke–Ernzerhof (PBE) functional. The EPW package59 is
utilized to carry out Wannier function interpolation for the
electron–phonon coupling matrix elements.

For transport calculations for NbFeSb (having 3 atoms per
unit cell), a k-mesh of 81 � 81 � 81 was used. We use our BTE
simulator ElecTra for calculating the transport properties.20

The scattering rate expressions for different scattering processes
used are as follows. For ADP:

SADP
k;k0

��� ��� ¼ p
�h
DADP

2kBT

rvs2
gðEÞ (7)

where r is the mass density and g(E) is the density of states of the
final scattering state. For ODP:

SODP
k;k0

��� ��� ¼ pDODP
2

2ro
No þ

1

2
� 1

2

� �
gðE � �hoÞ (8)

where o is the dominant frequency of the optical phonons,
considered to be constant over the entire reciprocal unit cell.
No is the phonon Bose-Einstein statistical distribution and the
+ and � signs indicate the emission and absorption processes,
respectively. For IVS, a similar expression as ODP is used:

SIVS
k;k0

��� ��� ¼ pDIVS
2

2ro
No þ

1

2
� 1

2

� �
gðE � �hoÞ (9)

where o is the phonon frequency associated with the corres-
ponding inter-valley scattering processes. For POP, we use the
Fröhlich formalism as:

SPOP
k;k0

��� ��� ¼ pe2o
jk� k0j2e0

1

k1
� 1

k0

� �
No þ

1

2
� 1

2

� �
gðE � �hoÞ Ik;k0 2

� �
(10)

where e is the electronic charge, and o is the dominant frequency
of polar optical phonons over the whole Brillouin zone, which has
been validated to be a satisfactory approximation.51 k0 is the static
dielectric constant and kN is the high-frequency dielectric con-
stant. Here, Ik;k0 is the overlap integral which is given by:

Imn(k,k + q) = hum,k+q|un,ki, (11)

and is computed directly from DFT wave functions stored in the
Quantum ESPRESSO output. To account for overlaps around
the band extrema efficiently, 100 randomized k-points are
placed within a 10% reciprocal lattice vector radius. We then
compute BN2 intra-band and inter-band overlap pairs by
considering all possible initial and final k-state transitions
among these points. The values for both intra-and inter-band
transitions in the VB vary significantly in the range from 0 to 1
with an average of 0.64, and an average of the overlap squared
values, that enter the scattering rates, around 0.5. Detailed
explanation of overlap integrals is provided in the SI file. For
IIS, we use the Brooks-Herring model as:

SIIS
k;k0

��� ��� ¼ 2p
�h

Z2e4

k02e02
Nimp

k� k0j j2þ 1

LD
2

gðEÞ Ik;k0 2
� �

(12)

where Z is the electric charge of the ionized impurity (we
assume Z = 1 here), Nimp is the density of the ionized impu-
rities, and LD is the generalized screening length given by

LD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kse0
e

@n

@EF

� ��1s
, where EF is the Fermi-level and n is the

carrier density. The overall transition rate, Sk;k0
�� ��, is calculated

by combining the strength of all scattering mechanisms using
Matthiessen’s rule as:

Sk;k0
�� �� ¼ SADP

k;k0

��� ���þ SODP
k;k0

��� ���þ SIVS
k;k0

��� ���þ SPOP
k;k0

��� ���þ SIIS
k;k0

��� ��� (13)

After calculating the scattering rates, the thermoelectric
coefficients, namely the electrical conductivity, s, and Seebeck
coefficient, S are calculated as:

sij ¼ e2
ð
E

XijðEÞ
@f0
@E

� �
dE (14)
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Sij ¼
ekB

sij

ð
E

XijðEÞ
@f0
@E

� �
E � EF

kBT
dE (15)

Here, f0 is the equilibrium Fermi–Dirac distribution func-
tion, Xij(E) is transport distribution function (TDF) defined as:

XijðEÞ ¼
ð
E

tk;k0 ðEÞvij2ðEÞgðEÞ (16)

where, tk;k0 is the relaxation time (inversely proportional to the
transition rates), v(E) is the bandstructure velocity, g(E) stands
for the density of states at energy E, and i, j are the Cartesian
coordinate indexes, for which we set i = j = x).
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