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Ab initio simulation of molecular crystal regrowth
of paracetamol from solution†

Huanyu Zhou, * Giuseppe Mallia and Nicholas M. Harrison

The morphology of molecular crystals depends strongly on both

thermodynamic stability and the growth kinetics which are them-

selves dependent on the fine details of intermolecular interactions

and challenging to model with ab initio methods. Here, the combi-

nation of density functional theory with the effective screen

medium-reference interaction site model (DFT/ESM-RISM) is used

to study the fast regrowth of a form I paracetamol crystal post-

breakage, recently reported by [Bade et al., Mater. Horiz., 2023, 10,

1425–1430]. It is demonstrated that both the thermodynamic and

the kinetic factors affecting regrowth are successfully captured by

DFT/ESM-RISM with relatively low computational costs. With inclu-

sion of all the externally observed facets, the morphology predicted

from thermodynamic considerations alone is found to agree well

with observation. Deviation from this morphology is predicated

upon inclusion into the model of the fast-growing internal (010)

plane, indicating the strong influence of kinetic effects on mor-

phology. The paracetamol molecules at the surface are charac-

terised by unsaturated hydrogen bonds; the resultant strong

interaction with the solutes and the solvent significantly altering

surface thermodynamics and the structure of the near-surface

solvent. For example, the competition between ethanol and sol-

vated paracetamol molecules for the formation of hydrogen bonds

is found to reduce the growth rate due to steric hindrance. This

effect becomes less prominent for the (010) surface, which presents

no broken hydrogen bonds, resulting in a more uniform near-

surface solvent structure that facilitates surface growth. As the first

attempt to investigate the complicated solid–liquid interface of

molecular crystals, this study broadens the applicability of DFT/

ESM-RISM. The kinetic mechanisms underpinning the fast regrowth

of form I paracetamol post-breakage are qualitatively elucidated,

suggesting new strategies for efficient morphology control in

molecular crystals.

Introduction

Crystallisation is an important purification technique in the
pharmaceutical industry, where randomly distributed mole-
cules within the fluid accumulate and pack into structurally
ordered and compositionally pure crystals. This delicate pro-
cess can be influenced by thermodynamic and kinetic factors,
both of which could potentially dominate the morphology of
products and alter their properties. Practically, downstream
processes, such as milling and tableting, can largely benefit if
crystals with the desired shape and surface properties can be
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New concepts
As an important purification technique and phase transition process,
crystallisation is highlighted in the surface science and fine chemical
industries. In this study, we pioneer the use of quantum mechanics/
molecular mechanics (QM/MM) to model the crystallisation of paraceta-
mol from solution at the atomic scale, which successfully combines the
advantages of both methods to capture the critical thermodynamic and
kinetic factors underpinning the delicate and complex interactions at
solid–liquid interfaces. Mechanisms of the unique post-breakage growth
kinetics recently observed in paracetamol crystals [Bade et al., Mater.

Horiz., 2023, 10, 1425–1430] are firstly elucidated, revealing the non-
negligible influence of solvent structures during the crystallisation of
molecular crystals. The unique role of hydrogen bonds in the selection of
adsorbates and the tuning of steric hindrances of the near-surface solvent
revealed in this paper offers novel strategies for granting morphological
and process controls over crystallisation. This study is also the first
attempt to apply the density functional theory with the effective screen
medium-reference interaction site model (DFT/ESM-RISM) to investigate
surfaces of molecular crystals, which successfully broadens its
applicability and offers a prototype for future atomic-scale simulation
studies for the finer tuning of crystal morphologies.
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reliably reproduced by crystallisation. Therefore, a thorough
understanding of the thermodynamics and kinetics of crystal-
lisation is needed for a precisely controlled manufacturing, and
any unpredicted growth phenomenon might lead to costly
mitigation.1,2 It is widely observed in the growth of pharma-
ceuticals that the morphology of molecular crystals can be
sensitive to multiple environmental factors,3–6 which can be
attributed to the influence of the subtle nature of the inter-
actions in molecular crystals. A delicate balance is maintained
between the weak intermolecular interactions (e.g., van der
Waals dispersions and hydrogen bonds) and the strong intra-
molecular covalent bonds, providing substantial challenges to
both theoretical and experimental investigations.7,8

Paracetamol is a widely used and important pharmaceutical
and has become a prototype system for both process engineering
and theoretical chemistry research. Multiple factors influencing
the morphology of paracetamol crystals are reported in the
literature, including supersaturation,6 surface chemistry,9,10

milling9 and impurities.5 An unconventional growth kinetic
of paracetamol has recently been reported by Bade et al.11 The
cleaved form I paracetamol crystal was observed to restore its
original shape in saturated ethanol solution with a growth rate
approximately three times faster than that of non-cleaved
crystals. The dominating factors and microscopic mechanisms
of this so-called ‘self-healing’ phenomenon remain unknown.
Similar post-breakage regrowth phenomena of aceclofenac has
been observed by Jiang et al.12 in acetone and methyl acetate,
suggesting that this is a common phenomenon of both funda-
mental and commercial interest. It is also a particularly vivid
illustration of the peculiar nature of molecular crystals and
their crystallisation processes. Simulations at the atomic scale
provide a probe for examining the fundamental mechanisms
governing this behaviour. In recent years, ab initio simulations
based on density functional theory (DFT) have been adopted
to study a broad range of properties of molecular crystals.
Successful applications include lattice energy,13–15 vibrational
spectra16,17 and mechanical properties.18,19 However, DFT-
based morphology studies have so far been limited to vacuum
morphologies of inorganic materials such as alloys and
minerals,20–23 where stronger interactions exist, enhancing
the robustness of predictions of crystallisation morphologies
and weakening the influence of solvent effects. For molecular
crystals, simulations based on pairwise interactions and mole-
cular dynamics have illustrated the non-negligible influences
of solvent effects during crystallisation.4,24,25 The specific
mechanisms, however, are likely to depend upon the inter-
action model adopted and may not be transferred to config-
urations for which the models have not been validated.
Therefore, a predictive theory, which captures the critical
thermodynamic and kinetic processes in the growth of mole-
cular crystals and combines the predictive power of DFT with
an appropriate solvent model, would be of great value.

Explicit atomistic models of solvents such as water have
been used successfully for interfacial reactions on structurally
simple surfaces,23,26 but the computational cost makes this
approach unfeasible for molecular crystals, where, in typical

scenarios, much larger simulation cells with lower symmetry
must be modelled. Common implicit solvent models, such as
the widely adopted polarisable continuum model,27 on the
other hand, approximate the solvent as the averaged potential
field, making it difficult to simulate the kinetic phenomena
arising from non-uniform solvent structures. By iteratively
solving the DFT Kohn–Sham equation and a classical solvent
correlation function, the DFT/effective screen medium-
reference interaction site model (DFT/ESM-RISM)28–30 achieves
a balance between cost and accuracy. In DFT/ESM-RISM, the
solvent structure and orientation of solvent molecules are
implicitly described by particle distribution functions. There-
fore, a non-uniform potential commensurate with the solvent
structure arises and is applied to the electronic structure of the
solute. As a hybrid quantum mechanics/molecular mechanics
(QM/MM) method, DFT/ESM-RISM has been successfully
adopted to study highly heterogeneous and dynamic electrode
systems,31–33 where fields originating from solvation effects
and electrical potentials lead to non-negligible influences on
the thermodynamics and kinetics of solid–liquid interfaces.

In this work, DFT/ESM-RISM is adopted to elucidate the
microscopic mechanisms underpinning the recently reported
‘self-healing’ phenomenon of paracetamol crystals.11 The
monoclinic form I paracetamol crystal studied is the thermo-
dynamically most stable phase under ambient conditions and
the phase grown from saturated ethanol solution. Multiple
facets of form I paracetamol are modelled as slabs, including
the (001), (011), (110) and (20%1) facets exposed in the experi-
mental morphology4,9,10,18,34 and the fast-growing internal facet
(010).11 Surface formation energies with and without implicit
ethanol are computed and used for Wulff constructions35 to
investigate the influence of the solvent on the thermodynamically
equilibrium morphology. The structural and the electronic prop-
erties of the solvated systems are analysed to understand the
kinetic process during crystallisation. The model predicts distinct
particle and charge distributions at surface–solvent interfaces
driven by different distributions of the unsaturated hydrogen
bonds exposed on surfaces. The competition between solvent
and solute molecules at different adsorption sites is analysed to
qualitatively elucidate the dominant factor in the ‘self-healing’
phenomenon post-breakage. This work reports on the first exten-
sive application of the DFT/ESM-RISM for the simulation
of crystallisation in molecular crystals and thus broadens its
application scenario significantly.

Computational details
DFT/ESM-RISM calculation

All calculations reported in this work are based on DFT in the
planewave, projected augmented wave (PAW) method com-
bined with ESM-RISM as implemented in Quantum Espresso
7.1.30,36,37 As discussed above, the ESM-RISM method provides
a suitable balance between an unfeasible fully atomistic model
of the solvent and an oversimplified continuum model which
neglects the important molecular-scale effects near surface.
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The B86bPBE functional is used for electron exchange–correlation,
and the exchange-dipole moment (XDM) method is adopted for
van der Waals dispersion. B86bPBE-XDM has been successfully
applied in calculations of both structures and lattice energies
of molecular crystals, as reported by several benchmarking
studies.15,38–40 The B86bPBE functional is also used to generate
PAW pseudopotentials for H, C, N and O (Section S1.1, ESI†).
The kinetic energy cutoffs for wavefunctions and charge density
are set to 100 Ry and 600 Ry, respectively. A 2 � 2 � 2 k grid
generated by the Monkhorst–Park method is used to sample
the Brillouin zone of the bulk crystal. Convergence tests are
performed on both the bulk crystal and the slabs to ensure that
the adopted parameters limit the error of total energies within
1.2 � 10�4 Ry per molecule. The k grids of 2D periodic slabs
employed to model the surfaces are adapted to best match the
sampling of the bulk and are reported in Table S1 (ESI†). For
self-consistent field (SCF) calculations, the projected precondi-
tioned conjugate gradient (PPCG) diagonalisation algorithm is
used due to its robustness. The total energy per cell is con-
verged to 10�8 Ry during geometry optimisation and 10�9 Ry
during SCF total energy calculations. A full geometry optimisa-
tion is performed on the bulk crystal with energy change
between two optimisation steps smaller than 10�5 Ry per cell
and interatomic forces smaller than 5 � 10�4 Ry Bohr�1.
For slab models, convergence thresholds commensurate with
those of bulk crystal are used; the details are summarised in
Table S1 (ESI†).

The ‘Vacuum-Slab-Vacuum’ ESM method is used with the
2D periodic ‘Right-Hand’ Laue-RISM model to simulate the
solvated surfaces.30 The length of the extensive solvent region is
set to 50 Å to ensure convergence of the solvent correlation

function (Fig. 1(a)). Parameters of the OPLS-AA force field41 are
used to model the dispersion interactions between solvent and
surfaces while the implicit solvent molecules are parameterised
with the same force field.42 The temperature of the solvent is
300 K. The Kovalenko and Hiratas (KH) closure equation28 is
applied. The kinetic energy cutoff of the reciprocal space
expansion of the solvent correlation function is 400 Ry, as
recommended in Quantum Espresso.30 To simulate the com-
peting adsorption of ethanol and paracetamol in solution, the
implicit paracetamol model is parameterised with the OPLS-UA
force field to reduce computational load.43 As required by the
model, a dilute solution is used, with a paracetamol density of
0.01 g cm�3. The MOL file used in Quantum Espresso and other
ESM-RISM parameters are documented in Section S1.2 (ESI†).

Modelling

For the monoclinic form I paracetamol crystal, various space
group settings have been reported in the literature. In this work,
P121/a1 is adopted to represent the primitive cell.44 The neutron
diffraction resolved structure HXACAN13 from the Cambridge
Crystallographic Data Centre (CCDC) is referenced.45 Approxi-
mately 1% error of the optimised bulk lattice parameters against
the experimental data is achieved (Table 1).

Slabs of (001), (010), (011), (110) and (20%1) facets of form I
paracetamol are created as bulk cuts with minimal surface unit
cell and finite thickness using the optimised bulk lattice para-
meters. The GDIS software46 provides a slab cutting algorithm
that preserves the integrity of molecules crossing Miller planes
when generating slabs representing different surface terminations.
Convergence tests are performed on pre-optimised slabs to obtain
the optimal number of layers and favourable terminations based

Fig. 1 (a) The ‘Vacuum-Slab-Solvent’ model of DFT/ESM-RISM. The plane-averaged electrostatic potential is plotted to indicate 2D periodicity. The
green slashed area is the buffer region of Laue-RISM. As an example, (010) slab is used. (b) Form I paracetamol crystal grown from ethanol solution
by slow solvent evaporation.11 The internal (010) facet is indicated by the red dashed line. (c) and (d) Wulff constructions (c) without and (d) with the
(010) facet.
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on the total energy per formula. For all slabs, a vacuum layer of
25 Å is added along the non-periodic direction. The top two layers
of molecules are relaxed, while the bottom layers are fixed to
represent the bulk phase (Fig. 1(a)). Other structural parameters of
slabs are summarised in Table S2 (ESI†). VESTA47 and XCrySDen48

are used to visualise atomic structures and 3D grid data.
To characterise the influences of solvation on dielectric

properties of surfaces, the change of surface dipole moment
is computed by eqn (1):49

Dp ¼
ðz2
z1

zD�rðzÞdz (1)

The product of z and the plane-averaged charge density
difference (D�r) between ethanol and vacuum is integrated over
the surface region, whose boundaries z1 and z2 are defined
by D�r. In this work, the surface region is defined as |D�r| Z

2.5 � 10�5 e Å�3. z1 and z2 of different surfaces are listed in
Table S2 (ESI†).

Wulff construction

Wulff construction predicts the thermodynamic morphology of
a crystal by assuming that the length of a facet norm from the
geometric centre of a crystal is proportional to its surface free
energy.35 As an approximation of surface free energy (g), the
surface formation energy (Esurf) derived from total energy is
popularly used in DFT-based Wulff constructions,20–23 which
consists of the cleavage energy (Ecle) and relaxation energy (Erlx):

g E Esurf = Ecle + Erlx (2)

Cleavage energy is the energy needed to expose a facet of the
bulk. Since two surfaces are exposed simultaneously during
cleavage, Ecle is calculated as:

Ecle = (Eunrlx
slab � nEbulk)/2A (3)

Eunrlx
slab is the total energy of the unrelaxed slab. n is the

number of molecules and A is the cross-sectional area of the
slab along its non-periodic direction. Ebulk is the total energy
per formula of the bulk crystal.

Relaxation energy characterises surface relaxation due to
exposure. Since the bottom layers are fixed for all slabs, Erlx is
calculated by:

Erlx = (Erlx
slab � Eunrlx

slab )/A (4)

Erlx
slab is the total energy of the relaxed slab.

In this work, the surface formation energies of slabs in
vacuum are used to approximate the surface free energies
between solid and saturated vapor (gSV). Similarly, the surface
formation energies of slabs in ethanol are used to approximate

the surface free energies between solid and liquid (gSL). It has
been widely reported that the solvation free energy (Dmsolv) by
ESM-RISM highly depends on parameterisation of force fields
and might largely deviate from experimental data.30,50,51 There-
fore, for Wulff construction, Dmsolv of slabs solvated in ethanol
are subtracted to get their DFT total energies (Erlx

slab and Eunrlx
slab ),

which also keeps the level of theory consistent when calculating
g since entropic term is not included in Ebulk either.

Erlx = F � Dmsolv (5)

Results and discussions
Morphology prediction

Surface formation energies and their components are com-
puted and listed in Table 2. As expected for the observed
cleavage plane, the (010) surface has the lowest surface energy
amongst those computed, in agreement with the experimental
results.11 This stability originates from the packing motif of
form I paracetamol, where a corrugated network of hydrogen
bonds parallel to the (010) surface is formed. Interlayer inter-
actions perpendicular to the (010) surface are therefore domi-
nated by weak van der Waals dispersion, leading to the lower
Ecle. Differences in Erlx should be attributed to the varied
surface geometry and chemistry before and after solvation,
which is discussed in detail in the following sections.

Multiple factors may contribute to the disagreement
between the experimental and theoretical energies, including
the computationally prohibitive entropy and thermal expansion
(eqn (2)).54,55 In addition, the corrugated surface morphologies
increase the contact area between the cleaved surfaces, which is
larger than the conventionally adopted cross-sectional area.
The ratio between solvent accessible area and the cross-
sectional area was adopted to correct solvent attachment
energies,24,25,56 which, however, might not be applicable here
since RISM is based on implicit solvents. Nevertheless, one may
expect these factors only exert marginal influences and might
systematically affect all surfaces considered, which is reflected
in the fact that the experimental and theoretical rankings of gSV

and gSL agree well; this is important for morphology prediction.
For gSV:

DFT/ESM-RISM: (001) 4 (011) 4 (110) 4 (20%1) 4 (010)

Table 1 Experimental and optimised bulk lattice parameters

Source a/Å b/Å c/Å b/Å Volume/Å3

Experiment 12.667(4) 9.166(3) 7.073(3) 115.51(2) 741.2
This work 12.7681 9.0304 7.0025 114.160 736.7
% Error 0.80 �1.48 �1.00 �1.17 �0.61

Table 2 Surface energies (unit: mJ m�2)

(hkl)

Vacuum Ethanol

Ecle gSV Ref. gSV
9 Erlx gSL Ref. gSL

a

(001) 267.36 214.71 72.4 �44.31 223.04 16.78
(010) 112.59 109.00 52.1 �0.66 111.92 7.53
(011) 228.86 191.35 66.5 �29.08 199.78 13.48
(110) 197.20 178.45 54.4 �15.44 181.76 7.37
(20%1) 148.97 138.49 62.4 �7.15 141.82 11.10

a Derived from Owens–Wendt method52 and experimental data pub-
lished by Heng et al.9 and Panzer.53 Details are reported in Section S2
(ESI).
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Experiment: (001) 4 (011) 4 (20%1) 4 (110) 4 (010)

For gSL:

DFT/ESM-RISM: (001) 4 (011) 4 (110) 4 (20%1) 4 (010)

Experiment: (001) 4 (011) 4 (20%1) 4 (010) 4 (110)

In both cases, the (110) facet exhibits the greatest discrepancy
between model and observation. This reconfirms the result and the
explanations by Ristic et al.,6 that the discrepancy originates from
the unique growth mechanism of the (110) surface, where surficial
microstructures like voids dominate the growth. Influences of
thermodynamic factors such as surface energy could be marginal
in this scenario considering the large deviation from the idealised
‘layer-by-layer’ growth, stressing the necessity of studying growth
kinetics at atomic scale. In addition, origins of the morphological
instabilities of the (110) surface are discussed in detail in Section S3
(ESI†), in a similar way as presented in the main text for the (010)
surface.

The thermodynamic morphology of form I paracetamol is
predicted using Wulff construction and the computed surface
formation energies. By including only the externally observed
surfaces, i.e., (001), (011), (110) and (20%1), the morphology
predicted (Fig. 1(c)) agrees well with the experimental morpho-
logy (Fig. 1(b)). The predicted morphology is significantly
altered when including the low energy internal (010) facet
(Fig. 1(d)). However, this facet has never been experimentally
observed and rapid regeneration is reported when exposed to
saturated ethanol solution.11 This strongly suggests that the
growth of the (010) surface is dominated by kinetic factors.35,57

Further support for this proposal is provided by using the
measured gSL to produce a Wulff construction. This produces
a similar morphology in which a high surface area ratio of the
(010) facet is present, while the morphology constructed with-
out the (010) facet reproduces the observed morphology
(Fig. S1, ESI†). This leads directly to the conclusion that to
reliably predict the growth morphology, one must analyse the effect
of structural and chemical factors on different paracetamol–
ethanol interfaces and probe the kinetics of crystallisation.

Solvation of the paracetamol molecule

Molecules are the ‘building blocks’ of molecular crystals, whose
integrity remains unaffected during crystallisation. Solvation
of the paracetamol molecule in ethanol is discussed first to
understand the dominating ethanol–paracetamol interactions
during solvation. 3D-RISM, the three-dimensional periodic
version of RISM,58 is used for a paracetamol molecule solvated
in the implicit ethanol solvent. A cubic cell of 25 � 25 � 25 Å3 is
used to prevent interactions with periodic images of the solute.
The mole ratio between paracetamol and ethanol is 0.0062,
significantly lower than the solubility of paracetamol in ethanol
at 298 K.59

In Fig. 2(a) the Löwdin atomic charge difference between
solvated and gaseous paracetamol molecules is presented.
Due to solvation effects, significant charge redistribution within
the molecule is observed between atoms on the ‘upper’ and
‘lower’ sides. The amine H, which forms the NH� � �OH hydro-
gen bond in form I crystal, has the largest charge depletion of
�0.0124 e. Comparatively, the acetyl O, which is the acceptor
of the OH� � �OQC hydrogen bond, has the highest charge

Fig. 2 Difference maps of (a) Löwdin atomic charge and (b) spatical charge density distribution during the solvation of paracetamol. Yellow and blue
isosurfaces respectively denote charge accumulation and depletion regions in (b), whose values are�1.5� 10�4 e Bohr�3. Particle density distributions of
(c) O and (d) Hoh of ethanol. The isosurface value is 1.7 r/rbulk. Implicit particles plotted are labelled in the inset.
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accumulation of 0.0478 e. The spatial charge density difference
(Fig. 2(b)) agrees with the atomic charge difference. A relatively
uniform distribution of charge depletion regions is formed
around the charge depleted atoms in Fig. 2(a). The distribution
of charge accumulation region is more localised. A significant
charge accumulation region is formed around the acetyl O and
its neighbouring aromatic H, indicating the enhanced inter-
action between two atoms. The distance between two atoms is
reduced from 2.24 Å to 2.22 Å after solvation, still longer than
the typical length of hydrogen bonds. Smaller charge accumula-
tion regions are formed around the hydroxyl O, N and methyl C.
The charge accumulation and depletion regions at the CQO bond
and O–H bond show that both bonds become increasingly polar
due to solvation. The clear division between the charge accumula-
tion and depletion regions throughout the molecule increases its
dipole moment by 1.34 Debye along almost the same direction as
in vacuum (Fig. S2a and b, ESI†), indicating that solvation does
not significantly change the distribution patterns of charge and
potential across the molecule, but enhances their magnitudes.
Besides, the overall electrostatic potential of the paracetamol–
ethanol solution clearly shows the solvent screening effect, where
the induced solvent field significantly counterbalances the solute
field, reducing the overall polarity (Fig. S2c–f, ESI†).

Particle density distributions of ethanol are analysed to
understand the origin of charge redistribution and solvent
screening. In Fig. 2(c), the ethanol O atom forms an extensive
solvation shell around almost all the H atoms of paracetamol,
showing that interactions between two types of atoms induce the
widespread charge depletion near the H atoms of paracetamol.
A moderately increased concentration is observed around H
atoms of the –NH and –OH groups. In Fig. 2(d), the ethanol
Hoh atom forms discrete accumulation regions, with the highest
concentration around the acetyl and hydroxyl O atoms. Further-
more, on the side of charge depletion, the Hoh rich regions are
B1 Å outside the O rich region, which is consistent with the
typical O–H bond length and can be explained by the orientation
of ethanol molecules. Among all the particles plotted in Fig. S3
(ESI†), the highest accumulation of 8.4 r/rbulk is reported for Hoh

around the acetyl O, which significantly enhances local charge
density and induces a strong solvent potential. Comparatively,
H1, H2 and C2 form almost uniformly distributed solvation shells
around the molecule. A moderately increased density of C1 is
observed, whose pattern is similar to that of Hoh because of the
lower electronegativity compared to O. Particle distributions
indicate that the ethanol solvation shell around the paracetamol
is non-uniform and oriented, making dimers with a certain
configuration preferred and leading to a counterbalancing sol-
vent field. Among various competing intermolecular interac-
tions, the interaction between ethanol Hoh and acetyl O is the
most prominent one. Other important interactions include those
between ethanol Hoh and hydroxyl O, ethanol O and amine H,
ethanol O and hydroxyl H.

Solvation of paracetamol surfaces

According to the analysis above, solvation in ethanol induces a
significant redistribution of the charge within the paracetamol

molecule and alters its properties. Since such effect is non-
uniform and specific to certain functional groups, it is neces-
sary to investigate and compare solvation effects on different
surfaces, where various functional groups are exposed, leading
to distinct physicochemical properties. In Fig. 3(a), the plane-
averaged charge density difference between solvated and non-
solvated surfaces (D�r) reveals a significant charge redistribu-
tion on the (001) surface. D�r of (110) is slightly higher, but
comparable to those of (011) and (20%1) surfaces, while D�r of the
(010) surface is the least prominent. On the (001) surface, the
solvent electrostatic potential (Vsolv) decreases, inducing a sur-
face dipole pointing from the surface to the solution. For other
surfaces, however, backward surface dipoles are induced. Large
oscillations of Vsolv on (001), (011) and (20%1) surfaces indicate a
stronger surface–solvent interaction and the ordering of solvent
structure. Comparatively, surface–solvent interactions of (010)
and (110) surfaces are weaker, probably leading to more uni-
form solvent structures.

Spatial distributions of charge density difference (Dr) are
illustrated in Fig. 3(b), (c) and Fig. S4 (ESI†). In general, strong
and extensive charge accumulation regions form around O
atoms near surfaces, which have minimal steric hindrances
and strong interactions with solvent. Charge depletion regions
are more scattered across the exposed hydrogen bond donor
atoms and H atoms attached. The largest Dr is noticed around
atoms with unsaturated hydrogen bonds, indicating the prob-
able formation of hydrogen bonds between paracetamol and
ethanol. Interestingly, electrostatic properties of surfaces are
largely influenced by surface geometries. Dr of the (001) surface
can be divided into accumulation regions on the top and
depletion regions beneath. Therefore, a large surface dipole
change (Dp) perpendicular to the surface is induced after
solvation (Table 3). For (011), (110) and (20%1) surfaces, such
divisions are ambiguous, so D�r and Dp are reduced due to
plane-averaging. The negative Dp indicates that, overall, H
atoms dominate surface properties, which becomes electron
deficient through the interaction with the hydroxyl O of etha-
nol. The (010) surface has minimal interactions with solvent
since its hydrogen bonds remain intact. Dr shows that surface–
solvent interactions are limited around the acetyl group on the
top with much smaller amplitudes. Different from other sur-
faces, the (010) surface might have a more uniform solvent
structure across its surface due to the smaller Dr, while in other
cases, localised solvent structures parallel to surfaces might
still exist.

To learn how surface–solvent interactions affect the electro-
nic structures at the interface, in Fig. 4, density of states (DOS)
and integrated local density of states (ILDOS) of the (010)
surface are plotted. Projected DOS of the molecule M1 shows
that both the valence band maximum (VBM) and the conduc-
tion band maximum (CBM) of M1 move to slightly lower
energies. This increases the electron affinity of M1 and induces
near-surface charge depletion regions and the dipole pointing
towards the surface as previously analysed. ILDOS plots in
Fig. 4 shows that both VBM and CBM consist of p orbitals
and are similar to VBM/CBM of the form I crystal (Fig. S5, ESI†),
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which is also true for other surfaces (Fig. S6–S9, ESI†), indicat-
ing the limited interactions between surfaces and solvents in
all the cases.60 ILDOS of VBM shows that M1 has negligible
contributions due to its interaction with the solvent, and
contributions from M2 of the top layer are also reduced. ILDOS
of CBM is almost limited to M1 only, with the largest isosur-
faces around acetyl and amine groups. Due to the accumulated
charge around the top-layer acetyl O, on the (001) surface, the
VBM and CBM of the top molecule M1 are shifted to higher
energies (Fig. S6, ESI†), enhancing the peak in the valence band
and quenching peaks in the conduction band. ILDOS plots
show that the surface VBM lies in the top layer molecules, while
the CBM lies in the molecules beneath. Therefore, the solvent-
induced surface dipole pointing from the (001) surface to
solvent can be attributed to the increased valence electron
states of M1. VBM states of the top layer acetyl O merit
particular attention, as broken OH� � �OQC hydrogen bond and
weak steric hindrance might further promote the interaction
between O and ethanol Hoh, which significantly influences the

solvent structure around the paracetamol molecule (Fig. 2(d)).
CBM states increase at M2 due to the exposed hydroxyl group,
where interactions between H and ethanol O are enhanced due
to the broken OH� � �OQC hydrogen bond. (011), (110) and (20%1)
surfaces are illustrated in Fig. S7–S9 (ESI†), with detailed analysis
in Section S3 (ESI†). In all cases, moderate solvation effects are
observed around molecules near surfaces, while DOS and ILDOS
of molecules below quickly converge to bulk states. Surface
structures also have significant influences. In particular, the
exposed acetyl O brings significant local effects which might
differ from the averaged properties of surfaces.

Implicit adsorption

Besides the electronic properties of surfaces, the surface–
solvent interaction also alters the solvent structure. A highly
localised particle density distribution is expected considering
the non-uniform surface structure and chemistry. The solvation-
induced ordering of the solvent structure probably plays a crucial
role in the activation or passivation of certain adsorption sites,
leading to distinct growth rates. Therefore, particle distributions of
the implicit solvent (ethanol) and solute (paracetamol) are ana-
lysed in this section.

To illustrate the response of the entire system, the plane-
averaged distributions of ethanol and paracetamol on different
surfaces are plotted in Fig. 5(a) by summing the densities of
their constituent atoms and dividing the sum by its counterpart

Table 3 Change of surface dipole moments

(hkl) (001) (010) (011) (110) (20%1)

Dpa (�10�2 Debye) 8.90 �1.58 �3.33 �5.81 �2.53

a Oriented along z axis.

Fig. 3 (a) Plane-averaged charge density difference (D�r) and electrostatic potentials of solvent (Vsolv) and solute (Vsolu) along z axis. The grey dotted line
denotes the boundary of DFT/ESM-RISM cell. Slabs in the background denote atomic positions. Charge density differences between solvated and non-
solvated (b) (001) and (c) (010) surfaces (colour coded as Fig. 2(b)). The isosurface value is �3 � 10�4 e Bohr�3.
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in the bulk solution. As indicated by the completely overlapped
plots of pure ethanol (denoted by (p)) and ethanol in the
paracetamol–ethanol solution (denoted by (s)), the distribution
of ethanol is robust at the low concentration of paracetamol
discussed here. Surprisingly, paracetamol has higher average
concentrations than ethanol on all surfaces considered. The
highest concentration is observed on the (001) surface, appar-
ently in conflict with the observed fast growth of the (010)
surface, suggesting that macroscopic supersaturation might not
be sufficient to understand ‘self-healing’, and the molecular-level
variations of solvent structures need to be elucidated.

In Fig. 5(b), distributions of ethanol Hoh, O and paracetamol
Ho, Oh near the (010) surface are illustrated. These particles are
chosen due to their strong interactions with the acetyl and
amine groups of M1, where prominent solvation effects are
characterised by Dr and DOS/ILDOS (Fig. 3 and 4). For both
ethanol and paracetamol, strong interactions between surface
O and solution H give rise to significantly localised particle
accumulations near the surface. The similar chemical proper-
ties of ethanol Hoh and paracetamol Ho lead to competitions
around acetyl O on the top of the surface, where the larger r(Ho)
is observed. It is noteworthy that localised Ho accumulation
does not necessarily promote the growth rate, as the (010)
surface might have a nearly ideal ‘layer-by-layer’ growth due
to the parallel hydrogen bond network of form I crystals.8,61

Strong localised interactions with surface atoms might disrupt
the ordering of paracetamol molecules in solution. However,

interactions between surface H and solvent O are much weaker,
as indicated by the nearly uniform distributions of ethanol O
and paracetamol Oh across the solvent accessible surface. The
higher r(Oh) indicates that the uniform paracetamol growth
layer also has higher affinity than ethanol molecules on the
(010) surface.

For (001), (011), (110) and (20%1) surfaces, the sequence and
orientations of adsorbed paracetamol can be inferred by the
broken hydrogen bond and their positions in the bulk, since
the adoption process is largely dominated by hydrogen bonds,
as revealed by previous analysis. Therefore, it is convenient for
the ‘growth layer’ to be considered as split into individual
molecules with labels to indicate their orientations (Fig. S10–
S12, ESI†). For the (001) surface (Fig. S10a, ESI†), M2 should be
adsorbed first to form the lower OH� � �OQC bond. However,
more significant accumulations of ethanol Hoh and M1 Ho are
observed near the M2 adsorption site. The accumulation of
‘M1-oriented’ molecules causes steric hindrances for ‘M2-
oriented’ molecules near the adsorption site. In addition,
ethanol O, rather than M2 Oc, has the higher concentration
around the hydroxyl H of (001) surface, which is probably due
to the weaker steric hindrance of smaller ethanol molecules.
The case of the (001) surface reveals a dilemma of surface
growth dominated by multiple hydrogen bonds, that the
adsorption site close to surfaces is probable to induce a
stronger accumulation of adsorbates due to its larger solvent
accessible area, but it is the lower lying adsorption site that

Fig. 4 (left) Total density of states (DOS) and its projections onto the top two layers of molecules (M1–4) on the (010) surface. The corresponding
molecules are indicated by the grey dashed lines. VBM and CBM peaks integrated for the integrated local DOS (ILDOS) are marked in purple and red,
respectively. Energy is aligned to vacuum. (right) ILDOS of VBM and CBM. Energy ranges of integration are annotated below the figures.
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corresponds to the lower ‘correct’ adsorbate, if lengths and
orientations of the two hydrogen bonds are similar. To follow
the idealised sequence of adsorption, the adsorbate has to
firstly deposit at the lower site with smaller solvent accessible
area. That probably brings strong steric hindrances to the
adsorbate and limits its diffusion. This mechanism is promi-
nent for the (001) surface due to its relatively simple surface
geometry and the large distance between the hydrogen bond
acceptor (acetyl O) and donor (OH) sites. Detailed analysis of
(011), (110) and (20%1) surfaces is included in Section S3 (ESI†).
In all cases, the adsorption is influenced by steric hindrances
whose origin depends on the surface chemistry. When the
stronger OH� � �OQC hydrogen bond is broken, paracetamol
near the top prevents adsorption to the lower sites. When the
weaker NH� � �OH hydrogen bond is broken, the interaction
between ethanol and surface is stronger, making ethanol the
major contributor of steric hindrances.

Explicit adsorption

By analysing the averaged implicit particle distributions, the
adsorbate is approximated as the field near surfaces, indicating
its average orientation after equilibrium. To further inspect the
kinetic process, the energy profile of an adsorption event can
be scanned by varying the distance between the explicit
paracetamol molecule and the surface. Due to the limited
computational resource, the structural and computing para-
meters of the explicit adsorption models are slightly adjusted,

which are believed to be sufficient to capture the key features
(Section S1.2, ESI†).

The scanned adsorption energy profiles of paracetamol onto
the (010) surface are plotted in Fig. 6(a). The adsorption energy
(DE) is the total energy difference between the current system
and the one where the adsorbate is the farthest from the
surface. The minimum of DE corresponds to the equilibrium
adsorption position inferred from the periodicity of form I
crystal. This suggests that adsorption and recrystallisation are
thermodynamically favourable in ethanol solution. Near the
clean (010) surface, the larger DE of the lower M2 agrees with
the ‘idealised sequence’, reducing steric hindrances during
adsorption. The minima of DE of M1 and M2 differ by
23.40 kJ mol�1, increasing selectivity and reducing competition
between differently orientated molecules (i.e., M1 and M2). The
plane-averaged solvent structures during the adsorption of M1
and M2 are visualised in Fig. 6(b) and (c), where scenes are
compared between the equilibrium adsorption positions and
the top of energy barriers. An adsorption process with negli-
gible influences in the solvent structure is identified for the
lower M2, making supersaturation the only controlling factor.
Only the density of ethanol Hoh increases vaguely when M2 is
on the top of barrier due to its strong interactions with acetyl O
of the adsorbate, which is, however, inadequate to explain the
high energy barrier of M2. It is probable that the kinetic
diffusion of M2 cannot be fully depicted with a simple energy
barrier obtained by DFT/ESM-RISM, which describes the

Fig. 5 (a) Plane-averaged particle distributions of ethanol (p, pure), ethanol (s, solution) and paracetamol (s, solution). The grey dotted line denotes the
boundary of DFT/ESM-RISM cell. Slabs in the background denote atomic positions. (b) Particle distributions of ethanol Hoh, O and paracetamol Ho and Oh

near the (010) surface. Implicit particles plotted are labelled in the inset. Semi-transparent molecules on the right column indicate the approximate
positions of the adsorbed paracetamol. Atoms forming hydrogen bonds in adsorbates are marked by the blue dotted circle. The corresponding
adsorption site on the surface is marked by the red dotted circle.
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binding between the solute and the surface. Since solvent
molecules are not explicitly modelled with ESM-RISM, the
energy of removing the solvent between solute and surface
can only be indirectly captured with total energies perturbed
by the variations in solvent structure and, consequently, in
potential field. Although an accurate calculation of energy barriers
requires more advanced techniques, such as metadynamics,26 the
particle density distribution probed with ESM-RISM provides a
qualitative description.

Compared to M2, a non-negligible ethanol accumulation
layer between M1 and the surface is observed when M1 is
located at the equilibrium position or the top of barrier,
indicating a strong steric hindrance of near-surface ethanol.
The steric hindrance significantly limits the diffusion of M1,
while the diffusion of molecules adopting the M2 orientation is
free of it. This selective effect promotes adsorption in the
‘idealised sequence’ on (010) surface, leading to its fast growth
behaviour. In comparison, the intermediate ethanol layers are
present on other surfaces owing to the unsaturated superficial
hydrogen bonds and the resultant increase in surface–solvent

interactions, limiting their growth rates. Detailed analysis of
other surfaces is available in Section S3 (ESI†).

To understand how hydrogen bond promotes the growth of
(010) surface, the ‘step 2’ adsorption energy profile of M1 at the
presence of a pre-adsorbed M2 (M1@M2) is plotted in Fig. 6(a).
A substantial drop in DE is reported when M1 approaches its
equilibrium position, while the energy barrier is slightly
pushed outwards. The energy drop originates from the for-
mation of hydrogen bonds, suggesting that the strong interac-
tions between paracetamol overtake the paracetamol–ethanol
interactions. It also reveals that the rate-limiting step during
the growth of the (010) surface is the adsorption of M2, where
the weak van der Waals dispersions dominate and only mar-
ginal steric hindrance is imposed as previously analysed. The
most remarkable difference in particle density distributions
of M1@M2 (Fig. 6(d)) is the absence of the near-surface ethanol
layer when it is adsorbed to the equilibrium position, which
can be attributed to the completion of the hydrogen bond
network, leading to uniform surface chemistry. When M1@M2
is located on the top of energy barrier, the ethanol layer is pushed

Fig. 6 (a) Adsorption energy profiles onto the (010) surface. The z coordinate of molecular mass centre is used to indicate the position of adsorbate.
Plan-averaged solvent particle density distributions of (b) M2 and (c) M1 adsorbed onto the clean surface, and (d) M1 adsorbed at the presence of M2
(M1@M2). Labels of molecules are consistent with Fig. 4. Adsorbates at the equilibrium position (Eq.) and the top of energy barrier (Top) are analysed.
Implicit particles plotted are labelled in the inset.
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away from the surface with slightly reduced density and spatial
range, probably due to the pre-adsorbed M2. This observation is
consistent with the variations in the energy barrier of M1@M2,
indicating that the barrier might originate from repulsions
against the ethanol layers that exist between the adsorbate and
the surface.

Conclusions

Based on Wulff construction and surface formation energy,
the ESM-RISM method is successfully applied to predict the
equilibrium morphology of crystals grown from solution. This
method is proven to be sufficient to capture the critical thermo-
dynamics underpinning the growth of form I paracetamol
crystal in ethanol. ESM-RISM also exhibits its potential
in studying solvent structure and growth kinetics by solving
both the charge and particle distributions in the solvent. The
structured ethanol shell is formed around the paracetamol
molecule, which enhances the dipole of paracetamol by induc-
tion and screens the total potential. Distributions of charge and
particle densities reveal that the interaction between acetyl O of
paracetamol and hydroxyl H of ethanol dominates solvent
structures and the electronic properties of surfaces. The complex
surface–solvent interactions are probed with slab models, reveal-
ing the important influence of surface structure and broken
hydrogen bonds. Ethanol strongly interact with the acetyl O atoms
near the (001) surface, tuning its properties. Since no hydrogen
bond is broken on the (010) surface, the solvation effect is smaller
and the distribution of ethanol is more uniform. Depending on
the dominant interactions between paracetamol and solvent,
electron states of surfaces and near-surface molecules are shifted
differently. The density of occupied states increases on the (001)
surface, while the density of unoccupied states increases on other
surfaces, altering surface reactivities.

The growth of different surfaces is investigated by using two
approaches: with implicit or explicit paracetamol molecules.
Counterintuitively, neither high accumulations (B6.18 r/rbulk)
of paracetamol nor large adsorption energy (B30.08 kJ mol�1)
have been observed for the fast growing (010) surface. Analysis
elucidates that competitions among solute molecules might
exist near surfaces. In particular, near surfaces with multiple
unsaturated hydrogen bonds, paracetamol molecules in
solution tend to strongly interact with the higher and more
accessible adsorption sites, causing steric hindrances for mole-
cules to bond to the lower and less accessible adsorption sites.
Similarly, the solvent, ethanol, might also increase the steric
hindrance and screen the adsorption site. This is more promi-
nent when the relatively week NH� � �OH hydrogen bond is
broken and ethanol interacts more strongly with the surface.
Comparatively, the (010) surface benefits from the absence of
unsaturated hydrogen bond and the relatively uniform surface
chemistry. A relatively uniform distribution of the adsorbate is
observed, while the adsorption energy shows good selectivity
that promotes adsorptions in the idealised sequence, minimising
steric hindrances among adsorbates. The ‘step 2’ adsorption onto

the (010) surface reveals the substantial stabilising effect of
hydrogen bond formation and the rate-dominating step.

In summary, this study shows the delicate and complex
interplay of thermodynamic and kinetic factors during the
growth of molecular crystals. The critical role that broken
hydrogen bonds play in interactions with both solvent and
solute is highlighted by the comprehensive analysis of the
structural and electronic properties of molecule and slab
models. Based on that, the microscopic mechanism of the
experimentally observed ‘self-healing’ phenomenon is investi-
gated and analysed in detail. With the DFT/ESM-RISM method,
growth kinetics can be qualitatively assessed. To quantitively
incorporate growth kinetics into morphology prediction, DFT/ESM-
RISM based correction terms, such as attachment energy24,56 and
relative occupancy,25 can be proposed in the future to correct
surface formation energy. Methods explored here offer a prototype
for studying the evolution of crystal morphology, which would be
helpful to develop new strategies that control the shapes of crystals
during manufacturing.
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