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Simulating open quantum systems with molecular
spin qudits†
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Noise affecting quantum processors still limits quantum simulations

to a small number of units and operations. This is especially true for

the simulation of open quantum systems, which involve additional

units and operations to map environmental degrees of freedom.

Hence, finding efficient approaches for the simulation of open

quantum systems is an open issue. In this work, we demonstrate

how using units with d 4 2 levels (qudits) results in a reduction of

up to two orders of magnitude in the number of operations (gates)

required to implement state-of-the-art algorithms. We explore two

conceptually distinct families of these algorithms that were initially

designed for qubits and discuss the gate complexity scaling that

different platforms (qubit-based vs. qudit-based) offer. Additionally,

we present realistic simulations of an experimental platform based

on molecular spin qudits coupled to superconducting resonators,

where the main hardware error sources are included. We show that,

in all cases considered, the use of qudits leads to a remarkable

reduction in circuit complexity and that molecular nanomagnets

are ideal qudit hosts.

1 Introduction

The ever-growing development of quantum computers recently
allowed for public accessibility to noisy intermediate-scale

quantum (NISQ) computers.1 Now, great efforts of conceptua-
lization and implementation of efficient quantum simulations
is bringing closer the future envisioned by Feynman2 in which
we are finally able to tackle quantum phenomena which go
beyond classical computation.3 However, interaction with the
environment typical of open quantum systems (OQS) repre-
sents a double-edged sword in such applications. On the one
hand, it is the primary cause of the ‘‘noisy’’ nature of nowadays
quantum simulators, limiting the computational power of
algorithms developed on such platforms. On the other hand,
since most quantum systems of relevant interest are effectively
OQS, quantum simulators are faced with the problem of
simulating non-unitary time evolution together with the coher-
ent Hamiltonian dynamics. This represents a significant chal-
lenge, since in the digital computing paradigm the controlled
dynamics simulated by quantum computers is limited to uni-
tary quantum gates. This challenge has been met with con-
siderable theoretical developments over the last two
decades,4–15 resulting in initial experimental demonstrations
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New concepts
We propose a new point of view about the digital quantum simulation of
open quantum systems (OQS) by showcasing the potential of units with
more than two logical levels (qudits). Efficiently simulating OQS is
important for designing novel quantum technologies. We demonstrate
that qudits reduce the number of gates needed for incoherent (but
controlled) dynamics by nearly two orders of magnitude using state-of-
the-art algorithms originally conceived for qubits. This improvement
helps to bridge the gap between circuit execution times and
decoherence times in current noisy devices. We show that molecular
nanomagnets coupled to superconducting resonators are ideal materials
to implement this novel approach to quantum simulations, exploiting the
chemical tunability of molecular spin qudits combined with the ability of
superconducting resonators to wire and control them. This work opens
the door for an efficient use of molecular qudits to circumvent the poor
scaling in the number of non-local gates required to simulate OQS
exhibited thus far by qubit-based platforms and promotes the synthesis
of new molecular materials designed to provide the required number of
levels and optimal connectivity for faster circuit execution.
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on multiple qubit-based systems.16–23 In all these algorithms, an
auxiliary system, or ancilla, serves as an artificial environment
with which the target system interacts. We distinguish two main
families of techniques. The first comprises algorithms based on
Stinespring’s dilation theorem,24 where the dimension of the
ancilla system increases with the complexity of the environment
being simulated,7,10,19,21,23,25 offering a more straightforward
implementation at the cost of a larger ancilla system. The second
calls for usually more sophisticated circuits but maintains the
advantage of a small and constant ancilla register dimension
regardless of problem size.6,8,18,22,26–31

In this work, we demonstrate how the use of units with
d 4 2 levels (qudits) can significantly decrease the circuit complex-
ity for both classes of algorithms. The use of qudits to simulate
OQS was already proposed in ref. 32 to encode the degrees of
freedom of the system, but not for the environment. Here, we
show a more general study on how the use of qudits can be
crucial for hosting both the target system and the ancilla in a
wide variety of scenarios. We present a detailed implementa-
tion proposal for simulating OQS on a real platform based
entirely on molecular spin qudits.33,34 These systems exhibit
promising features for quantum computing, including long
coherence times even at high temperatures35–39 and efficient
implementation of single- and multi-qubit gates via microwave
or radio-frequency pulses.40,41 The high degree of chemical
control over their synthesis allows tailoring energy levels for
specific applications42,43 and limiting decoherence.35,44 This
chemical engineerability facilitates scalability of multi-qubit
systems with switchable interactions, achievable through mole-
cular spins alone34,42,43 or by integrating them with superconduct-
ing resonators.45–49 Importantly, molecular spin qudits—derived
from individual spin S 4 1/2 ions or low-energy multiplets of
strongly coupled magnetic ions—can reduce the number of
computational units and required gates for a given algorithm,
potentially offering computational bases more resilient to
decoherence.34 The versatility offered by molecular systems can
benefit other applications such as quantum error correction50–52

and quantum simulation of closed systems.43,53,54

Here, we demonstrate that molecular spin qudits also provide
an efficient platform for simulating OQS. For both families of
algorithms mentioned above, we demonstrate a remarkable
reduction of circuit complexity (up to two orders of magnitude)
by replacing multiple qubits with d 4 2 qudits. Specifically,
complexity is measured by the number of required single- and
two-body gates.55,56 This reduction is especially pronounced when
the target of the simulation involves multi-level systems (e.g. spins
S 4 1/2). We perform numerical simulations for the combined
coherent and incoherent dynamics of target one- and two-qubit
systems, using both algorithms, finding very good results. These
simulations are based on the blueprint of a molecular-spin
quantum processor consisting of molecular spin qudits strongly
coupled to superconducting resonators45 and include the most
significant errors related to dissipation and decoherence. These
results open the door for the integration of qudits into quantum
digital computation, enabling the efficient tackling of complex
problems where the use of qubits is inefficient.

2 Results
2.1 Qubits vs. qudits for simulating open quantum systems

We start by taking as a practical example a spin-3/2 particle
interacting with a Markovian bath. The dynamics of such an
OQS can be described by the Lindblad equation:

_rðtÞ ¼ � i
�h
H; rðtÞ½ � þ

X
k

2LkrðtÞLyk � L
y
kLkrðtÞ � rðtÞLykLk

� �
;

(1)

where H and Lk are the Hamiltonian and jump operators,
describing the coherent and incoherent dynamics of the sys-
tem, respectively, and r(t) is the system density matrix at time t.
If both H and Lk do not depend explicitly on time, eqn (1) can
be directly integrated as |r(t)i = eLt|r(t = 0)i, where |ri is
the unraveled density operator in the vector form and L is the
related super-operator.57 The Lindblad equation relies on the
Born (weak system–bath interaction), Markov (no memory of
the bath) and secular approximations.58,59 Some of the above
assumptions can fail in describing decoherence in relatively
small molecules. For instance, the Markov approximation is not
fulfilled where the nuclear spin bath is of limited size. None-
theless, the Lindblad description represents one of the simplest
and most widely used formalisms to model decoherence and
hence is an optimal starting point for investigating algorithms
on the quantum simulation of open systems. We also note that
the presented approaches could be extended also to more
complex forms of the system–bath interaction, which are not
captured by the Lindblad formalism.

The evolution given by M(t) = eLt commonly consists of
several non-commuting terms which are implemented through
a series of subsequent unitary gates on the hardware. For
instance, one could split L into the coherent and incoherent
dynamics, L = Lc + Linc. The Suzuki–Trotter approximation
allows for a simple solution to this problem by replacing
the time-evolution operator M(t) = eLt with multiple operators
Mi(t/NT) = eLit/NT which can all be translated into quantum
gates. This can be written as:

MðtÞ ¼ e

P
i

Li t

�
Y
i

eLiDt

 !NT

; (2)

where Li are non-commuting terms of L ¼
P
i

Li, Dt = t/NT

and NT is the number of Trotter steps. The larger the NT, the
smaller the error introduced by this approximation (a.k.a.
digital error), which scales as O(t2/NT

2).60 However, in NISQ
devices each gate involves an error (due, e.g., to decoherence or
imperfections in the implementation) and hence increasing NT

yields a detrimental error accumulation. The choice of NT is
therefore associated to a trade-off between digital and imple-
mentation errors. For a more comprehensive discussion on the
possible errors one may encounter in NISQ devices, we refer the
reader to ref. 23.
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Alternatively, the dynamics of the OQS can be computed at
discrete time steps through the dynamical map:

rðtÞ � E rð0Þ½ � ¼
Xr
k¼1

Ekrð0ÞEyk; (3)

where Ek are the Kraus operators at time t, satisfying the

condition
P
k

E
y
kEk ¼ I, and r is the Kraus rank or Choi rank,

such that r r ds
2, ds being the dimension of the Hilbert space.

This description is usually employed by algorithms in which
the ancilla mimics the environment, and its effect on the target
system is divided into the successive application of the different
operators Ek.19

The first algorithm we consider belongs to this family
of algorithms, in which two registers are required. The first
one contains the degrees of freedom of the target system
(for instance, the spin-3/2 with ds = 4). The second one is an
ancilla which mimics the environment and whose size grows
with the rank of the Kraus map in eqn (3). The joint coherent
and incoherent evolution (driven, respectively, by UH(Dt) = exp
[� iHDt] and by eqn (3)) can be implemented by exploiting a
Suzuki–Trotter decomposition [eqn (2)] of the associated super-
operator. The quantum circuit accomplishing this is presented
in Fig. 1(b). On the left side, the circuit originally proposed for
qubits is shown. Two qubits are needed to represent the target
spin-3/2 system, and up to 4 qubits as the ancilla to represent
the most general scenario, where the Kraus rank is maximum,
r = ds

2 = 16. The block labeled eLincDt represents the interaction
between the environment and the spin-3/2 system. The set of
Kraus operators is represented in a basis of unitary operations,

{Ui}i=0,15, such as the Pauli matrices, which are the conditional
operations applied to the target system. The weights corres-
ponding to each Kraus operator are encoded in the V and W

operations, fulfilling the condition Ek ¼
Pr
i¼0

WkiVi0Ui. Finally, a

projective measurement on the ancilla traces out the environ-
ment’s degrees of freedom, effectively applying the incoherent
channel over the target system.

The number of single- and two-qubit gates required to
implement the incoherent part of the dynamics is substantial,
as shown in the histogram of Fig. 1(b), mainly due to the
necessity of performing gates on the system qubits controlled
by the state of all the environment qubits (generalized Toffoli
gates; see the ESI†). These non-local operations are required to
mimic the entanglement of the environment to the system and
represent the main bottleneck of a qubit-based approach. This
problem is effectively overcome by using a circuit composed of
only two qudits, where a ququart acts as the target system and a
16-level qudit acts as an artificial bath. In this scenario,
entangling gates are performed between two physical units,
removing the need for non-local operations and causing a
staggering reduction in gate complexity: from O(16 000) gates
to O(800). Note that this only takes into account the block
corresponding to the incoherent part and a single Trotter step.
Therefore, this reduction becomes even more remarkable when
considering the full time evolution.

The second algorithm we consider is shown in Fig. 1(c). It is
based on the implementation of the operator M = eLt in a single
block by dilating the Hilbert space with a 4-level ancilla,27,28

regardless of the dimensionality of L. Note that, since the

Fig. 1 Quantum simulation of the dynamics of a spin-3/2 particle coupled to a Markovian bath, schematized in (a), using two different algorithms (b) and
(c). For each of these algorithms, the implementation using qubits (left circuit) and qudits (right circuit) is shown. The gate complexity associated with
each circuit is represented in the histograms as the height of each bar.
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super-operator M acts on the space of the vectorized density
matrix, the register that stores the degrees of freedom of the
target system must have ds

2 levels. We begin by expressing this
M as a sum of four unitary operators according to the following
Taylor expansion:

M ¼ lim
e!0

1

2e
Sm � Sp � Am þ Ap

� �
; (4)

where e is the expansion parameter, Sm = �S†
p = ie�ieS,

Am = A†
p = e�eA and S and A are, respectively, the Hermitian

and anti-Hermitian components of the original operator
M = S + A. Each unitary operator in eqn (4) is then implemented
on four different subspaces all initialized as |r(0)i and subse-
quently their amplitudes are summed into one of these sub-
spaces. This can be represented as

RU|r(0) " r(0) " r(0) " r(0)i = |r(t) " v1 " v2 " v3i,
(5)

where U contains all four unitary operators and R performs
linear combinations of the four density operators, effectively
summing their amplitudes into the first subspace, where |r(t)i
is finally obtained. The other linear combinations v1, v2 and v3

on the remaining subspaces are of no physical interest. Hence,
a final projective measurement to restrict to the subspace of
interest is needed. Then, the operator U can be written as the
4ds

2-sized matrix:

U ¼

Sm 0 0 0

0 �Sp 0 0

0 0 �Am 0

0 0 0 Ap

0
BBBBBB@

1
CCCCCCA
: (6)

Once again, we present the circuit that implements this
algorithm on both a qubit-based platform and a qudit-based
platform in Fig. 1(c). Note that the dimensionality of the
registers is reversed compared to the previous method [cf.
Fig. 1(b)]. Now the gate complexity is even greater than before.
This is because both coherent and incoherent dynamics are fully
included in the operation U and the matrices Sm, Sp, Am, and Ap

have a much more complex internal structure than the matrices
Ui of the previous algorithm. However, qudits enable the realiza-
tion of such operations as controlled gates between two physical
units, inducing an even more pronounced decrease in gate
complexity with respect to the first algorithm, reaching a factor
of B60. All information regarding the derivation of the gate
complexity in each scenario, as well as a more detailed descrip-
tion of each algorithm, can be found in the ESI.†

Consequently, a qudit approach not only achieves an
obvious reduction in the number of physical units in the
circuit, but dramatically cuts down the number of single- and
two-body gates required for implementation, leading to a
substantial increase in efficiency and scalability. In light of
this potential, researchers using different platforms are explor-
ing ways to extend control over their units beyond two levels.
Examples include transmons,61 trapped ions62,63 or magnetic

molecules.34 The latter could offer greater versatility in hosting
qudits, due to their ability to accommodate and coherently
control many levels, which can also offer a very high mutual
connectivity. A clear example of this is the vanadyl porphyrin
molecule,64 which hosts an S = 1/2 electronic spin coupled to an
I = 7/2 nuclear spin and could be a suitable candidate for the
16-level qudit proposed in Fig. 1.

2.2 Molecular nanomagnets as qudits

Having established that the use of qudits presents a remarkable
advantage, we now show that these algorithms can be effi-
ciently implemented on a platform based on molecular spin
qudits. Molecular nanomagnets offer a broad catalog of qudit
candidates, from complexes with electronic spin to complexes
that combine them with nuclear spins, naturally more pro-
tected from interaction with the environment. Progress has
been made in recent years to produce systems with longer and
longer coherence times even scratching the millisecond scale.35

Here we mention a few notable examples and refer the reader to
ref. 65 for a more detailed review on the subject. The Cr7Ni
polynuclear ring with ground state S = 1/2 is a very good qubit
candidate for its remarkable chemical tunability. In particular,
Ni2+ can be replaced with another divalent ion (such as Mn2+ or
Zn2+), thus changing the total spin of the ground multiplet
from 1/2 to 1 or 3/2 and making the resulting ring a potential
qudit. In addition, engineering the ligands enabled the
reduction of low-energy vibrations and the increase of the
coherence time from a few ms to 15 ms.44 Even more impor-
tantly, several rings can be combined together into complex
supramolecular structures with tailored interactions42,66,67

which can fulfill specific requirements for implementing quan-
tum algorithms. This point is important for the scheme we
propose below and will be discussed further.

Mononuclear systems based on transition metal ions
are also promising qudit candidates. For instance, the
[Cr3+(C2O4)3]3� (ref. 68) complex shows an electronic spin
S = 3/2 and coherence times of a few ms.

Moreover, molecules consisting of an (effective) electronic
spin 1/2 coupled by a strong hyperfine interaction with a
nuclear spin I Z 3/2 can encode nuclear spin qudits more
robust against noise. Examples are represented by Ln-based
mononuclear complexes such as Yb(trensal) (S = 1/2, I = 5/2)69

or TbPc2 (I = 3/2)70 and by VO compounds such as VO(TPP)
(S = 1/2, I = 7/2), which stands out for its remarkable coherence
times of up to 64 ms. VO ions have already been combined into
dimers for two-qubit gates71,72 and have demonstrated resili-
ence to decoherence even at high temperatures.37

As a first case study, we consider the case of a single spin-1/2
coupled to a depolarizing channel (DEP). This channel can be
described either through the jump operators Lkf gk¼02 ¼ffiffiffi

g
p

Sx;
ffiffiffi
g
p

Sy;
ffiffiffi
g
p

Sz

� �
, (Si = si/2 and si are the Pauli matrices) with

g = 1/TDEP, or by the set of Kraus operators Ekf gk¼03 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3p

4

r
I;

ffiffiffi
p

4

r
sx;

ffiffiffi
p

4

r
sy;

ffiffiffi
p

4

r
sz

( )
with p(t) = 1 � exp[4t/TDEP].
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This channel drives the system towards the maximally mixed state
with probability p(t): r(t) = [1 � p(t)]r(0) + p(t)I /2.

We begin by applying the algorithm described in Fig. 1(b).
As discussed in the previous section, we need a two-level system
to act as our spin-1/2 and a ququart to incorporate the degrees
of freedom of the Kraus map. The coherent part of the evolu-

tion is driven by UH(Dt) = e�iHDt, where H ¼ O
2
sx. This

Hamiltonian in conjunction with the DEP channel gives rise
to damped Rabi oscillations. The block of operations that
implements the DEP channel, labeled as eLincDt in Fig. 1(b), is
constructed from the decomposition of the Kraus operators
into unitary operators. In this case, the process is straightfor-
ward. The controlled operations Uj correspond to the Pauli
operators, {Ui} = {I,sx,sy,sz}, while the matrices V and W adjust
the weights associated with each operator. In this case,

Vi0f gi¼03 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 3p

4

r
;

ffiffiffi
p

4

r
;

ffiffiffi
p

4

r
;

ffiffiffi
p

4

r( )
and W = I. Note that in

this algorithm the ancilla register always starts and ends in the
ground state |0ia, so only the first column of the matrix V is of
interest. The remaining columns can be completed arbitrarily
as long as the unitarity condition is satisfied (for more details
on the algorithm see the ESI†).

As a molecular system to implement this algorithm, we
propose the complex schematized in the inset of Fig. 2(a). It
consists of two spins (A,B) which encode the degrees of freedom
of both the system and environment, respectively. Both are
coupled to an antiferromagnetic dimer (M, SM

1 = SM
2 = 1/2) which

provides a switch of the effective A–B interaction.43 For the here-
examined case of a single-qubit system subject to the depolariz-
ing channel, we can choose SA = 1/2 and SB = 3/2. This molecular
complex is described by the spin Hamiltonian (h� = 1):

HMOL ¼ mBB0 gAz S
A
z þ gBz S

B
z þ gMz SM

1z þ SM
2z

� �	 

þDB SB

z

� �2þDSM
1 � SM

2 þ J
X
a¼A;B

X
i¼1;2

Sa � SM
i :

(7)

Based on the brief review of possible candidates for spin
molecular qudits at the beginning of the section, a possible
realization of this architecture could be a supramolecule in
which A is a Cr7Ni ring, B is a Cr3+ in an approximately
octahedral crystal field environment and the switch is a Cu2

dimer, similar to what was proposed in ref. 66. In Hamiltonian (7),
gA

z = 1.84, gB
z = 1.98, are typical gyromagnetic ratios for Cr7Ni

and Cr3+, B0 is the external magnetic field and DB/2p = 5.2 GHz
is a typical axial zero-field splitting of Cr3+,73 which ensures that
all qudit energy gaps are well separated in energy and hence
individually addressable by microwave pulses of different fre-
quencies. Note that the zero-field splitting anisotropy term in
eqn (7) is important to make the qudit spectrum anharmonic
(i.e. with all energy gaps different) and hence allow for a
universal control of the qudit. In particular, increasing aniso-
tropy helps to mitigate leakage problems during coherent
control by faster pulse sequences. However, increasing the
gap between levels too much can lead to an increase in the
relaxation rates.74 The isotropic exchange interaction within

the Cu2 dimer and between the computational and switch units
is parameterized by D and J, respectively. We consider a regime
in which D 4 0 is much larger than both |gA

z � gB
z |mBB0 and J,

such that the eigenstates of the switch are factorized from those

Fig. 2 (a) Scheme of how the intermediate antiferromagnetic dimer
operates as an interaction switch. The A and B units only interact with
each other when the M dimer is in its SM = 1 excited state. (b) Dynamics of
the density matrix elements of a spin-1/2 particle coupled to a depolarizing
bath, simulated with the algorithm depicted in Fig. 1(b), for different natural
dephasing times T2. (c) Dynamics of the density matrix elements of a spin-
1/2 particle coupled to a depolarizing bath, simulated with the algorithm
depicted in Fig. 1(c), for different values of the expansion parameter e in
eqn (4). In both panels (b) and (c), a small inset schematically shows the
molecular complex proposed for each algorithm. (d) Gate complexity
required for the implementation of the same quantum simulation between
a molecular qudit-based and a superconducting qubit-based platform for
both algorithms (green bars correspond to panel (b) and red bars corre-
spond to panel (c)).
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of the computational units A and B. The former practically
correspond to a ground state singlet and an excited triplet (split
by the Zeeman interaction with the external field), and the
latter to the eigenstates of SA

z (|mAi) and SB
z (|mBi). To fulfill

these conditions, we consider D/2p = 30 GHz, J/2p = 0.2 GHz,
and B0 = 700 mT. We also assume a difference in the compo-
nent of the g-factors along the direction of the microwave
pulses DgCu,x = 0.2, as could be obtained with orthogonal
orientations of Cu2+, while gM

z = 2.1. Note the value for D/2p
was chosen to keep the pulses needed to implement two-qudit
gates in the microwave regime, although it can be considered
rather small for some experimental realizations of the Cu2

dimer.66 With this choice, we define the computational sub-
space within the singlet ground state of the switch. As long as
the switch is frozen in this subspace, the two units A and B are
effectively decoupled. Then, entangling gates between A and B
can be performed simply by exciting a transition of the dimer M
conditioned on the states of the other spins. A basic scheme of
this process is shown in Fig. 2(a). The idea is to apply two
consecutive p pulses between the logic subspace (corres-
ponding to the ground state of the dimer with SM = 0) and
the auxiliary subspace (excited state of the dimer with SM = 1)
for only a specific state of A and B. This generates entanglement
between the A and B units equivalent to the application of a Cj
gate (see ref. 43 and the ESI† for details). The phase j is
controlled by the phase difference between the two pulses.

For the projective measurements required on the ancilla, we
consider the coupling of the molecular complex to a super-
conducting resonator, described by Hr = ora

†a, with a† (a) being
the bosonic creation (annihilation) operator for the photons
and or its resonant frequency. The full Hamiltonian that
accounts for the physical hardware reads

H ¼ HMOL þHr þ 2G aþ ay
� � X

a¼A;B
Sa
x : (8)

The last term in eqn (8) accounts for the coupling between
the two molecules acting as registers in the algorithm and the
resonator. The origin of this coupling lies in the Zeeman effect
between the magnetic field generated by the resonator (assum-
ing its relevant component is along the X-axis, perpendicular to
the quantization axis Z) and the angular momentum of each
spin. The bare coupling G is expected to reach values up to
G = 100 kHz making use of nanoconstrictions in the inductor line
in order to confine and increase the photon magnetic field,75,76

whereas the effective coupling (including the matrix element of the
spin excitation) can be further enhanced with molecular engineer-
ing to take advantage of high spin systems.45

Projective measurements are conducted by bringing the
resonator (initialized in its vacuum state with no photons) into
resonance with a transition of the molecule and detecting a
possible photon emission. The emission of a photon indicates
that the system was in the excited state of the corresponding
transition.45 Photons can also be exploited to mediate the
interaction between distant molecules, thus implementing
switchable qubit–qubit entangling gates and hence granting
scalability. In particular, an efficient implementation of the

molecular-spin quantum processor focused in the simulation
of OQS includes local units composed by a system and an
environment qudit, whose interaction can be rapidly turned on
and off by an interposed molecular switch (such as the dimer).
The effective coupling between these units is then mediated by
the resonator (see the simulations discussed below).

Fig. 2(a) shows the results of the simulations made for this
implementation. These are obtained by numerically integrating
the Lindblad equation for the hardware density matrix (see the
ESI†), including the sequence of pulses needed to implement the
gates, as well as the main sources of errors. These are repre-
sented by pure dephasing of the molecular spins, parameterized
by time T2, and photon loss of the resonator, with a rate of
or/2pQ, with Q being the quality factor of the resonator. We plot
the evolution of the ground state population, r00, as well as the
coherence, |r01|, of the two-level system as a function of the
relative time t/TDEP for different values of the natural decoher-
ence time of the molecules, T2. The total pulse sequence lasts
between 1.8 ms (t/TDEP = 0.25) and 2.58 ms (t/TDEP = 2.0), and
hence even a short T2 = 10 ms gives reliable results. Note that in
this particular example, due to the symmetry of the problem,
NT = 1 suffices to exactly reproduce the joint dynamics. As can be
seen from Fig. 2(c), even in the simpler case of simulating the
dynamics of a spin-1/2, the reduction in gate complexity com-
pared to a qubit-based architecture remains significant. For a 3-
superconducting-qubit circuit, the application of 142 � 4 native
operations (RZ, SX, X, CNOT) is required, according to Qiskit’s
transpiler at its highest optimization level.77 In contrast, our
proposed platform allows the implementation of the exact same
dynamics with just 10 microwave pulses (see the ESI†).

We now demonstrate the versatility offered by the molecular
design with the implementation of the second algorithm pre-
sented in the previous section, shown in Fig. 1(c). Once again,
we consider the dynamics of a single-qubit Hamiltonian,

H ¼ O
2
sx, under the effect of a DEP channel. To implement

both the degrees of freedom of the target system’s density
matrix and the auxiliary ancilla, we use two ququarts. Conse-
quently, we opted to utilize the same molecular hardware
described by Hamiltonian (7), where the spin-1/2 of unit A is
replaced by another spin-3/2. The only parameters that differ
from the previous implementation are gA

z = 1.96, gB
z = 2.00,

B0 = 600 mT, DA/2p = 3 GHz, and DB/2p = 5.2 GHz. In Fig. 2(b),
we show the results for the simulated dynamics as a function of
different values for the e parameter. This parameter has impor-
tant consequences for the physical implementation of the
algorithm. On the one hand, a large e value leads to an
erroneous approximation. On the other hand, small values of
e require a high precision in the readout, because the final state
populations have to be re-scaled by a factor 1/2e [cf. eqn (4) and
the ESI† for more details]. For that reason, in order to assess
the resilience of the algorithm to different values of e, we have
not considered the presence of decoherence in the molecules
for these simulations (T2 - N). Remarkably, we find that the
validity of the approximation for the eLt operator remains
acceptable up to values of e = 0.4.
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Although the scaling in the ancilla register for this algorithm
is favorable compared to the other shown in Fig. 1(b), the main
bottleneck lies in the implementation of the Sm, Sp, Am and Ap

unitaries. To implement the 2-ququart gates, we have followed
the decomposition algorithm of ref. 61, making use of the
natural controlled-Rz gate implemented in our hardware (see
the ESI†). The implementation of these 4 operations in our case
requires a total of 96 microwave pulses, which compares very
favorably with 2016 native operations for a circuit composed of
4 superconducting qubits, according to Qiskit’s transpiler (see
the ESI†). Additionally, 96 pulses are still sensibly less than the
142 operations required to implement the previous algorithm
on a qubit-based quantum simulator (Fig. 2(c)). Although this
method requires almost ten times more pulses than the other
to simulate the same dynamics on molecular qudits, keep in
mind that here there is no need for Trotter decomposition,
which could give an advantage for cases requiring a large
number of Trotter steps. In contrast, this second algorithm is
limited by scalability. Indeed, to simulate the dynamics of N
particles with spin S, we would need to implement 4 unitary
operations acting on the entire ds

2-dimensional Hilbert
space conditioned by the state of the ancilla ququart, being
ds = (2S + 1)N. This could introduce a significant overhead in
the number of operations, despite having a smaller ancilla
dimension, since it requires an all-to-all connectivity between
the units of the circuit. Still, since the size 4ds

2 of the whole
needed space rapidly grows with the size ds of the target system,
this method greatly benefits by incorporating additional levels
through molecular qudits.

At this point, it should be emphasized that there are simpler
molecular complexes which could substitute the proposed
qudit–dimer–qudit structure at the expense of more complex
pulse sequences. For instance, replacing the dimer with a
single spin would result in a less efficient switch (leading to a
residual second-order qudit–qudit coupling even when the
switch is ‘‘off’’) but simpler on the synthetic side, with exam-
ples already available.78 On the other hand, there are other
schemes exploiting a different type of switch, such as a redox-
active unit that can change its spin state upon oxidation.79

Finally, the simplest option from a chemical synthesis point of
view would be that of molecular nanomagnets consisting of
permanently coupled A–B dimers (i.e., without the interposed
switch). This structure could already fit the proposed imple-
mentation for both algorithms. For the present scheme, in
which scalability of the register is ensured by coupling indivi-
dual units with resonators, this would only require E2–4 times
more parallel pulses for single qudit gates, whereas A–B entan-
gling gates would reduce to a single pulse.80 As a result, no
significant change is expected in the overall duration of the
circuit. Suitable spin qudit dimers already exist,81–83 thus bring-
ing our scheme closer to an experimental implementation.

2.3 Scaling

To conclude, we simulate the dynamics of a dimer composed of
two interacting spin-1/2 particles, each coupled to a DEP
channel, demonstrating the favourable scaling to higher-

dimensionality problems of our platform based on molecular
spin qudits coupled to superconducting resonators. The inter-
action considered follows the transverse-field Ising (TFI) model,
described by the target Hamiltonian

H = Jsz
1sz

2 + hx(sx
1 + sx

2), (9)

where each si
a (a = x, z, i = 1, 2) represents the corresponding 1/2-

spin operator. In Fig. 3(a), we show a scheme of the hardware
for the proposed quantum simulator. Each spin coupled to its
environment would be encoded in an Ai–dimer–Bi complex (as
detailed above), while the interaction between different units is
mediated by the resonator. The entanglement between units A1

and A2 is generated by the protocol described in ref. 45, where
resonant photon absorption and emission is employed to
implement a controlled phase gate (see the ESI†). To address
the different resonance frequencies required by this protocol,
we tune the resonator’s resonance frequency through SQUID
loops,45 as shown in Fig. 3(a). The quantum circuit describing
the implementation of the algorithm, shown in Fig. 3(b), con-
sists of NT Trotter steps, each including both coherent and
incoherent evolutions. Each block of gates used to simulate
incoherent dynamics (grouped in UDEP) is the same as the one
presented in Fig. 1(b), while the coherent part is described by
the sequence of unitaries Uzz = e�iJsz

1sz
2t and Ux = e�ihxsxt.

Fig. 3(c.1–4) show the results obtained for several values of
the different parameters. The Hamiltonian parameters J and hx

have been set to J = �2hx, hx = 1 (where the Trotter approxi-
mation is more critical). Moreover, to show the validity of the
proposed physical implementation, both the molecular deco-
herence time T2 and the resonator quality factor Q have been
fixed to values compatible with real devices [cf. ref. 45]. Finally,
results are presented for two different intensity regimes of the
DEP channel. Panels (c.1) and (c.3) illustrate the dynamics of
the total magnetization, hsz

1 + sz
2i, and the correlation function,

hsz
1sz

2i, over a characteristic time of TDEP = 15. In contrast,
panels (c.2) and (c.4) show the behavior of the same observables
at TDEP = 5, reflecting a stronger interaction between the system
and the environment. We note that satisfactory results are
obtained from T2 Z 50 ms and Q Z 106. A more exhaustive
analysis of the effect of noise on our simulations is reported in
Fig. 3(d). We studied the fidelity F between the density
matrices produced by our protocol, rsim, and that expected by
the exact Trotter evolution (black solid lines in panels (c.1–4) of
Fig. 3), rth, for hxt = 2.5 (gray line in panels (c.1) and (c.3) of
Fig. 3) and TDEP = 15. This metric is defined as

F ¼ Tr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rsim
p

rth
ffiffiffiffiffiffiffiffi
rsim
pq� �2

; (10)

with 0 r F r 1.84 The dependence of F on T2 and Q is shown
in Fig. 3(d). We note that T2 limits much more than Q the
maximum fidelity attainable, but reasonable values of both
parameters ensure a good fidelity. It can be seen that for
T2 4 40 ms and Q 4 2 � 105 a fidelity higher than 0.95 is
systematically obtained. We finally note that the effective spin–
photon coupling considered for the simulations presented in
Fig. 3(c) and (d) is 1 MHz. This can be achieved34,45 starting
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from a bare coupling of 100 kHz and encoding of the two
logical levels needed for the spin-1/2 target particle in the two
lowest |m| states of an S = 10 molecule (such as Fe8 or Mn12),
which would provide a further enhancement of one order of
magnitude.

As a last note, we estimate that the simulation of these same
dynamics using the second algorithm would result in a pulse
sequence incompatible with the available decoherence rates
and photon loss in our experimental platform, as well as
beyond the computational resources at our current reach.

3 Conclusion

In summary, we have investigated two conceptually distinct
algorithms that align with the current state of the art in the
field and extended them to a qudit-based architecture. In this
context, it has been analyzed how, in the current era of noisy
devices, algorithms that prioritize the use of additional units in
exchange for shallower circuits (as in Fig. 1(b)) may be more
advantageous. This is in contrast to more sophisticated algo-
rithms that require deeper circuits (as in Fig. 1(c)), which often
exceed the available coherence times in current systems but will
become crucial in the fault-tolerant era. We have demonstrated
that the use of systems with d 4 2 levels largely narrows the gap

between circuit execution times and system decoherence times.
This is achieved by reducing the number of required operations
to be implemented in all considered cases, reaching a reduction
of almost two orders of magnitude in some scenarios. To this
end, we have shown through realistic simulations that molecular
spin qudits are ideal candidates for the implementation of qudit-
based codes due to their natural ability to host many accessible
levels and their chemical engineerability. In Section 2.2, we have
shown that even the simulation of a simple spin-1/2 OQS can
benefit greatly from the use of qudits, reducing the gate com-
plexity by a factor of 10. Moreover, with execution times of less
than 3 ms, we consider that the first experimental proofs of
concept could be realized in the near future. Furthermore, in
Section 2.3, we have explored the next steps to be taken in order
to simulate more than a single particle by exploiting the scal-
ability offered by superconducting circuits. Through detailed
simulations (see Fig. 3(d)), we have shown that the prevailing
noise levels needed to obtain satisfactory results even for these
advanced quantum circuits are not beyond the scope of what
should be expected in the near future for these platforms (spin
decoherence times T2 4 40 ms and photon loss through the
resonator quality factor Q 4 2 � 105).45 However, work still lies
ahead to find compounds that meet the coherence and control
requirements outlined in this work.

Fig. 3 (a) Schematic design of the physical hardware to simulate the dynamics of two spins A1 and A2 coupled to artificial environments B1 and B2. The
resonator, characterized by a bare frequency or, enables entanglement between units A1 and A2, as well as performing projective measurements on
ancillas B1 and B2. The SQUID loop allows for shifts Dor in the bare or to address the different excitation frequencies required. (b) Quantum circuit to
simulate the transverse field Ising model in the presence of a DEP channel for two 1/2-spins. (c) Simulation results for different characteristic times of the
DEP channel and decoherence times of the molecular hardware. The time evolution for the total magnetization is shown in (c.1) and (c.2) and that of the
two-body correlator in (c.3) and (c.4). Different lines show the numerical solutions considering the Trotter decomposition (black line with open dots),
absence of the environment (grey solid line) and exact solution of the joint dynamics (dashed line). Different markers represent different decoherence
times T2 and resonator quality factors Q. The gray vertical line in panels (c.1) and (c.3) indicates the operating point for which the fidelity in the next panel
has been calculated. (d) Fidelity F calculated using eqn (10) between the density matrix obtained after our pulse sequence and the expected one after the
exact Trotter evolution for hxt = 2.5 and TDEP = 15, plotted as a function of T2 and Q.

Communication Materials Horizons

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
M

ar
ch

 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/2

2/
20

26
 8

:3
4:

00
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4mh01512f


3926 |  Mater. Horiz., 2025, 12, 3918–3928 This journal is © The Royal Society of Chemistry 2025

Nonetheless, the results regarding the reduction of the gate
complexity presented in this work are applicable to any plat-
form capable of implementing and coherently controlling
systems with more than two levels. Similarly, we consider that
the use of qudits can be beneficial for any OQS simulation
algorithm, such as the one presented in ref. 23, where the
ancilla grows with the number of jump operators, or the
Sz.-Nagy algorithm,22,30 where the action of each Kraus opera-
tor is simulated in parallel and combined classically in the
post-processing. In the latter case, although the required
ancilla is a single two-level system, the use of qudits can reduce
the number of non-local operations to be implemented by
using fewer units to store the same amount of logical levels.

As a final note, we believe that this work serves as a call to
join efforts between the physics and the materials science
community towards the design of devices that allow for the
implementation of advanced quantum algorithms to efficiently
study crucial phenomena such as the dynamics of open quan-
tum systems.
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