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Open-space microfluidics as a tool to study
signaling dynamics

Maude Proulx, a Pierre Clapperton-Richard, a Laurent Potvin-Trottier, b

Alisa Piekny b and Thomas Gervais *acde

The temporal dynamics of cell signaling are a crucial way for cells to regulate their transcriptional targets

and consequently may heavily influence cell responses. Improving our understanding of signaling dynamics

is important for drug treatments targeting specific signaling pathways. However, studying signaling

dynamics requires multiplexed, time-sensitive experiments. Here, we use an open-space microfluidic

device, the microfluidic display, which enables liquid delivery from above a surface, forming defined and

stable confinement zones without enclosing samples into a chip. A device with rapid reagent switching (<7

seconds) and 6 independent confinement areas is first designed. Using this platform, we study the Notch

pathway in engineered C2C12 cells to display constitutively active Notch receptors upon which we force

highly controlled time-dependent modulation patterns by delivering time-varying doses of the Notch

inhibitor DAPT. We replicate previous findings on Notch activation with our methodology by confirming

the Notch-regulated gene Hes1 is upregulated for short Notch activation pulses, while Hey1 required

sustained activation. We confirm a previously observed regime switch from Hes1 to Hey1 dominance

between 2 h and 3 h of activation. Finally, by varying signal pulses while keeping dose constant in six

independent experiments performed simultaneously, we further show the upregulation of the Hes1 gene

for multiple short pulses, while Hey1 activation depends on duty cycle length. These results highlight

microfluidic displays as a valuable tool for systems biology, enabling multiplexed, high temporal resolution

stimulation of signaling pathways.

Introduction

Signaling is fundamental for cells. It allows them to
communicate with one another and adapt to environmental
cues, regulating processes such as proliferation,
differentiation and apoptosis. Signaling events occur when a
ligand binds to a receptor, leading to a cascade of
biochemical reactions that control the function of proteins
for gene expression, among other outputs. It is now well
established that the signaling dynamics, i.e. the temporal
profile of the signal, contain information that can be decoded
by cells to modulate their behavior.1–3 Many signaling
pathways lead to changes in cell fate, which are determined
by signaling dynamics. For example, the tumor suppressor
p53 may lead to cell senescence or transient cell cycle arrest

and DNA repair depending on the pulsatile or sustained
nature of its expression.4,5 Changes in the dynamics of the
nuclear factor Nf-κB discriminate gene targets,6,7 and
different ERK dynamics may lead to different cell fates.8,9

These findings emphasize the importance of understanding
signaling dynamics.

In recent years, several techniques have emerged to study
how cells decode dynamic signals, motivated by the need for
precise temporal activation of pathways and increased
experimental throughput.10 Among them, microfluidic systems
have been highlighted as an appealing technology to control
and study signaling dynamics, as they allow close control of
liquid handling and experiment automation. There is indeed a
long-standing interest in systems biology applications for
microfluidics to precisely control culture conditions.11 For
example, microfluidic chips were used to study the relation
between the signaling oscillations of Notch and Wnt in mouse
embryos,12 to investigate the effect of noise in the Nf-κB
pathway,13,14 and to look into signaling pathways involved in
neural stem cell development.15 However, a main drawback in
the adoption of microfluidic systems to study signaling
dynamics is how working inside small channels or chambers
might complicate the manipulation of samples. This
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complicates their access and retrieval, making both everyday
handling and biological assays more tedious than in traditional
Petri dishes and well plates.

Open-space microfluidics offers an alternative to classic,
closed-channel systems.16 This change of paradigm removes
the need for physical walls to confine fluids, instead
operating from above and creating confinement areas on an
open surface in a contact-free fashion, thereby enabling the
processing of large surfaces in well plates and Petri dishes. A
notable open-space technology is the microfluidic probe
(MFP), a device with two channels respectively guiding an
injection and an aspiration flow.17 The MFP design could be
compared to a closed-space microfluidics device with a sole
channel, as fluid is confined to a single zone. While the MFP
may facilitate sample handling, it lacks the parallel
architecture that many classic microfluidics systems provide,
and expanding the number of test conditions requires careful
scanning systems of the device across the surface. This
results in significant losses of time resolution, which
constitutes a critical factor to study cellular dynamics.

Some of us (T. G.) have developed a theoretical and
experimental framework to guide the design of static
multiplexed open-space microfluidic devices, named
microfluidic displays, that create distinct confinement areas
above a surface.18 Reagents can be pulsed in each
independent confinement area with their own spatiotemporal
signature, thus multiplexing several experiments in a single
culture dish. Their potential for drug screening using cancer
cell models has previously been demonstrated.19

Here, we design an open-space microfluidic architecture to
be used for the first time ever in the context of systems biology.
As a first proof of principle, we apply it to study the dynamics
of the Notch pathway. Notch is a ubiquitous, highly conserved
pathway which plays a fundamental role in tissue development
and homeostasis in varied cellular contexts.20 Dysregulations of
the Notch pathway can lead to diseases, and its role in different
cancer types is also well established.21–23 Notch functional
outcomes are varied, yet all ligand–receptor interactions result
in the release of the Notch intracellular domain (NICD),
implicating other mechanisms for encoding information.
Notably, signal dynamics have been shown to play a role in
Notch signaling outcomes in several biological contexts. The
periodic expression of Notch signaling targets, such as
transcription repressors from the Hes family, is crucial for the
synchronization of the signaling pathways network that
regulate early development.24 Expression dynamics of the Hes/
Hey family of transcription repressors regulate targets involved
in the differentiation of muscle cell progenitors, playing crucial
roles in myogenesis.25 It also has been demonstrated that
Notch can dynamically discriminate between ligands, showing
selective gene expression in response to differences in
upstream signals.26 A better understanding of the mechanisms
of signal decoding could help us understand the wide range of
functions that Notch plays a role in.

In this study, we first design and characterize a
microfluidic display system capable of streaming six

completely independent spatiotemporal signal trains to a
surface with transition times in the order of seconds. The
Notch response in a mouse myoblast cell model is then
characterized for both dose and frequency response in a
single step using hybridization chain reaction in fluorescence
in situ hybridization (HCR-FISH). We test our experimental
results with a mathematical model and find that signal
dynamic plays an important role in Notch-mediated
downstream gene expression.

Theory
Notch signaling and dynamics

Notch is a contact-dependent (i.e. juxtracrine) signaling
pathway. In mammalian cells, Notch acts via five canonical
ligands: delta-like ligand (DLL) 1, DLL3, DLL4, Jagged1, and
Jagged2 and four receptors (Notch1–Notch4). In
transactivation, the ligand of the sender cell will interact with
the Notch receptor of the receiver cell. This binding leads to
the receptor being cleaved by ADAM10 (A Disintegrin and
Metalloproteinase 10) and gamma-secretase, which releases
the Notch intracellular domain (NICD).20,27 The NICD
translocates to the nucleus where it forms a complex with
RBPJ-κ (Recombination Signal Binding Protein for
Immunoglobulin Kappa-J) and MAML (Mastermind Like),
promoting the transcription of target genes (Fig. 1a).20,27,28

Interestingly, the ligands interact promiscuously with the
receptors, resulting in the intracellular release of a similar
NICD. Yet, there is a wide range of cellular responses. Using
engineered cell lines, a study has shown that distinct ligands
can activate distinct genes through the same receptor.
Specifically, DLL1 activated Notch1 in a pulsatile manner
while DLL4 activated Notch1 in a sustained manner (Fig. 1a).
These signaling dynamics resulted in expression of Hes1 for
DLL1 and Hey1 for DLL4, resulting in opposite results in
MyoD expression, a promoter of myogenesis. Indeed, the
roles of Hes1 and Hey1 in myogenesis regulation are
increasingly characterized, although their action mechanisms
remain elusive. Hes1 overexpression in C2C12 cells does not
appear to inhibit myogenesis.29 On the other hand, Hey1
expression inhibits myogenesis in the same cell line.30 In an
in vivo experiment, Nandagopal et al. (2018) have found that
the selective expression of Hes1 or Hey1 promoted or
inhibited myogenesis in chicken embryos, respectively.26

These findings highlight the important role of Hes1 and
Hey1 in myogenesis, and their ability to cause distinct
phenotypes within the same cell line.

While previous experiments have shown that controlling
directly the length of expression of the NICD resulted in
distinct Hes1 vs. Hey1 regime, it remains unclear whether a
series of pulse could specifically activate Hes1, and at which
duty ratio the expression program would switch to Hey1. To
begin to address this question, we used previously-generated
C2C12 cells stably expressing the Notch1 receptor with a
truncated extracellular domain (C2C12-ΔECD).26 In these
cells, Notch1 receptor signaling is constitutively active and
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can be turned off via adding DAPT, a drug that inhibits
gamma secretase-mediated cleavage. In this study, the
C2C12-ΔECD cells were cultured by default in media
containing 10 μM DAPT to inhibit NICD release from the
truncated receptors. Notch signaling was therefore triggered
inversely, by flowing in DAPT-free media with spatiotemporal
precision using our microfluidics system (Fig. 1b). This
approach permitted us to reveal how differences in dynamic
Notch1 signaling lead to distinct biological responses.

Multipoles and microfluidic displays

We and others have previously developed a complete theory
of 2D open-space microfluidics to describe flow and transport
in open-space systems to enable function-driven
design.17,18,31–33 Briefly, when the gap between the
perpendicular channels' apertures and the treated surface is
sufficiently small, a Hele-Shaw flow cell is formed at low
Reynolds numbers (Fig. 2a).34 An analogy between the flow

field and electrostatic fields can hence be formed. An
aperture subject to an injection flow rate (Qinj) corresponds
to a positive charge and an aperture subject to an aspiration
flow rate (Qasp) to a negative charge, making openings under
this framework microfluidic “poles”. Consequently,
streamlines are mathematically analogous to electric field
lines around charges in two-dimensional space, and the flow
profile is fully determined analytically (Fig. 2b). Under this
formalism, the MFP is a microfluidic dipole, while more than
two apertures form a multipolar regime. If we define the ratio
α = Qasp/Qinj, when α > 1, we observe hydrodynamic flow
confinement in all regions of space where this criterion holds
(Fig. 2c). To address the transport problem, the 2D
convection–diffusion equation can and has been solved for
the MFP.32 When using a multipolar configuration, complex
representation of the flow profile may be applied, and
conformal mapping is used to precisely describe the
concentration profile in and around the confinement areas
for any planar 2D flow geometries.35

Results and discussion
Design of the microfluidic display

We first sought to identify the optimal geometry to achieve
precise spatiotemporal control of reagent delivery. The
selected configuration is rotationally symmetric (hexagonal),
forming a microfluidic “flower” pattern in which the reagent
content of its six “petals” can be individually addressed with
independent reagent doses and arbitrary stimulation
frequencies (Fig. 2b and c). At the head of each petal is an
injection aperture, and at the center is a shared aspiration
aperture. The device has seven channels in total. This
geometry minimizes the number of apertures by using the
central aperture as a waste collector for all petals
simultaneously, providing very steady and fast switching
reagent delivery.

The selection of design parameters, such as the height of
the gap (G) between the microfluidic display and the surface,
and the distance between an injection aperture and the
aspiration aperture (r, for the petal radius) were set based on
scaling laws and relations described previously (see also SI
section I, Fig. S1 and S2, Table S1).18,32 The device was then
conveniently fabricated using 3D printing (Fig. 2d).36 Fluid
delivery to the microfluidic display is ensured by
programmable syringe pumps.

Next, we experimentally validated the transition timescale
between the “on” and “off” states of the device. This
transition period refers to the time it takes for the fluid of a
fully formed petal to be aspirated by the central aperture
(Video S1). When Qinj and α increase, the transition time
decreases.32 We gathered videos for different values of α (1.3,
1.5 and 2.0) and Qinj (0.4 μL s−1, 1.0 μL s−1, 2.0 μL s−1) and
measured the difference between the frame showing the
lowest fluorescence intensity and the frame showing the
highest fluorescence intensity (FI) (Fig. 2e). The filming rates
were of 1 frame per second. We confirm that transition time

Fig. 1 Notch signaling pathway. (a) Dynamic ligand discrimination in
the DLL–Notch1 axis of signaling. When DLL1 binds the Notch1
receptor, the pathway is activated in transient pulses, promoting the
transcription of Hes1. When DLL4 instead binds Notch1, the pathway is
activated in a sustained fashion, promoting the transcription of Hey1.
(b) C2C12-ΔECD cells from Nandagopal et al. (2018).26 The truncated
Notch1 extracellular domain results in NICD release, circumventing the
necessity of ligand-binding for gamma-secretase cleavage to occur.
The DAPT molecule is used as an inhibitor of gamma-secretase
activity, thereby inhibiting NICD cleavage.
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decreases with both Qinj and α. We find for α = 1.3 and Qinj =
0.4 μL s−1, the transition time is around 7 seconds, the
highest transition time measured. This temporal resolution
is superior to the switching resolution achieved by
conventional automated liquid handlers and is ideal to study
Notch pathway dynamics, where signaling effects occur on
the timescale of minutes to hours.

Reagent delivery and cell viability

First, spatial control and inter-petal dosage were assessed by
delivering DNA dye (Hoechst 33258) to C2C12 cells with the
microfluidic display while keeping the reagent dose delivery
constant for each petal (see SI, section II, Fig. S3a). The
staining pattern created by the microfluidic display matched
what was expected, showing negligible fluidic variability
between experiments and no cross talk between petals (Fig.
S3b). Moreover, only two statistically significant differences
(petal 1–petal 6 and petal 3–petal 6) were found in the inter-
petal comparison of fluorescence intensity (Fig. S3c). We next
asked whether these two statistically significant differences
were due to the use of the microfluidic display or whether

they could be attributed to intrinsic differences in Hoechst
staining. When comparing the FI between cells stained with
our device and cells stained manually, we find no
significative difference in the mean variance (Fig. S3d). Thus,
we attribute the observed inter-petal differences in intensity
to variability in Hoechst staining, which could be due to
factors like difference in cell cycle progression (e.g.,
condensed DNA in mitotic cells have higher intensity) and
cell size, rather than to variations in the dye concentrations
delivered by our device.

Second, we verified the linearity over time of reagent dose
delivered by the microfluidic display. DNA dye was delivered
to C2C12 cells in a pulsatile fashion. Inter-petal dosage varied
according to different duty cycles (Fig. 3a), where the first
petal (P1) received a continuous stream of dye, and the last
petal (P6) received the smallest dosage. We found that
fluorescence intensity linearly correlated with the dose of
DNA dye delivered to each petal, which increased with duty
cycle (Fig. 3b and c).

An important consideration when using microfluidic
displays is that a continuous flow stream is required to
maintain confinement areas, which induces shear forces.

Fig. 2 Experimental set up and device configuration. (a) Schematics of microfluidic displays operation. Automated reagent flow through the
device's channels is ensured by programmable syringe pumps. The gap (G) is 100 μm. (b) Theoretical streamlines at Qinj = 1 μL s−1. The ratio of
aspiration flow rate and injection flow rate (α) is 1.5. (c) Experimental pattern formed by a fluorescein salt solution. The distance between the
center of the aspiration channel and the center of an injection channel (r) is 1.15 mm. Scale bar = 500 μm. (d) Photograph of the 3D printed and
assembled device. Scale bar = 1 cm. (e) Observed filmed transition times (ton) according to the injection flow rate Qinj and ratio α. No videos were
filmed for α = 1.3, Qinj = 0.4 μL s−1. Error bars represent the standard deviation on different time measures. When no error bars are present, ton
represent measures for a single video.
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We aimed to maintain shear stress under 1 Pa to
minimize impact on cell growth and viability.37 For an
injection flow rate of 1 μL s−1, calculations from the
theoretical model describing shear stress in a Hele-Shaw
flow gives maximum forces of 1 Pa over 50% of the
display area (Fig. 3d).32 We evaluated the resulting impact
of using microfluidic displays on cell viability by exposing
C2C12 cells to a continuous flow rate of 1 μL s−1 for
durations up to 90 minutes. In each biological repeat, two
petal duplicates were evaluated (Fig. 3e). Cell death was
then measured with propidium iodide (PI) and early-stage
apoptosis was detected with annexin V-FITC.38 Overall
viability for cells not exposed to flow (96.93%) was similar
to the viability of cells exposed to flow for 30 min
(96.28%) and 60 min (96.46%) and decreased slightly for
cells exposed to flow for 90 min (93.95%). For cells
exposed to a 0.5 μL s−1 flow rate, viability rates remained
high across all durations (see SI section III, Fig. S4). To
prevent any cell viability decrease in C2C12 cells, a final
operating injection flow rate of 0.4 μL s−1 and a α ratio
of 1.3 were selected for our Notch dynamics investigations
and therefore should not affect normal cell survival. We

note that the criterion of keeping shear stress under 1 Pa
should be adapted depending on the cell type. For
instance, circulating malignant cells have been shown to
demonstrate high viability under fluid shear stress
compared to primary epithelial cells under flow rates of
250 μL s−1, which corresponds to a flow rate ≈100 times
higher than the aspiration flow rate of our device.39

However, in stem cells, shear stress may more strongly
affect their differentiation and viability.40 In this case, a
compromise between high transition times and low shear
stress should be reached.

Moreover, an injection flow rate of 0.4 μL s−1

corresponds to 1.4 mL of injection media consumed
per hour, which is higher than volumes typically
consumed in microfluidic devices. When working with
expensive reagents, reagent consumption is a factor that
should be taken into consideration when designing
experiments with microfluidic displays, which still have
the advantage of parallelization and automating
manipulations. When critical, reagent consumption may
be minimized by lowering the injection flow rate and
increasing the α ratio.

Fig. 3 Microfluidic display validation in cell biology (a)–(c) DNA dye (Hoechst 33258) delivery to C2C12 cells. (a) Hoechst was administered at a
frequency of 1 pulse every 3 minutes, with doses varying in duty cycles of 16.67%, 33.33%, 50.00%, 66.67%, 83.33% or 100%. Conditions are
labelled according to petals (petal 1, P1–petal 6, P6). The petal is “ON” when the corresponding syringe pump is active and the petal is formed,
exposing cells underneath to injection media with Hoechst. The petal is “OFF” when the syringe pump is inactive, and the petal is not formed. Qinj

= 0.4 μL s−1, α = 1.5. (b) Fluorescence in C2C12 cells nuclei underneath corresponding petals. Scale bar = 500 μm. (c) Mean fluorescence intensity
in each petal according to corresponding duty cycle. (d) Analytical shear stress map for an injection flow rate of 1 μL s−1, α = 1.5. (e) and (f) Viability
assay on C2C12 cells. (e) The cells were exposed to continuous flow for periods of 30, 60 or 90 minutes at an injection rate of 1 μL s−1, α = 1.5.
Injection media contains Hoechst 33258. Red nuclei represent dead cells marked with PI. Green cells show apoptotic cells marked by annexin
V-FITC. Scale bar = 500 μm. (f) Cell viability according to exposition duration to a continuous flow. Control cells were placed in the same
incubator, without exposition to the microfluidic display. Error bars represent standard error from biological duplicates.
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Microfluidic display validation to study Notch signaling
dynamics

Subsequently, we sought to validate the use of the
microfluidic display to stimulate the Notch pathway
chemically. We delivered DAPT-free injection media to
C2C12-ΔECD cells for periods ranging from 30 minutes to 4
h with the microfluidic display, resulting in pulses of release
of the NICD (Fig. 4a). To assess the impact of continuous
flow on basal Hes1 and Hey1 expression, cells in the first
petal (P1) were exposed to a continuous stream of media with
10 μM DAPT and compared to cells outside the active (P)
regions of our display. After 4 h, the microfluidic display was
removed from the treated well and cells were fixed for further
processing. HCR-FISH was applied to quantify Hes1 and
Hey1 mRNA expression in single cells,41,42 allowing
visualization of individual mRNAs as fluorescent dots
(Fig. 4b). We note that the extra fluorescence in the nuclei in

the Hes1 channel is caused by spectral overlap with the H2B-
mCherry reporter in C2C12-ΔECD cells. However, we
calculated that the measured Hes1 signal is 2.5 standard
deviation (σ) above the mean fluorescence intensity (FI) of
the nuclei, which shows that the FI difference is great
enough for accurate Hes1 quantification (see SI section IV,
Table S2, Fig. S5 and S6 for further quantification of the
mCherry signal).

For both Hes1 and Hey1 expressions, no significant
differences were found in mRNA dots counted from HCR-
FISH for cells in P1 and cells similarly exposed to DAPT but
without flow (see SI, section V, Fig. S7). Thus, the
microfluidic display does not affect the basal expression of
Hes1 and Hey1. For the six durations tested, Hes1 expression
was the highest for 1 h of DAPT removal and decreased for
longer durations (Fig. 4c). For Hey1, mRNA expression slowly
increased with the duration of DAPT removal (Fig. 4d). While
no statistically significant differences were found across Hes1

Fig. 4 Microfluidic display validation for Notch signalling studies. (a) Notch activation of C2C12-ΔECD cells was ensured by delivering media
without DAPT with the microfluidic display. Cells underneath each petal were exposed to DAPT removal pulses for durations ranging from 0 h (P1)
to 4 h (P6). The petal is “ON” when the corresponding syringe pump is active and delivering injection media without (0 μM) DAPT. (b) Fluorescence
micrographs of mRNA expression following 1 h (P3) and 4 h (P6) of Notch activation. Scale bar = 50 μm. *The mCherry reporter in C2C12-ΔECD
cell construct bleeds through the Hes1 imaging channel, causing the nuclei to appear fluorescent. (c) and (d) Hes1 and Hey1 mRNA expression.
Fold change is calculated over the mean of the No act. condition (P1). (e) Ratios of Hes1 and Hey1 mRNA expression fold change. N = 3, error bars
represent SEM, *p < 0.05, **p < 0.01, ***p < 0.001.
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and Hey1 responses (p = 0.0528 and p = 0.0658 for Hes1 and
Hey1 respectively, one-way ANOVA), these trends match those
observed by Nandagopal et al. using the same cell line.26

Similarly to the previous study, we observed a lower fold-
change in Hey1 expression compared to Hes1. These results
demonstrate that microfluidic display and HCR-FISH in the
same dish could replicate what was found previously using
multiple well plates with RT-PCR.

Because Hes1 and Hey1 play different roles in cell
differentiation and were previously shown to be responsive
to different signal dynamics, we measured the ratio of
Hey1/Hes1 fold change to determine if there is a regime
where Hes1 and Hey1 are individually dominant.26,43–45 We
found that indeed, mutually exclusive regimes of expression
exist, and that a switch from Hes1 to Hey1 dominance

occurs between 2 h and 3 h of activation (Fig. 4e). These
results provide further evidence that Notch signaling
temporal dynamics can have an impact on cell fate.26,46

Pulsatile activation of the Notch pathway

We next evaluated if a series of pulses could still activate
Hes1 specifically, and at which duty ratio the gene
expression would switch to Hey1 (Fig. 5a). We hypothesized
that multiple pulses of NICD would still activate Hes1, and
that when the pulses become close to each other (i.e. high
duty cycle), Hey1 expression would increase. The Hes1/Hey1
gene circuit appears to be tuned to be responsive to pulses.
However, at a certain point, pulses will be so rapid that they
won't be distinguishable biologically from continuous

Fig. 5 Pulsatile activation of C2C12-ΔECD cells. (a) Pulsing the Notch1 pathway of C2C12-ΔECD cells with high frequencies should induce a
regime switch in cells. (b) 15-Minute pulses of media without DAPT with frequencies ranging from 0.75 pulse per h to 3 pulses per h were delivered
with the microfluidic display. Cells under P1 and P6 were respectively exposed to 10 μM DAPT and 0 μM DAPT. (c) and (d) Resulting Hes1 and Hey1
mRNA expression over the No act. (P1) condition. (e) Ratios of Hes1 and Hey1 mRNA expression fold change. N = 3, error bars represent SEM, *p <

0.05.
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activation. We therefore expect to see an optimum at certain
frequencies. To investigate this possibility, DAPT-free media
was delivered to C2C12-ΔECD cells with the microfluidic
display in 15 min pulses with frequencies ranging from 0.75
pulses per h to 3 pulses per h (Fig. 5b). Cells were fixed at
4 h and Hes1 and Hey1 mRNA expression were assessed
with HCR-FISH.

Hes1 mRNA expression was strongly upregulated for all
pulse trains (0.75 pulse per h to 3 pulses per h) (Fig. 5c).
Surprisingly, even the highest pulse frequency (3 h−1) resulted
in induction of Hes1. Hey1 mRNA expression increased with
the duty cycle (Fig. 5d), as would be expected if Hes1 was
sensitive to pulses and Hey1 to the length of the activation.
One of the impacts of activating Notch with multiple and
close-in-time pulses is that NICD levels remain higher, which
may be making the Hey1 levels appear more homogeneous
due to the slower response of Hey1 to signal inputs. While
no statistically significant changes in mRNA fold changes
were observed (p = 0.2063 for Hes1, p = 0.9293 for Hey1),
when calculating the ratio of Hey1/Hes1 expression, we found
the ratio started trending higher at 3 pulses per h and
reached statistical significance for the continuous signal
(Fig. 5e). Here, the changes in expression ratios are driven
mostly by fluctuations in Hes1 expression, as Hey1 levels
appear relatively constant for higher doses (P4–P6 in Fig. 5b).
We note that the gene expression profile for Hes1 displays
the same bell-shaped curve from Fig. 4c. While our results
are consistent with the hypothesis and previously reported
results26 that Hes1 is induced by pulses of NICD while Hey1
is responsive to sustained signals, we cannot however exclude
the possibility that the total dose during that 4 h time
window is the main driver of gene selectivity.

We next delivered DAPT-free media pulses with the same
total duty cycle (1 h or 3 h) but delivered either in a single
pulse or in multiple pulses (see SI, section VI, Fig. S8). We
find no significant difference in Hes1 expression based on

the Notch activation modality. Although Hey1 expression
increases for 1 h distributed with multiple pulses, Hes1
remains the dominant gene expressed for this duty cycle. We
additionally compared Hes1 and Hey1 mRNA expression for
repeated conditions and duty cycles across all experiments
and find no further statistically significant difference (see SI,
section VI, Fig. S9). These results further support that Hes1 is
upregulated by shorter duty cycles and pulsatile activation of
Notch, while Hey1 expression increases with signal duration.

Modeling Notch-mediated Hes1 and Hey1 expression in
C2C12-ΔECD cells

As the last step in our investigation, we developed a model of
signaling dynamics, integrating interactions between NICD,
Hes1 and Hey1 dynamics to investigate whether these
interactions align with our experimental results. We first
established a gene circuit describing the interactions of
interest (Fig. 6a).47 We factored in the previously reported
autorepression of Hes1 transcription, Hes1 repression of
Hey1 transcription, and Hey1 repression of Hes1
transcription.48–50 Based on this network, a set of seven
ordinary differential equations was established to describe
the changes in Hes1 and Hey1 mRNA and protein expression
according to different NICD inputs (see SI, section VII, for
the equations and underlying assumptions, and Table S3 for
the variables lists). The model parameters and their value
were found in the literature or estimated from our
experimental data (see SI, section VII, Table S4). The
repression by Hes1 and Hey1 proteins were modeled as Hill
functions.51 Moreover, we considered a basal transcription
rate for Hes1 and Hey1 mRNA in the absence of NICD (kB
and kD, see Table S5). Indeed, in our DAPT removal
experiments, Hes1 and Hey1 mRNAs were observed in cells
exposed to 10 μM DAPT (Fig. S10), allowing us to quantify
baseline mRNA expression. Lastly, we considered

Fig. 6 Model of Hes1 and Hey1 Notch1 induced expression in C2C12-ΔECD cells. (a) Network topology. n, m and p letters refer respectively to
nuclear mRNA, mature mRNA, and protein. (b) mRNA and protein fold change for a continuous NICD signal (NICD = 1 ∀ t). mRNA expression fold
change represents total mRNA (e.g. hes1n + hes1m) over the total mRNA concentration at equilibrium (initial condition hes1eq, see SI, section VIb).
Protein expression fold change represents the number of protein (e.g. Hes1) over the concentration at equilibrium. Marks (x) represent
experimental data points displayed in Fig. 4c and d. (c) Hey1/Hes1 fold change ratio of mRNA and protein expression for sustained activation. Marks
(x) represent experimental data points displayed in Fig. 4e.
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transcriptional delay by differentiating between non-mature
(nuclear) mRNA (hes/hey1n in Fig. 6a) and mature, functional
mRNA (hes/hey1m in Fig. 6a). The initial calibration revealed
that the model is relatively insensitive to the hill cooperativity
coefficient within reported ranges52 and delays in
transcription, amplitude-wise (data not shown).

With this reductionist approach, we found that Hes1 and
Hey1 mRNA expression after continuous DAPT removal
(DAPT = 0 ∀ t, t ∈ [0 h, 4 h]) match those we and others
observed experimentally (Fig. 6b).26 Hes1 and Hey1 protein
expression closely follows mRNA with a 30 minute delay,
which falls within the range of previously reported delays for
Hes1 expression.48 Moreover, when calculating the ratio of
Hey1/Hes1 expression, we found that the ratio begins to
increase after the 1 h time point and is higher after 2 h
(Fig. 6c). This is consistent with our findings on the mutually
exclusive expression of Hes1 and Hey1.

With the same circuit, we evaluated Hes1 and Hey1 mRNA
expressions, following pulsatile DAPT removal at different
frequencies (see SI, section VII, Fig. S11a). The Hes1 expression
profile we obtained (Fig. S11b) does not correspond to the bell
shape we observed experimentally at Fig. 6c, which is the only
result that our model does not faithfully reproduce. Indeed, the
modeled levels of Hes1 are lower as they rapidly converge
towards the Hes1 levels at 4 h for the continuous activation.
For Hey1, we found that pulsatile activation slightly increased
expression (Fig. S11c), concurrent with our experimental
results. For frequencies as low as one 15-minute DAPT removal
pulse per hour, we observe Hes1 mRNA expression trends that
match those of the continuous activation (see Fig. S12a).
However, our experimental data show a prominent difference
between the long single-pulsed and short multiple-pulsed
signals. In our model, NICD half-life is the sole determinant
between the “sustained” and “pulsatile” Notch activation
regimes. Therefore, if the NICD half-life is close to the pulsing
interval, the Hes1 curve will match the sustained activation
curve (Fig. S12b). However, a short NICD half-life (e.g., 5
minutes) reduces Hes1 expression below our experimental
observations and contradicts the reported NICD stability53 (Fig.
S12c). This suggests that additional factors modulate the
differential response to pulsatile vs. sustained Notch signaling.
In Drosophila melanogaster (fruit flies), Notch-mediated
transcription has been observed to be a highly dynamic and
probabilistic process.54 This could affect the transcription
dynamics of Hes1 and Hey1. Nonetheless, this simple
regulatory network has been sufficient to recapitulate with
accuracy the majority of the key mRNA expression trends we
observed experimentally (Fig. 4c–e and 5d). Elucidating the
kinetics and target-specific features of Notch-mediated
transcription will be essential for refining such models.

Conclusions

In this work, we provide a framework for automated chemical
stimulation of signaling pathways. Our tool enables the
delivery of multiple independent treatments in a single

culture dish for easy sample retrieval. Theory-guided design
enabled the quick characterization and accurate prediction of
confinement zones. The microfluidic display did not affect
cell viability when exposed to continuous flows for up to 1.5
h and had no crosstalk between confinement areas despite
fast switching rates of reagent (t < 7 s). A final injection flow
rate of 0.4 μL s−1 and an aspiration to injection flow rate ratio
of 1.3 were selected as operating parameters for Notch
dynamics experiments, as they constituted a compromise
between shear stress and increased temporal resolution.

With the microfluidic display, we were able to reproduce
and extend prior work showing dynamics-based signal
discrimination.26 We found that both single pulses and series
of pulses induced Hes1 expression, while Hey1 expression
depended on the total dose of NICD during our experiment.
We observed a mutually exclusive regime transition around a
duty ratio of 50% during our 4 h experiments, where Hey1
expression would gradually increase and start to dominate
for single pulses. For multiple short pulses of activation,
Hey1 levels were more homogenous for duty cycles >50%. To
further confirm that signal dynamics, and not total dose of
NICD is the main driver of gene targets selectivity, future
experiments could attempt to transform a Hey1 dominant
signal (4 h continuous), into a Hes1 dominant signal while
keeping the total dose constant (e.g. 4 × 1 h pulse separated
by 3 h). In this paper, we focused on testing different signal
frequencies and duty cycles while keeping the timing of
pulses constant in each figure. The choice of synchronizing
the pulse at the beginning of the cycle rather than at the end
may have had an impact on the level of Hes1 observed for
highly spaced-out stimulations (e.g. P2 and P3 in Fig. 5b) as
the Hes1 gene is known to peak around 1 h after
stimulation.26

The methodology provided in this study is compatible
with microscopy and single-cell analysis. It could also be
used with most live-imaging techniques. Potential challenges
would include keeping cells at constant temperature,
accounting for the fact that the presence of the display
prevents transmitted light imaging, and stabilizing pH within
the culture. By using an incubator mounted on an
epifluorescence microscope as we did, we believe these
challenges could be addressed in a straightforward manner.

One advantage of the “flower” configuration is the
independent control of each injection channel with a
minimum number of apertures, allowing us to test 6
conditions at once, and the fast-switching rates between “on”
and “off” states. However, microfluidic displays have the
potential to be highly multiplexed, expanding the number of
dynamic conditions tested on a single surface to the
hundreds. Notably, we have previously designed a 3D printed
microfluidic display capable of confining fluids in up to 144
independent areas where switching between reagents was
achieved with external valves and manifolds.55 The on-chip
integration of those components to the microfluidic displays
will rally both the advanced time-resolution and the
multiplex configuration required in fluid handling to study
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cell signaling dynamics. Integrated microfluidic display
fabrication should be facilitated by the advance of ultra-high
resolution 3D printing. Here, with a simple six-condition
microfluidic display, we were able to perform dynamic
stimulation of the Notch pathway in a highly compact and
automated manner. Moreover, microfluidic probes have been
thoroughly designed to achieve local FISH visualization on
cell monolayers56 and tissue sections,57,58 significantly
improving FISH probes incubation time due to constant
perfusion. While HCR-FISH was executed with traditional
pipetting methods in this study, open-space microfluidics
tools can be applied for extensive FISH methods and have
the potential to automate fluid handling, from cell
stimulation to assessing cell response.

Finally, targeting the dynamics of signaling networks has
been identified as the next frontier in pharmacological
treatment in Notch and other pathways.59 Microfluidic
displays are conveniently compatible for integration in a drug
testing workflow. By enabling the automated and multiplexed
chemical stimulation of cells, microfluidic displays hold
promises for advancing fundamental discoveries in signaling
dynamics eventually leading to applications in drug
development.

Experimental
Microfluidic displays design and fabrication

Displays were modeled by computer aided design in CATIA
V5 (Dassault Systèmes) and fabricated by stereolithography
(SLA) 3D printing on the Asiga PICO2HD 27 printer with
Pro3dure GR-1 black resin (Proto Products) for imaging. 0.06″
Tygon ND-100-80 tubes (United States Plastic Corporation,
Lima, USA) were assembled on the device with a UV sensitive
resin (DecorRom). The procedure is described thoroughly in
Brimmo et al.36 The stl file is available in the SI.

Device operation

The flow-through of microfluidic display channels was
controlled by Nemesys syringe pumps (Cetoni GmbH) using a
custom LabView program. For long duration experiments (i.e.
multiples hours), an alternating two-pumps system was used
along with a switching valve, in order to continuously
aspirate waste media. Thus, when the first aspiration syringe
is full, the valve is actioned to switch canal, and the syringe
is now pushed to be emptied in the waste collector.
Simultaneously, the second syringe begins to aspirate the
waste media.

Theoretical flow lines, shear stress and Reynold's number
maps

Streamline maps were generated analytically by applying
the source superposition principle to the flow profile
solution for the microfluidic dipole.18,32 Shear stress
and Reynold's number maps were calculated for a
Hele-Shaw flow as described in Safavieh et al.32

Heatmaps and flow profiles were generated in Matlab
R2023a (Mathworks).

Quantifying transition time

Flow visualization was ensured using 1 μg ml−1 fluorescein
salt (Sigma-Aldrich) diluted in dH2O. The microfluidic display
was immersed in dH2O in 35 mm Petri dishes with a 14 mm,
1.5 glass coverslip (Mattek). Videos were recorded in
fluorescence microscopy (excitation channel: 469 nm) with a
Zeiss Axio Observer inverted microscope, in the Zen Pro
software with the ORCA-Flash 4.0 camera (Hamamatsu).
Transition times were measured from the video frames
between the lowest and highest fluorescence intensity.

Cell culture and handling

C2C12 and C2C12-ΔN1ECD (C2C12 + pb-CMV-TO-hN1DECD-
T2A-H2B-mCherry26) cells were generously provided by
Michael Elowitz (California Institute of Technology). C2C12
cells were cultured in DMEM (Sigma-Aldrich) complemented
with 20% FBS (Sigma-Aldrich). C2C12-ΔN1ECD cells were
cultured in DMEM with 20% FBS, 10 μM DAPT (Thermo
Scientific Chemicals), 300 μg mL−1 Hygromycin B Gold
(Invivogen). Cells were thawed in media 1 week prior to their
use for experiments and grown in an incubator at 37 °C with
5% CO2. They were passaged every 2–3 days at ∼80%
confluency with trypsin-EDTA (Sigma-Aldrich).

Microfluidic display operation for cells

The day prior to experiments, cells were seeded with
complete media in #1.5 glass bottom 6-well plates (Mattek),
previously coated with 5 μg ml−1 bovine plasma fibronectin
(Sigma-Aldrich), to reach 80–100% confluency. Microfluidic
displays and tubing were soaked in 70% EtOH for 1 h then
dried to prevent contamination. Prior to use, reagents were
pre-heated to 40 °C and channels were flushed with 70%
EtOH to avoid bubble nucleation, then rinsed with PBS. The
microfluidic display was operated in a Zeiss Axio Observer
microscope in the incubation chamber at 37 °C. Culture
media was swapped with imaging media, consisting of
reconstituted DMEM without sodium bicarbonate (Sigma-
Aldrich), 2% FBS, 25 mM HEPES (Sigma-Aldrich), 1%
penicillin/streptomycin (Fisher Scientific). This imaging
media was also the base for the injection media in which of
0.1 μg ml−1 fluorescein salt was added for flow visualization.

DNA staining assays

Injection media supplemented with 2 mg ml−1 Hoechst
33258 (Fisher Scientific) was delivered to C2C12 cells with
the microfluidic display. To quantify spatial control and
inter-petal dosage, cells were exposed to Hoechst 33258 for
20 min with the microfluidic display (Fig. S3a). A 35 mm, 1.5
glass bottom Petri dish (MatTek) of cells was stained
manually with 2 mg ml−1 Hoechst 33258, and cells in 18
randomly selected regions were imaged to assess intrinsic
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variability in fluorescence intensities following Hoechst
staining (Fig. S3d). Cells were imaged directly after using
fluorescence microscopy with the Zeiss Axio Observer with a
5× objective in fluorescence microscopy (excitation channel:
385 nm). Images were stitched in the Zen pro software. The
experiments at Fig. 3 and S3d were done in triplicates.

Quantification of cell fluorescence

Cell nuclei were segmented with a Matlab Watershed
algorithm. The number of cells per petal and their
corresponding intensity in a defined area was extracted,
excluding fluorescence-saturated cells. To assess inter-petal
variability (Fig. S3a–c), the mean of the FI per petal was first
calculated:

MeanPetal ¼
PncellPetal

i¼1
Fluorescence

ncellsPetal

The overall mean intensity across all petals was then
calculated:

Mean6Petals ¼
P6

i¼1
MeanPetal ið Þ

6

The mean fluorescence intensity per petal (Meanpetal) was
normalized with respect to the mean fluorescence intensity
across the 6 petals (Mean6petal) (Fig. S3b). For the pooled
comparison with the manually stained cells (Fig. S3d), each
mean was also centered around 0:

I′ ¼ I − Ih i
max Ið Þ − min Ið Þ

Fluorescence intensity for varying-dose experiments
(Fig. 3a–c) were normalized with respect to the mean
fluorescence intensity of cells underneath P1.

Viability assays

Injection media supplemented with 0.5 μg ml−1 Hoechst
33258 was delivered to C2C12 cells with the microfluidic
display for 3 selected durations (30 min, 60 min, 90 min).
Two petals were used for each duration. After 90 min, cells
were incubated at 37 °C for 45 minutes. They were then
stained for 15 minutes with 10 μg mL−1 propidium iodide
(PI) (Sigma-Aldrich) and annexin V-FITC (20 μL per 100 μL
buffer, Biotium). Cells were imaged using fluorescence
microscopy with the Zeiss Axio Observer with a 5× objective
(excitation channels: 385 nm, 469 nm, 555 nm for imaging
Hoechst, FITC and PI, respectively).

Viability quantification

Cells were counted using a Matlab Watershed algorithm
according to Hoechst 33258 signal. Early apoptotic (green
channel) and dead (red channel) cells were identified

manually and considered dead. Cellular viability was
assessed by:

V ¼ nLiveCells
nTotalCells

Notch dynamic activation

C2C12-ΔN1ECD cells were seeded at a concentration of 300000
cells per well in a 6-well plate with a 14 mm, #1.5 glass
coverslip (MatTek) between passages 3 and 7 after thawing to
ensure high-quality imaging. Culture media was swapped with
imaging media supplemented with 10 μM DAPT. Injection
media (0 μM DAPT) supplemented with 0.1 μg mL−1 fluorescein
salt was delivered to cells for the desired Notch activation
duration with the microfluidic display. Here, fluorescein salt
was used to ensure flow visualization and record the petals
positions on the microscope stage. Cells in petal 1 were
exposed to control media (injection media supplemented with
10 μM DAPT) for the duration of the experiment. Cells were
fixed with fresh 4% formaldehyde diluted in PBS and
permeabilized overnight at −20 °C in 70% ethanol.

HCR-FISH

DNA probes (50 pmol) were obtained from Integrated DNA
Technologies and resuspended in 50 μL H2O to make a 1 μM
stock. HCR-FISH was performed according to Molecular
Instruments' protocol (HCR RNA-FISH protocol for
mammalian cells on a chambered slide). Briefly, after
fixation, cells are incubated overnight with probe sets specific
to the target RNAs. Metastable fluorescent HCR hairpins are
after incubated with the probes. These bind to an initiator
sequence on the probe, leading to fluorescence amplification.
16 nM of probe was used and incubated with amplifiers for
50 minutes to ensure single molecule detection.

mRNA imaging

C2C12-ΔN1ECD cells were imaged with a Zeiss Axio Observer
using Zen Pro software and a 63×, 1.4 numerical aperture
objective immersed in oil with a ORCA-Flash 4.0 camera
(Hamamatsu). mRNA was imaged by collecting z-stacks (0.29
μm thickness). Hes1 fluorescence was imaged at 555 nm with
85.0% light intensity and 200 ms exposition time. Hey1
fluorescence was imaged at 630 nm with a 40.0% light
intensity for 300 ms.

Hes1 and Hey1 mRNA quantification

mRNA quantification was done using a Matlab (Mathworks)
algorithm. Cells were segmented manually and an intensity
threshold for each channel was set to count mRNA
fluorescent dots. mRNA dots for Hes1 and Hey1 were counted
for each cell. For Hes1 mRNA quantification, if the mCherry
signal in the nuclei was saturated and impaired the mRNA
count, the cell was disregarded.
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Signal-to-noise ratio in the Hes1 channel

The mean dot fluorescence intensity was calculated in a
representative sample of our Hes1 fluorescence micrographs
with a custom Matlab code that applied a mask to the dots
detected by the dot counting algorithm (see previous section).
The mean nuclei intensity, standard deviation and maximum
intensity were calculated in ImageJ. The z-score (number of
standard deviations above mean) of our detected signal above
the noise threshold was used to determine the likelihood of a
false positive:

z ¼ Idots − Inucleið Þ
σ

where Idots is the mean dots fluorescence intensity, Inuclei is

the mean nuclei fluorescence intensity and σ is the mean
intensity standard deviation in the nuclei. A z-score above 2
corresponds to 0.95 confidence.

Notch signaling model

The Notch signaling model was developed as described in SI,
section VII. Ordinary differential equations were solved in
Matlab R2023a using the ODE45 solver.

Statistical analysis

Across all statistical tests, a significant difference was found
when the pvalue was inferior to 0.05.

To assess the difference in fluorescence intensity between
petals (Fig. S3b), the mean of each petal for a single DNA
staining experiment, was compared with a student t-test. The
difference in variance between the control and the petals was
also assessed (Fig. S3d). The distribution for six petals from
three different experiments was pooled, and the variance of
the group was compared to the distribution for the 18
selected regions of the control. A Fisher's variance equality
test was used.

Notch activation experiments in C2C12-ΔECD cells were
done in triplicates. First, the mean mRNA dot count for the
control condition (cells under P1) is calculated:

MeanP1 ¼
P

mRNA dot count per cell
ncellP1

For each cell, in each condition, the mRNA dot count
was then divided by MeanP1 to obtain the expression fold
change. The mean fold change per condition is then
calculated:

MeanCondition ¼
P

mRNA fold change per cell
ncellPx

The normalization over the control is used to compare
mRNA expression across experiments, but also to account for
unspecific binding of FISH probes. Finally, the mean for the
experimental triplicates was calculated:

MeanN3 ¼
P

MeanCondition

3

To evaluate the ratios of expression, the MeanCondition was
used. For each experiment, the ratio was calculated as:

Hey1
Hes1

¼ MeanConditionHey1
MeanConditionHes1

To assess the significative difference between ratios, a
one-way ANOVA test was used, followed by post hoc honestly
significative difference.
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