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Single-cell analysis is essential for uncovering heterogeneous biological functions that arise from intricate

cellular responses. Here, microfluidic droplet arrays enable high-throughput data collection through cell

encapsulation in picoliter volumes, and the time-lapse imaging of these arrays further reveal functional

dynamics and changes. However, accurate tracking of cell identities across time frames with large intervals

in between remains challenging when droplets move significantly. Specifically, existing machine learning

methods often depend on labeled data or require neighboring cells as reference; without them, these

methods struggle to track droplets and cells across long distances within images with complex movement

patterns. To address these limitations, we developed a pipeline that combines visual object detection,

feature extraction via contrastive learning, and optimal transport-based object matching, minimizing the

reliance on labeled training data. We validated our approach across various experimental and simulated

conditions and were able to track thousands of water-in-oil microfluidic droplets over large distances and

long intervals between frames (>30 min). We achieved high precision in previously untraceable scenarios,

tracking 50 pl droplets in images with small, medium and large movements (corresponding to ∼126, ∼800

and ∼10000 μm, respectively) with a success rate of correctly tracked droplets of >90% for average

movements within 2–12 droplet diameters, and >60% for average movements of >100 droplet diameters.

This workflow lays the foundation for the tracking of droplets over time in these arrays when large and

complex movement patterns are present and where the uniqueness of the sample makes repeated

experiments infeasible.

Introduction

In recent years, the range of single-cell technologies has
grown tremendously, allowing researchers to study cellular
populations through the lens of heterogeneity and plasticity,
discovering new types and functions of cells. While much
work has been done on the genomic and transcriptomic level,
DNA and RNA by themselves are often a poor descriptor of
activity and functionality, both of which are often best
assessed directly. Moreover, the time component of activity

and function is essential in its analysis as cells might display
dynamic plasticity and functional changes over time.

Therefore, the direct analysis and dynamic tracking of
cells is often a necessity in various biological applications
in vivo,1,2 ex vivo in lab-on-a-chip devices3 and in droplet-
based systems.4 Indeed, droplet-based microfluidics have
emerged as potentially transformative tools with many
applications in modern medicine and fundamental
science.5–8

While the analysis in droplet microfluidics often focuses
on a selected time point, a subset of droplet microfluidics,
2D droplet microfluidics, has further emerged as an
interesting proposition to study cellular functionalities
dynamically, allowing for the discrimination of sequential
and simultaneous functionalities, cellular plasticity, cell–cell
interactions, and fate.9,10 In practice, 2D single-cell analysis
relies on the separation of cells in droplets, their
arrangement into arrays, and the measurement over time in
different channels to visualize features/functionalities in
large composite images to achieve sufficient throughput to
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detect rare events or gather enough data for reliable
downstream analysis.11–14

Here, a balance needs to be struck between the
throughput, i.e., the size of the imaged array and, therefore,
the number of cells, the necessary time resolution and the
dynamics of the cellular process, which sometimes needs
hours/days to complete. Therefore, individual frames are
often a few minutes apart, while shorter imaging intervals
might lead to excessive bleaching, reduced numbers of
imaged cells and unnecessary large data sets. With the
growing demand for larger-scale and deeper analytical
resolution (100 000 events with multiple measured
parameters in parallel), time intervals between data points
might further increase.

Whereas small movement and rearrangements resulting
in a droplet shift below 1/2 the droplet diameter can be easily
tracked using the droplets centroid between time frames,
correct tracking becomes difficult if droplets displacements
are larger than their radius, as the droplet centroid of the
previous time-point cannot be used as the main reference
point with certainty. Tracking through signal (inside cells or
droplets) remains also problematic as it requires a biological
understanding (and prediction) of how the signal will
develop. In addition, potential non-uniform changes in
cellular activity complicate this approach. Although various
tracking algorithms have been developed in adjacent
applications, they often depend on visual cues or relative
positioning with respect to neighboring cells/droplets for
accurate analysis.15,16 These approaches are tailored for
(machine) learning, object recognition, and tracking of
specific cell types; how ever, benchmarking video datasets
from cell tracking challenges, such as FluoN2DL-Hela,
typically cover only 5–15 μm of movement per frame at 30-
minute intervals. Secondly, these methods are optimized for
small image sizes (1–5 millimeter).16,17 In contrast, our data
represents merged images of 10 × 10 field of views (>10 mm)
that cover between 20–80 000 droplets and traveled distances
between 50 and 500 μm. This data is therefore considerably
more challenging compared to other applications.

Recent work has explored diverse approaches to droplet
tracking and microfluidic flow analysis, ranging from
classical models to modern deep learning. For instance,
Bogdan et al.18 investigated stochastic jetting and droplet
motion in confined granular flows, highlighting the
unpredictable displacements that complicate object
correspondence-an issue our method is designed to address.
Similarly, Gai et al. characterized the collective behavior of
crowded droplets in microfluidic systems,19 underscoring the
importance of population-level interactions that often
produce non-local motion. On the machine learning side,
Durve et al. benchmarked YOLOv5/YOLOv7 with DeepSORT
for droplet tracking,20 offering an effective approach for
structured or labeled settings. However, such architectures
often rely on clear inter-object differences or persistent visual
features, which are absent in our high-density, label-free
droplet arrays. Our framework overcomes these limitations

by combining unsupervised visual embed dings and
unbalanced optimal transport, enabling robust trajectory
reconstruction even under large displacements and
ambiguous visual conditions.

Here, in this application, additional challenges are posed
(i) by the high optical similarity in droplet arrays, (ii)
potentially large and complex movement patterns without
preserving local structures, (iii) large time intervals between
images, and (iv) the lack of physical boundaries, meaning
that droplets could enter and exit between frames. Recently
developed or commercially available software struggles to
resolve such data.4,21

Often, researchers opt to repeat experiments if large and
uncontrolled movement is detected. Although experiments
with cell lines can be redone, this is not feasible for rare,
sensitive, or unique samples. Here, inaccurate tracking could
lead to incorrect assignments and producing false
conclusions. Only when cells are correctly tracked and data
assigned do these techniques enable the accurate extraction
and resolution of relevant data. Therefore, novel algorithms
are needed to allow for the successful tracking of cellular
functionality when movement is present in these arrays.

This study introduces a novel approach for processing
over-time droplet experiments. Our approach integrates
positions and visual representations of the droplets into an
optimal transport (OT) algorithm to enable effective tracking
of the droplets across space and time independent of the
potential signals. The pipeline we present consists of (i) a
pre-processing, (ii) a droplet detection, (iii) a visual feature
extraction, and (iv) finally a matching and uncertainty
quantification step (Fig. 1). The pipeline further includes a
tool to visualize individual predicted trajectories with their
respective certainty levels. We evaluated the visual feature
extraction and showed that our model produced meaningful
features for tracking the droplets, which stayed consistent
over time. Next, we evaluated the full pipeline heuristically
on real data and quantitatively on simulated data. Finally, we
linked the algorithm to a read-out algorithm that calculated
fluorescent mean intensities, which we used to track color-
coded droplets across time and space and verified the
predicted trajectories (Fig. 1).

To illustrate the usefulness of this approach, we present
in this paper data from a mouse immunization study. In this
study, a small subset of data sets showed increased
movement, only allowing to extract data from a fraction of
droplets. Due to the nature of the samples, i.e., they cannot
be conserved, and the comparison between mice it was not
possible to repeat these measurements without immunizing
a new set of mice, which comes with its own ethical and
scientific implications.

Methods
Experimental time-lapse imaging data

For experimental data, we used time-lapse epifluorescence
images comprised of up to 6 different channels and 100 field
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of views (10× objective), which were merged to a consecutive
image spanning roughly 6 × 6 or 10 × 10 mm. Generally, the
data was acquired every 15, 30 or 60 minutes and contained
between 5 and 15 intervals (Fig. 2). We used two experimental
data sets, one already published and one specifically
generated. Specifically, dataset 1 included experiments for
the detection of cytokines from peripheral blood
mononuclear cells (PBMCs) after stimulation.22 including a
nanoparticle-based detection bioassay, further described in
literature.4,9 From this set, four experiments were run,
differing in their total movement (based on Earth mover's
distance, EMD), ranging from small to large movement. The
2nd set of experiments, dataset 2, consisted of images with
droplets with Chinese Hamster Ovarian (CHO) cells

(Eurofins) without added nanoparticles, produced using a
microfluidic chip as described previously.9,22 For dataset 2,
no adaption or fine-tuning of the contrastive learning or OT-
problem balancedness was performed. Technical replicates
with low-to-medium and large movements were performed
from this data, referred to as biological cross-validation
dataset. An overview of the acquired and used datasets can
also be found in Table 1.

Simulated data

Following our observations on experimental data, we
simulated trajectories reflecting three different types of
motion: divergence spots (droplets had a tendency to move
away from red circles), attraction spots (droplets had a
tendency to move into green parts), and big droplets that
moved at large speed through the image. To acquire the
droplets' visual features, we used a data set of already tracked
droplet trajectories and paired them with the simulated
locations. Details of how the simulated data was integrated
into the pipeline can be found in the SI I and visualized in
Fig. S1; simulated data are available at https://github.com/
ls154/DropletTracking/.

Pre-processing and object detection

Pre-processing involved image segmentation and subsequent
droplet and cell detection. Large time-lapse image files (>10
GB) can strain computational resources; thus, we
implemented an optional step to segment frames into
disjoint segments, reducing memory requirements. First, we
translated and implemented in Python the cell- and droplet
detection algorithms from a previous application4 to create
an end-to-end pipeline importing all necessary parameters
for optimal transport (OT)-based tracking. Specifically, we
provided the option to detect droplets in the preprocessed
bright-field channel using a combination of the Hough
circles algorithm23 and the RANSAC (Random sample
consensus) algorithm.24 To avoid false-positives, droplets
exiting image boundaries after measurement (in between
time intervals) were not considered for tracking, while
droplets entering were added continuously to the pipeline. A
more detailed de scription can be found in SI II and Fig. S2.

Visual feature extraction via contrastive learning

To incorporate visual features in the droplet tracking, we
trained a convolutional neural network (CNN) to learn a low-
dimensional vector representation of each droplet. As the
CNN encoder backbone, we chose an EfficientNet-B1 model25

due to its optimal features balanced between computational
size of the model, accuracy, and efficiency which was further
finetuned.26 The input to the encoder were droplet images of
size 40 × 40 pixels (i.e., containing one droplet) with 2
channels, the preprocessed bright-field and cell detection
channel (here, DAPI using CellTrace Violet, ThermoFisher).
Finally, the output of the CNN embedding droplet images
was a 20-dimensional feature vector:

Fig. 1 The main pipeline of data analysis from pre-processing to
trajectory generation. Raw data was segmented and visual features
extracted. Simulation modeling was performed to validate labeling and
accuracy during (droplet population) movement. Different types of
movement were simulated, areas of attraction (droplets moving
towards one position) and repulsion (droplets moving away). Droplets
were tracked using optimal transport (OT) implementation and
trajectories of individual droplets generated, lastly from fluorescent
droplets that enabled their cross-validation.
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fenc: 40×40×2 → 20. (1)

To produce meaningful representations, we used a contrastive
learning approach to induce closeness in the latent space of
two droplets from the same trajectory, while increasing
distance in the latent space of two droplets from different
trajectories. For this purpose, we employed the lnfoNCE loss
function for a batch of representations Z as follows:27

(2)

Here, zi,t = fenc(xi,t) denotes the learned representation of
droplet i at time step t, N is the batch size and T is the
temperature parameter controlling the shape of the resulting
distribution. The corresponding process is illustrated in SI III,
Fig. S3, where xi,t is called the anchor, xi,t+1 the positive and
xj,t+1, j ≠ i are negative representations. We used an
EfficientNet-81 architecture pretrained on lmageNet as the
encoder backbone.25 The embedding dimension was set to
20. The network was trained using the Adam optimizer
(learning rate 0.001, batch size 128) for 50 epochs. Training
data consisted of 30 000 positive droplet pairs derived from

low-movement sequences, and validation used an additional
30 000 disjoint pairs. The lnfoNCE loss was used to bring
together embeddings of temporally adjacent droplets while
repelling others within the batch.

Implementation of the OT algorithm for droplet tracking

In simple terms, OT tracking addressed the question of
how to best transport a given source “mass” (droplet
population) to a target mass (droplets in next frame).28,29

We solved the actual OT problem, also known as the fully
unbalanced entropic regularized OT problem, using a
slightly modified version of the commonly used Sinkhorn
algorithm.30 The input to OT was a cost matrix C ∈ Rn×m

in our case, C represented the cost of transporting a source
droplet to a target droplet. The output of OT between two
consecutive frames was a transport plan T ∈ Rn×m, where n
and m were the number of droplets in the source and
target frames, respectively. The transport plan captured
which droplets were supposed to be matched, with each
entry Ti, j indicating how much mass was transported from
the i-th droplet in the source to the j-th droplet in the
target frame. This problem resulted in the following
optimization objective:

Fig. 2 Visualization of example raw data from large-scale fluorescent micro fluidic droplet experiments assayed at different time-points (frames).
Varying degree of droplet movement (and thus cells contained inside) is visible between each frame increasing over-time.

Table 1 Overview of experiments and datasets used in this study

Datasets Type Droplet content Application Used for

Dataset 1 Experimental Beadline and PBMCs Cytokine secretion Experimental validation and tuning
Dataset 2 Experimental CHO cells Cell reporter Cross-validation
Dataset 3 Simulated Beadline and PBMCs Simulating/modeling movement Labeling validation and accuracy analysis
Dataset 4 Experimental Beadline and PBMCs Proof-of-concept Proof-of-concept
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min T ;Ch i:
T∈n×m

þ

(3)

We designed a cost function that combined a positional
loss and a visual embedding loss, according to:

Ci, j = αLpos(xi, yj) + (1 − α)Lvis(xi, yj), (4)

where Lpos and Lvis are the positional and visual embedding
losses, a is a hyperparameter that determined the relative
importance of each loss, and xi and yi represent the ith
droplet in the source frame and the jth droplet in the target
frame. More details on the encoder hyperparameter and
metrics for encoder evaluation can be found in the SI IV and
Table S1. Specifically, each loss was defined as follows:

Lpos(xi, yj) = ‖xposi − yposj ‖2 (5)

Lvis(xi, yj) = ‖xvisi − yvisj ‖2 (6)

Further, we scaled the positional loss as such that the 95-
quantile of the loss was numerically equivalent to the 95-
quantile of the visual embeddings loss, making the
interpolation between the two losses meaningful and
controllable. In order to implement the basic OT function,
two challenges had to be addressed. First, eqn (4) had
infeasible computational complexity, and second, the
possibility of losing or gaining mass between frames had to
be accounted for. To alleviate these two issues, the objective
was modified to include entropy regularization for efficiency
in eqn (3). Since droplets entered or left the frame, the
number of droplets in the source and target frame might not
be the same making the problem unbalanced. Since, in this
case, not all droplets could be transported to the target frame
at all times, this required computational adaption.31 Thus,
Kullback–Leibler (KL) divergence terms were introduced to
relax the balancedness constraints yielding the final objective
as followed:

min T ;Ch i þ ρaKL T1m‖
1
m
1m

� �
T∈n×m

þ

þ ρbKL TT1n‖
1
n
1n

� �
−∈E Tð Þ

(7)

where 1k is the all ones vector of dimension k, while ρa and
ρb control the amount of ‘slack’ allowed in the balancedness
of the problem. ρa controls balancedness of the source
distribution and ρb the target distribution, respectively. Here,
high values enforced a stricter control and balance of masses
while lower values allowed for ‘slack’ in the conservation of
masses. E(T) was defined as the entropy-regularizer of T:

T E Tð Þ ¼
X
i; j

Ti; j logTi; j

 !

which controls smoothness and spread of transport matrices,
encouraging more distributed or less sparse assignment of

masses. Furthermore, the regularization parameter E
controlled the regularization strength and influenced how
‘willing’ a given source point is to share its mass with
multiple points of the target distribution rather than just
transporting all its mass to a single point. We used a
combined cost function with a weighting parameter a,
balancing spatial distance and visual similarity. Based on a
parameter search, we selected a = 0.5 for most conditions.
Entropy regularization was set via ε = 0.005 × mean(C), and
KL penalties for source and target distributions were set to
ρa = ρb = 0.999 for low/medium movement and 0.99 for high
movement. These parameters were chosen to optimize
tracking precision and stability, particularly under
unbalanced conditions with entering/exiting droplets.
Sensitivity plots for these hyperparameters are available in
SI V, Fig. S4.

Trajectory generation

Lastly, we estimated trajectories for all droplets across all
time steps using the solutions to the OT problem. The
droplet detection mechanism assigned each droplet i in the
source and j in the target mass unique IDs, dsi and dtj,
respectively. When a target droplet received the most mass
from a given source droplet, we considered this as a match,
receiving the same 1D as the source droplet. The IDs were
later used to produce trajectories. Thus, the tracking
assignment rule was defined as follows:

dtγ ið Þ←dsi for γ ið Þ :¼ arg max
k∈ 1;…;mf g

Ti;k: (9)

The transported mass, quantified by si = Ti,γ(i), indicates the
certainty of the tracking of droplet i in the source to droplet
γ(i) in the target frame. To increase the interpretability of the
transport mass, we linearly scaled all entries in the OT matrix
onto the range [0, 1] before applying eqn (9) to obtain si,
which provided an adequate approximation for confidence
levels. To adjust si to represent true probabilities from which
the confidence can be obtained directly, we calibrated si as
described in the SI VI. Using the matching rule (eqn (9)) for
all droplets and all frames of a time-lapse series, the
trajectories of all droplets present in the first frame were
predicted. If two source droplets were (theoretically)
transported to the same target droplet, the droplet with lower
amount of transported mass was removed and the
corresponding trajectory filtered out.

Getting labeled data for CNN fine-tuning

In order to get data with high confidence, we employed a
heuristic approach by only considering a subset of droplets
from a droplet array with visually little to no movement.
Specifically, only droplets with less than 5 pixel (6.5 μm, less
than 1 droplet radius) of moved distance between frames
were included as labeled data. We validated this approach by
manually checking the tracking results for a subset of
droplets. This heuristic was used on a collection of 7 time-

(8)

Lab on a ChipPaper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
5/

20
26

 7
:5

4:
41

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5lc00351b


Lab Chip, 2025, 25, 6004–6017 | 6009This journal is © The Royal Society of Chemistry 2025

lapse series. By doing so, we extracted 30 k droplet pairs for
training and another 30 k droplet pairs for validation. To test
the final model, we employed a databank of about 13 k
human-labeled pre-collected trajectories. This dataset is
referred to as dataset 3.

Movement, classification and time resolution

In order to independently evaluate the degree of total
movement before tracking (from both experimental and
simulated data), we calculated the Earth-Mover Distance
(EMD). The EMD quantified the “cost” of moving all objects
be tween two time points by summing the total observed
distance. To calculate the EMD, the input image was
dimensionally reduced and treated as a single entity. The
output EMD profile displayed the movement for each interval
and median across the whole series, and we calibrated the
EMD metric against the actual distance (in pixel per μm) of
average droplet movement in a separate image series, where
a defined movement was introduced computationally (see
also SI VII). All images were classified based on their EMD/
distance into low, low-to-medium, medium and large
movement. Acquired experiments in dataset 2 were taken at
1–2 min intervals to produce data that approximated labeled
(ground truth) data, also referred to as “high-temporal
resolution”. Such images required acquisition with lower
field of views (2–4 mm) in order to acquire the image.
Generally, this allowed droplet tracking based on consecutive
(droplet) centroid positions alone, which was validated using
a previously available software.4 From this data, longer time
intervals were generated by removing frames, generating
time-lapse series with intervals of 5 min, 15 min, and 30 min
for direct comparison, further mimicking more common
experimental settings22 in a controllable manner.

Measuring tracking failure using fluorescent droplet
barcodes

In dataset 2, droplets contained fluorescent barcodes that
allowed to identify certain subpopulations. Different dyes
were encapsulated separately and mixed prior to acquisition,
creating surrogates for evaluating correct trajectories. We
added a Python code for reading out barcode intensities of
droplets and cells by storing maximum, mean, and median
fluorescent intensities. Taking the generated trajectories (x, y
per time-point), we calculated the droplet fluorescent
intensity around the estimated droplet position for each
droplet, channel and time point, respectively. Fluorescent

barcode changes were calculated for each droplet-time
transition (time point Tx compared to Tx−1). A droplet was
denoted “falsely tracked” if the intensity change was larger
than 20% of the intensity distribution of all barcodes at T0.
This metric then allowed to quantify the frequency of
incorrectly tracked events per time interval. Raw data read-
out for trajectory evaluation are shown in SI VIII.

Immunization and droplet measurements of murine adaptive
immunity

BALB/c mice (Janvier Labs, female and male, age 8–10 weeks
at the start of the protocol) were immunized intraperitoneally
and the extracted cells processed as described
elsewhere.4,34,35 All animal procedures were performed in
accordance with local policy and the respective Swiss law and
ordinances, and were approved by the Cantonal ethics
committee of Zurich under license number ZH215/19.

Results
Validation of visual embeddings

First, we investigated the question whether we could only
track the droplets containing cells, or whether such an
approach might work to track all droplets on data sets with
minimal movement. We, therefore, first evaluated the visual
embedding models on dataset 1, where droplets contained
cells and magnetic nanoparticles (beadlines) as visual
features (Fig. 2).

Two models were trained: Modcells, which was trained
exclusively on droplets with cells, and Modall, which was
trained on both droplets with and without cells (Table 2). We
compared the effect of both models on the tracking accuracy
from a validation set and a held-out test set (Fig. 3). Overall,
both models generated meaningful embeddings, allowing for
effective droplet matching based on distances in the
embedding space. Within the validation set, both models
achieved a high top 1 accuracy of 0.952 ± 0.013 and 0.963 ±
0.011, indicating a high rate of correct matches for the
nearest predicted droplet in the embedding space.

In the smaller test set (test), they performed similarly well
(0.983 ± 0.003 and 0.985 ± 0.02, respectively). In these first
tests, we noticed that an increased sample size impacted the
accuracy of matching based on distance only marginally,
although the task became more difficult. The comparable
performances on the validation and test sets from dataset 1
suggested that the models might be capable of generalizing
across different time-lapse datasets. Interestingly, Modall

Table 2 Performance metrics for different models across validation and test datasets. Top 1 and top 5 accuracy as well as area under the ROC curve
(mean and its standard error across 9 frames). Number of droplets in the test dataset: 13584. Metrics are based on Euclidean distance. A detailed
description of the metrics can be found in SI IV

Metric Modcells (val.) Modcells (test-sub) Modcells (test) Modall (val.) Modall (test-sub) Modall (test)

TOP 1 ACC 0.952 (0.013) 0.992 (0.002) 0.983 (0.003) 0.963 (0.011) 0.993 (0.001) 0.985 (0.002)
TOP 5 ACC 0.981 (0.008) 0.999 (0.001) 0.996 (0.001) 0.986 (0.006) 0.999 (0.000) 0.997 (0.001)
AUROC 0.988 (0.001) 0.990 (0.000) 0.990 (0.000) 0.988 (0.001) 0.990 (0.000) 0.990 (0.000)

Lab on a Chip Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
5/

20
26

 7
:5

4:
41

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5lc00351b


6010 | Lab Chip, 2025, 25, 6004–6017 This journal is © The Royal Society of Chemistry 2025

slightly outperformed Modcells on top 1 and top 5 accuracy.
As the performance was sufficiently high, we continued with
Modall as the default pipeline as this would also allow us to
track all droplets independent of cellular content. Afterward,
to assess both the global and local structure of the
embedding space, we reduced the embedding dimensionality
using both UMAP (Fig. 3) and PCA (SI IX) with nearest
neighbors = 15, minimal distance = 0.1, spread = 10. For both
dimensionality reduction techniques, we demonstrated that
the same droplets, represented by the same-colored points,
tended to form clusters according to their visual
representation. Visual embedding models were capable of
resolving single droplet trajectories based on visual features
accurately, exemplified in Fig. 3B. Although these evaluation
datasets contained only minimal movement (<50 μm average
droplet movement), we concluded that OT-based matching
should incorporate visual features for better performance.

Parameter search on simulated data

To quantitatively evaluate the full pipeline and to set the
hyperparameters in eqn (7), we used dataset 3 (simulated
data), where we could introduce different movements in a
controllable manner. Here, we performed a grid search on
the regularization term in OT εrel (ε = εrel mean(C)), on
regularization parameters for adapting to data
unbalancedness ρα, ρb (set to either 0.99 or 0.999), and on
the weighting parameter which controls the contribution of

location loss to the cost function a. All results can be found
alongside tested values in the SI I.

Our simulation had 20 k droplets in each frame, but we
cut image boundaries in silico to introduce (more realistic)
imbalance, leaving about 16 k droplets with some degree of
imbalance across different frames representing droplets that
might get lost from frame to frame due to their movement.
We observed that irrespective of other parameters, the choice
of ∈rel did not significantly influence the metrics. Thus, we
choose ∈rel = 0.005. The choice of ρα = ρb = 0.999 was optimal
for small and medium movement data while ρα = ρb = 0.99
was better for large movement. Hence, we fixed these metrics
according to this choice and subsequent runs were obtained
with these selected parameters (Table 2).

Finally, we studied the precision for all droplets and of
the top 10 000 most certain droplet trajectories (10K
precision). We clearly observed that bigger values of a worked
better for smaller movement, while for medium and large
movement taking an alpha of about 0.5 performed best
(Fig. 3 and S4). We concluded that for small movement (EMD
<0.5), just using the positions was almost sufficient for the
OT to work efficiently and as soon as there is more
movement we had to include visual information to get high
scores.

Within our envisioned applications, we valued that false
negatives would be preferred over false positives. Hence,
droplet populations successfully tracked should be correct
with high confidence even when filtering out droplets that

Fig. 3 A. Embeddings of 15 random droplets tracked across 9 frames, reduced with UMAP to visualize tracking clustering performance and
colored by their droplet ID. B. Zoom-in on embeddings of three representative droplets with different visual content were tracked across 9 frames.
C. Precision score for small, medium and large movement simulations as a function of α. Red and blue dots represent the runs with model 1 and
model 2 used for the visual embeddings respectively. Other parameters: ρα = ρb = 0.999 for small and medium movement and ρα = ρb = 0.99 for
large movement, εrel = 0.005. Embedding space cost defined through Euclidean distance. Corresponding area under precision recall curve (AUPRC)
scores for the best performing parameter sets for small, medium and large movement were 1.000, 0.998, 0.987 respectively.
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could be potentially tracked. Therefore, for the intended use
of the algorithm where trajectories with high certainty are
provided, we recommend using α = 0.5, which yielded almost
perfect tracking for 10 k most certain droplets in our
experiment, which was more than 50% of the droplets in this
series.

Visual evaluation of reported trajectories

We next visualized and validated the droplet trajectories
returned by our method from dataset 1 used earlier. Fig. 4
presents a selection of the analysis of a small section of the
large droplet array, and the predicted droplet centers are
shown as interconnected dots overlaid on the real
microscope image from the first step (blue), and the lines
provide the trajectory of the center of the droplet (SI X).
While some trajectories appeared plausible, such as the one
from the droplet in the green box, we could identify
mismatches (indicated by the red box), both visually and
based on OT-scores. For example, focusing on the droplet in
red, a mismatch occurred between the second to the third
frame. This discrepancy was evident both in image as well as
in the OT transition probability, which dropped to 0.48
during this transition but otherwise stayed above 0.75, as
shown by the line-plot below the time series (Fig. 4). We
proposed that observed irregularities (red series) could also

be identified in the post-tracking analysis visually or by the
OT-transition score.

OT-based tracking produces high accuracy and more than
80% increase in trajectory recovery

Next, we wanted to compare the tracking efficiency on
droplet arrays that dis played different movement pattern in
dataset 1 using different time resolutions in between frames.
We applied the previously determined settings on data with 5
min, 15 min, and 30 min time resolution and calculated the
percentage of trajectories that could be reliably recovered
compared to high-temporal resolution. As a comparison, we
used the percentage of droplets that could be tracked using a
previously published analysis software,4 which allows reliable
tracking of movement <10 pixels (<13 μm). To compare
experiments in terms of total droplet movement (small,
medium, and large), we calculated the Earth-Mover distance
metric (EMD) for each experiment. The small movement
exhibited a median EMD of 0.483, medium movement of
0.895, and large images up to 6.294 (SI VII). We converted the
EMD to the average distance moved in μm and droplet
diameter to quantify the droplet movement. Here, small
movement images demonstrated an average movement of all
droplets of 2 droplet diameters (dd), medium of 12 dd and
large movement of up to 160 dd, corresponding to ∼10 000
micrometers.

Fig. 4 Overlay of droplet regions with tracking positions from initial tracking analysis of small-movement experiments. Blue dots and lines indicate
trajectories over all eight time frames. The background shows the bright-field channel of the first frame. Green bounding box indicates high
confidence tracked droplet across time intervals. Red indicates a droplet that was mismatched. Corresponding, extracted bright-field and DAPI
channel patches of the green and red droplet trajectories are depicted with optimal transport (OT) probabilities for each time transition to the
right. The mean probability of the whole trajectory is included above the first time frame (mean prob.). Information about the detected number of
cells is included above the DAPI channel at each time frame as OT transition probability graphed.
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As expected, most droplets were not trackable using our
previously described tracking software. Specifically, the
analysis resulted in the successful tracking of only 23% of
droplets in low-movement images, whereas images with
larger movement resulted in complete loss of data (Fig. 5,
“trackable by droplet centroid”). To note, the discrepancies
in tracked events between medium and large movement (in
terms of 0.7% tracked events versus EMD) was due to a
small subpopulation of droplets moving very little (<10
pixels), while the majority moved larger distances due to
non-uniform movement. We observed a stark contrast
compared to the solution described in this paper, where
most droplets were trackable in all scenarios. In terms of
image tracking accuracy, we observed a downward trend in
accuracy for trajectories as time resolution decreased
(Fig. 5). Nevertheless, we maintained an overall accuracy
greater than 0.6 even at 30 minute intervals and for large
movements of 160 droplet diameters on average. As
discussed earlier, the frequency of droplets where any
transition between time-points was above 0.5 OT-scores was
91.6, 99.3 and 61.8% for the different movement types,
respectively. A cut-off of 0.5 was chosen according to the
OT-score expected, when a trajectory resulted in a false
transition (Fig. 4). Thus, the results showed that overall
droplet tracking improved from previously 0% to over 60%
in high-movement instances. This demonstrated the

strength of the pipeline in recovering trajectory data and
tracking the droplets successfully. From this analysis, we
concluded that even experiments with EMD >2 could be
accurately tracked for a substantial proportion of droplets.
Notably, the pipeline maintained tracking accuracy above
99% even when droplets were displaced by more than 10x
their diameter (∼800 μm, Table 3). Even in images with
displacement ∼10 000 μm displacement (>100× the
diameter of one droplet) more than 60% of droplets could
be tracked, a regime previously considered intractable for
label-free tracking. This ability to recover long-distance
trajectories represents a substantial advance over existing
methods that fail beyond 5–10 diameters.

Confirmation of tracking success using fluorescence intensity
barcodes

To externally validate the resolution at which droplet
trajectory can be recovered from time-lapse series, we added
fluorescent barcodes into each droplet, consisting of
fluorescent-colored dyes, for example, FITC (green) combined
with cell staining in DAPI (blue, experimental dataset 2).
Here, the fluorescence signal was not used for tracking, but
the constant, channel-specific intensity allowed to identify
non-correctly tracked droplets in a simple manner. In the
case of an incorrect matching, the extracted intensity would

Fig. 5 A. Representative droplet image of barcoded experiments (dataset 2). B. FITC (green) mean fluorescence intensity (MFI) of 500 droplets,
picked at random over each time-point for experiments with cells and beadline bioassay. The experiment was characterized as medium
movement, and a 30-minute time interval was used. Highlighted are two examples of correctly and incorrectly classified trajectories according to
intensity change between intervals. C. Heatmap of individual droplet trajectories of 500 droplet sorted by channel and intensity in descending
order. X-axis represents time-points (5 time-points) from 30 min interval experiments. Colors indicate fluorescence intensity.
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result in a large increase or de crease of measured
fluorescence (e.g., FITC-to-TRITC or FITC-to-background).

This potential interchange was calculated for every
droplet-time transition and dependent on the intensity
change (increase or decrease) of each droplet at time point Tx
compared to Tx−1. First, we investigated whether we could
reconstruct trajectories using barcode intensities. Indeed, the
fluorescent barcodes could re produce excellent tracking
qualities and accuracies in accordance with previous data
(Fig. 5). For medium movement, which is depicted in the
Figure, the tracking of images with trained machine-learning
approach resulted in 99% accuracy in droplet tracking with
results comparable to high-temporal resolution (Fig. 5A),
supporting OT-score data. Visual representation of the FITC
channel intensities over time (Fig. 5B) demonstrated that
only very few, distinct intensity interchanges were observed.

Finally, calculated trajectories could also be visualized in a
heat-map format where droplets were mapped according to
channel (barcode) and sorted according to intensity (Fig. 5C).
Each line in the heatmap represents a droplet tracked over
the whole time course of the experiment. Particular note-
worthy was that, for tracking of droplets containing cells
(DAPI, left-hand), almost no transitions were observed.

Containing cells only, high-accuracy tracking can be
maintained for a sub-population of droplets

So far, all images contained cells as well as magnetic
nanoparticles forming a socalled beadline as visual features.
Therefore, we wondered whether our developed pipeline
would also be useful for droplet array experiments that
contain cells only (dataset 2). We, therefore, generated
droplets containing cells only, but with fluorescent barcodes
so that we could validate our approach without fine-tuning
the algorithm. For this purpose, we used dataset 2, consisting
of droplets containing no, one or multiple CHO cells
(Fig. 6A). Here, as expected, applying the algorithm without
adaption to these images led to worsening of tracking
qualities, in particular for large movements in line with
previous results (Fig. 6B). For low-to-medium movement,

incorrectly assigned barcodes occurred in around 30% of
droplets at 200 minutes of tracking and in 50% of droplets at
the last time point (400 min, Fig. 6C). Still, overall,
approximately 30–40% of droplets were correctly tracked
without any false transitions over 400 min. Whereas not
ideal, this still demonstrated success compared to previous
algorithms, where low movement images could be tracked at
around 20%. The loss of tracked droplets in the “low”, but
also “high” movement condition was attributed to movement
late in the time-lapse series as indicated in the EMD profile
(SI Fig. S9). Interestingly, for both experiments, droplets
containing cells (labeled in blue, DAPI) were again tracked
with high accuracy within the same experiment across all
frames. The higher precision for cell-containing droplets was
also apparent in Fig. 6B within the DAPI signal (channel with
cell stain).

For large movement images (Fig. 6C), failure to track
occurred in 20% of the events after 200 minutes of
measurement and 40–50% at the end of the measurement
caused by late, very large movement. Here, the frequency of
droplets with perfect trajectories in such large-movement
images was 30% at the end of the measurement. As this was
only marginally weaker compared to low-to-medium
movement, it indicated that movement alone did not solely
predict whether the algorithm could produce accurate
trajectories, but the accuracy was rather attributed to a
combination of visual content, image resolution, and optimal
transport.

Finally, the correlation of the uncertainty score produced
by the pipeline and the occurrence of a false transition
(Fig. 6D, linear regression depicted as red line with R2 value)
showed that the trajectory uncertainty score (output of the
tracking model) was a good predictor and surrogate for
filtering “correct” droplets. Droplets with higher uncertainty
scores showed lower transitions, in line with Fig. 4. Overall,
we concluded that OT tracking was able to recover
substantial trajectories for low-movement conditions even in
more challenging experiments. When large movement was
present, OT-score filtering still permitted to retain a trackable
subpopulation with correct trajectories.

Table 3 Summary of metrics including EMD distance, tracking accuracy, and droplet average movement. EMD distance: median EMD across complete
time-lapse series. Average movement: total image movement, in droplet diameter (dd) and micrometer (μm) for 30 min intervals (converted from EMD,
SI Fig. S10). Percent trackable droplets: frequency calculated using previous software.4 Accuracy: metric from tracking and parameter evaluation
parameter. Trajectory accuracy output from tracking at different temporal resolutions (5 min, 15 min and 30 min). Droplets with OT scores >0.5:
tracking success defined as frequency of droplets with OT-scores of all transitions xt to xt+1 > 0.5

Metric Small movement Medium movement Large movement

EMD distance 0.483 0.895 6.294
Average movement in droplet diameter (dd) 2 dd 12 dd 160 dd
μm ∼126 μm ∼800 μm ∼10 000 μm
Pixel 100 px 600 px 7700 px
Trackable by droplet centroid5 [%] 23.2% 0.0% 0.7%
Accuracy: 5 min 0.793 0.864 0.845
Accuracy: 15 min 0.692 0.823 0.681
Accuracy: 30 min 0.682 0.750 0.617
Droplets with OT scores >0.5 [%] 91.6% 99.3% 61.8%
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In our mouse data, visually, we observed large movement
in a minority of experiments. Therefore, as expected, applying
the pipeline to our mouse data consisting of 34 individual
measurements did not change the number of tracked
droplets for the majority of experiments (gain <15% for 27
out of 34 experiments, dataset 4), whereas a small fraction of
experiments displayed large gains in droplets tracked (7 out
of 34, average gain in droplets +64%). Looking at the images,
four would be best classified as directional movement, two as
movement due to large droplets moving into the frame
displacing droplets, and one experiment that showed random
movement of droplets, further illustrating different modes of
potential movement modes.

Discussion

Here, we present a general workflow for the data-
independent tracking of circular objects (droplets) and cells
from large-scale over-time microscopic images, i.e., droplet
arrays. The described pipeline is the first proof-of-concept
algorithm that uses unsupervised tracking of droplets
containing cell and (potentially) other visual features
(particles) over time and across space by using the theory of
optimal transport coupled with visual feature training. The

implementation of solving the OT problem for complex and
disordered movement in fluidics systems of droplets
provided an end-to-end pipeline for analysis. Our results
suggested that, whereas classical machine-learning (visual
feature training and validation), together with positional
data, was sufficient for low movement conditions, more
comprehensive algorithms were needed for images with
larger movements (EMD >0.5) and longer time intervals. Our
analysis of attraction and repulsion, along with the
optimization of visual features and integration of droplet
features with positional data, resulted in a comprehensive
model that was also capable of dealing with larger
movements above 100 droplet diameters. Investigating newly
generated trajectories using low-dimensional clustering
resulted in clustering of visually similar droplets from a
heterogeneous population. Moreover, the success in difficult-
to-track images and long time-interval instances (30 min)
from previously 0–0.7% tracked droplets to 60–99.3% can be
heavily attributed to the precise configuration and multi-
factor integration of the pipeline. Barcode read out
confirmed these results and enabled the construction of
complete and correct trajectories for DAPI (Cell), FITC,
TRITC, and Cy5 fluorescence intensities over time for
different degree of movement. When challenging the pipeline

Fig. 6 CHO cell tracking and barcode analysis. Analysis of two independent experiments with color-barcoded droplets and CHO cells from
experiments without additional visual features (beadline) and without prior data training, with low-to-medium movement (EMD: 0.249, upper
panel) and medium-to-large movement (EMD: 2.36, lower panel). Read-out of droplet average intensity and cell signal from generated trajectories.
A. Exemplary image of barcoded droplets with three droplet fluorescence dyes and DAPl-violet stained cells. Workflow for the training, tracking,
read-out and analysis of biological in-droplet experiments. B. High resolution data visualization of barcode intensities (color) of individual droplet
trajectories from left t0 to right tfinal. Per channel 500 droplets were picked at random and sorted according to fluorescence intensity in
descending order for better visualization. Each line in the heat map represents a tracked droplet trajectory ID (y) over time (x). C. Cumulative
frequency of successful tracking separated for each barcode channel as well as for droplets containing cells (DAPI: violet) for both movement-
type images. D. Correlation between the mean uncertainty OT-score of each droplet and the percent instances that a wrong color was identified
from bar-coding. The red line indicates the linear regression curve and R-squared value for the data correlation.

Lab on a ChipPaper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
5/

20
26

 7
:5

4:
41

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5lc00351b


Lab Chip, 2025, 25, 6004–6017 | 6015This journal is © The Royal Society of Chemistry 2025

with novel visual features (and the absence of nanoparticles)
as in dataset 2, we could still maintain tracking for 40% in
low and for 30% of droplets in high movement conditions
throughout the time series without adapting the pipeline to
that specific problem.

Quantitative analysis of our tracking yielded metrics such
as the OT score, the accuracy of which could be confirmed as
well using droplet barcodes. This metric can be used for a
reliable criterion to select successfully tracked droplets. In
fact, using the OT-score on dataset 2 yielded a subset of
droplets which were trackable and filtered out with high
certainty, demonstrating advancement also at the analysis
stage. Finally, successful tracking of DAPl-stained cells across
different experiments compared to droplets without cells
indicates that visual features (cells inside droplets) still
contributed significantly to the success. We concluded that,
while optimal transport enabled more comprehensive
tracking at the population level, different visual features may
require re-training or calibration for instances where droplet
size or cell morphology is altered and/or if other visual
features (such as nanoparticles) are not present. In this
context, it is important to emphasize the importance of
balancing parameters between OT and visual features, as well
as the role of labeling. In particular, for large movements,
the pipeline required visual data inside each droplet, which
was detrimental to high precision. Hence, some visual
labeling may still be important when aiming to track
completely novel droplet content in long-duration or high-
movement experiments.

As broadness in analysis parameters came at some cost in
precision for cell and droplet tracking, in the future, refining
tracking models may result in even better adaptability across
datasets. In fact, evaluation of movement metrics (EMD),
droplet tracking quality (OT-score) and overall image quality
could enable potentially automated fine-tuning of the
algorithm. Such finetuning could include incorporating
training to optimize the visual feature space and to set and
optimize the balance between OT and visual features. Here,
our published approach together with the data sets used to
set up the pipeline might help researchers to develop such
algorithms and benchmark these with our data.

While techniques such as optimal transport and
contrastive learning have been used in other video-tracking
contexts (e.g., object tracking in sports videos), our work
adapts these methods to the unique challenges of high-
throughput, over time droplet-cell imaging. In contrast to
conventional scenes with predictable motion and persistent
visual context, our droplet arrays exhibit dynamic entry and
exit of objects, ambiguous visual identities, and large,
unpredictable movement patterns. The novelty of our
pipeline lies in the integration of unbalanced optimal
transport with domain-robust visual feature learning,
specifically optimized for biological applications where
experimental repetition is often infeasible.

Overall, these results demonstrate the robustness of our
approach: even under large displacements and long intervals,

the tracking model can correctly follow more than half of the
population and identify a high-confidence subset with
precision approaching 90%. Such performance, especially for
>10× and 100× radius movements, significantly exceeds the
capabilities of prior methods and enables meaningful
analysis of dynamic cell behavior under challenging
conditions. We believe our approach has applicability, being
able to track and retrieve data from correct droplets, even in
the presence of large movement, enabling more precise
analysis with metrics for quantity and quality of produced
trajectories and increasing throughput. Therefore, with fine-
tuning parameters, our workflow could also be applied to
other areas, such as for drug-organoid screening or non-
droplet applications, including the tracking of extracellular
vesicles or data from life-cell imaging.32,33

To illustrate this point, we employed the pipeline to a
cohort of mice that were immunized to study the differences
in humoral immunity. In this study, a small subset of
datasets exhibited increased droplet movement, interestingly
also different modes of movement (displacement,
unidirectional, and random), which limited data extraction to
only a fraction of droplets. Due to the nature of the samples
and the variability between individual mice, it was not
feasible to repeat the measurements without immunizing a
new cohort, carrying both ethical concerns and scientific
limitations. Here, the correct tracking allowed us to compare
the few experiments that displayed increased movement with
the others, allowing us to track the droplets and data. While
frequency data would not be affected by lower droplet counts,
the tracking of more droplets would allow to increase the
number of events, adding more data to distributions and rare
populations for analysis.
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Software is available under https://github.com/ls154/
DropletTracking, and all other images and data will be
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