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ntal analysis of liquids for process
monitoring using laser-induced breakdown
spectroscopy with a liquid wheel sampling
approach†‡

H. B. Andrews, *a Z. B. Kitzhaber, a B. T. Manard, b M. Z. Martin c

and L. R. Sadergaski a

This article presents an engineered sampling system that used a rotating wheel to form a thin liquid layer,

permitting the use of laser-induced breakdown spectroscopy (LIBS) for in situ, real-time elemental impurity

quantification during liquid processing. The sampling approach was demonstrated on eight elements from

across the periodic table (Na, Al, K, Ca, Ti, Sr, Mo, and Yb). Univariate and multivariate calibrations were

presented for each element. The average value for percent root mean square errors of cross-validation for the

multivariate models was 3.64%, highlighting the method's strong prediction accuracy. Additionally, the limits of

detection for each analyte were estimated from their univariate models: Na = 0.0532, Al = 18.5, K = 0.105, Ca

= 0.273, Ti = 67.7, Sr = 0.640, Mo = 22.4, and Yb = 22.9 mg mL−1. Finally, a test in which multivariate models

were used to monitor a liquid system for 80 min was performed to investigate the real-time monitoring

capabilities of this liquid LIBS sampling approach. Rigorous measurements were performed to effectively

predict the absence and concentrations of multiple analytes as they were spiked and diluted. This

demonstration showed the feasibility of using LIBS for real-time liquid quantification models with estimated

precision # 8.1%. Finally, the limitations of this approach and potential future improvements are discussed.
1. Introduction

Chemical processing in the nuclear eld (e.g., reprocessing
nuclear fuel or radioisotope separations), as well as many other
elds, relies upon offline analytical measurements that can take
days to weeks to complete. The implementation of optical
spectroscopy, largely Raman spectroscopy and absorbance
spectroscopy, for online process monitoring has grown due to
its rapid measurement time and ability to be remotely
deployed.1 While these have been proven useful techniques,
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f Chemistry 2025
they can face challenges for species that lack viable absorption
spectra, form varying oxidation states, or have weaker response
functions. Plasma-based atomic emission methods offer
potential alternatives for online measurements; this method is
an alternative to solely relying on grab samples for traditional
offline measurements. Such measurements are possible with
solution cathode glow discharge2–4 (SCGD) or laser-induced
breakdown spectroscopy5–7 (LIBS) approaches. LIBS can
provide in situ, compositional measurements in milliseconds,
providing operators with access to real-time information to
more effectively control complex chemical systems. LIBS is
performed by initially focusing a pulsed laser onto a sample
surface or into a sample volume to form a microplasma. The
optical emissions of this plasma are then collected and
measured to provide an elemental signature of the sample. This
measurement can be quantitative in nature with appropriate
standards. LIBS is sensitive to most of the periodic table and
can be applied to solids, liquids, gases, and aerosols.5

Unfortunately, liquids are the most challenging form of
matter to investigate using LIBS.8 This difficulty is due to the
laser-induced plasma generating a shockwave, which disturbs
the liquid surface, leading to shot-to-shot inconsistencies and
potentially splashing liquid onto optical components.
Researchers have overcome these challenges in various ways:
using more complex optical congurations such as double
J. Anal. At. Spectrom., 2025, 40, 689–699 | 689
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pulse (DP)-LIBS;9–11 engineering the liquid sample to be in
a repeatable form (e.g., using a liquid jet);9,12–15 using sheath
gases to protect optical components from splashing;16–18 drying
liquid droplets (i.e., surface-enhanced LIBS);17,19–25 or forming
an aerosol rather than measuring the liquid directly.18,26–29

Although surface-enhanced LIBS and nanoparticle-enhanced
LIBS have been demonstrated to substantially provide greater
sensitivity by avoiding issues associated with liquid sampling,
these methods are not amenable to real-time monitoring.8

Furthermore, many engineered sampling methods have not
been investigated for real-time monitoring. Thus, the goal of
this study was to evaluate an engineered sampling system for
real-time monitoring of process liquids and to investigate the
approach to quantifying multiple elements in single samples
and the sensitivity of this measurement approach.

This study introduces a novel approach for real-time, mul-
tielemental monitoring of liquid media using LIBS, incorpo-
rating a custom-engineered sampling system. First, a liquid
wheel apparatus was employed to continuously refresh a thin
liquid layer on a solid surface, ensuring consistent and repro-
ducible LIBS measurements. The system was then modied to
minimize liquid holdup in the transfer lines, addressing delays
and inefficiencies associated with liquid transport. Second,
these improvements were demonstrated through the univariate
and multivariate calibration of the system for a variety of
process monitoring relevant elements (Na, Al, K, Ca, Ti, Sr, Mo,
and Yb). Finally, the direct online monitoring capabilities were
demonstrated using mixed analyte solutions pumped through
the liquid cell to quantify elemental composition. Overall, this
study evaluates the use of an engineered sampling system to
apply LIBS for real-time monitoring of liquid separations.

2. Experimental
2.1. Sample preparation

All samples were prepared from single-analyte 1000 mg mL−1

standards (High Purity Standards, Charleston, South Carolina)
and subsequently diluted with deionized (DI) H2O (18 MU cm−2,
NANOPure, Thermo Scientic). Experimental parameters were
optimized using a multielement solution containing approxi-
mately 100 mg mL−1 of Na, Al, K, Ca, and Sr, as well as 1000 mg
mL−1 Yb. For calibration, 40 mL of the most concentrated solu-
tion was pumped through the sample loop. Next, a serial dilution
calibration was performed by iteratively removing 20 mL of the
sample solution and then adding 20 mL of DI water to halve the
concentration. An analytical sample (1 mL) was taken of each
starting solution for verication measurements using inductively
coupled plasma optical emission spectroscopy (ICP-OES, Thermo
Scientic iCAP PRO, Bremen, Germany, see Table S1‡). The
sample loop was rinsed with DI water three times when switching
analytes to prevent cross contamination. Real-time validation
tests were performed by continuouslymeasuring the sample loop
composition as it was spiked and diluted with various analytes.
To begin, a 100 mg mL−1 Na solution was used. This solution was
subsequently spiked with Ca, Sr, and K to reach nominal
concentrations ranging from 40 to 80 mgmL−1 before diluting the
solution by half with DI water. This test was used to investigate
690 | J. Anal. At. Spectrom., 2025, 40, 689–699
the online monitoring capabilities of LIBS in a simulated pro-
cessing stream with transient conditions.
2.2. Liquid wheel LIBS conguration

A modied modular liquids sample chamber (SC-LQ2, Applied
Photonics, UK) was used for liquid wheel-LIBS measurements.
This method has been previously demonstrated but only in
a single-analyte fashion and without themodications made for
real-time monitoring.30 This system was equipped with a 100
mJ, 1064 nm Nd:YAG laser (Nano, Litron) and a broadband
eight-channel spectrometer (Avantes, 4096CL). In this method,
a liquid reservoir was lled with the sample solution, and
a wedged wheel was continuously rotated through this liquid at
rates ranging 1–10 rotations per minute (RPM), see Fig. 1. The
wedged wheel was composed of stainless steel with a Ni plated
exterior. The outer diameter of the wheel was approximately
50 mm and the angle of the wedge was approximately 40°. The
rotational axis was connected to a linear translator for precise
adjustment of the laser focal point relative to the wheel surface.
Due to the angle of the wheel, a 1.0 mm lateral adjustment
resulted in a 1.2 mm vertical adjustment of the wheel surface
relative to the laser focal point.

Three gas nozzles were used to prevent droplet formation on
the wheel, to spread the liquid across the wheel as a thin layer,
and to prevent ablated liquid from accumulating on the optical
window during testing. For this study, laboratory supplied
compressed air was employed but future studies could explore
the utilization of inert gases (e.g., He). The laser was focused onto
the wheel surface through an angled optical window to a spot size
of approximately 500 mm. The plasma light was collected at
a slight angle from the incident laser pulse. The sampling system
parameters, including wheel rotation speed, gas ow rate, laser
energy, spectrometer delay and integration times, and the
number of shots, were optimized to maximize signal intensity.
Spectra were measured at 10 Hz to maximize time resolution.

The liquid sample chamber was modied to reduce unused
volume by changing the inlet and outlet lines to smaller tubing
and using an alternative high-speed peristaltic pump (MP2,
Elemental Scientic Inc., Omaha, Nebraska) to add and remove
solution from the sample cell. This change resulted in requiring
approximately 40 mL to ll the sample cell for testing with
minimal holdup in the liquid lines themselves. The peristaltic
pumpwas connected to an external reservoir to provide a sampling
loop, which would be amenable for online monitoring. The pump
operated at a nominal ow rate of 10 mL min−1. An illustration of
the liquid wheel LIBS conguration is shown in Fig. 1.
2.3. Statistics and modeling

LIBS measurements are subject to the parameters used to form
and measure the plasma emissions. These parameters are
optimized by varying the settings and observing the spectral
response. This spectral response is quantied using the signal-
to-background ratio (SBR), in which the raw signal intensities
are compared with the background intensities (eqn (1)):
This journal is © The Royal Society of Chemistry 2025
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Fig. 1 Graphical representation of liquid LIBS sampling system showing the external and internal sample reservoirs connected using a peristaltic
pump. The wedged wheel in the sample cell rotated through the internal reservoir, forming a thin liquid layer on the wheel for LIBS analysis. A gas
nozzle was pointed at the surface of the wheel to help distribute the thin liquid layer at the ablation point to mitigate splashing and at the wedged
window to prevent droplets from forming in the optical path.
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SBR ¼ signal intensity

nearby baseline intensity
: (1)

For optimizing measurement parameters, both the SBR and
its standard deviation (SD) were considered for all analytes (eqn
(2)). For this analysis, the SBR and SD for each analyte were
normalized to provide a score between zero and one. Then, the
optimization score was taken as the summation of these
normalized values weighted by 0.7 for SBR and 0.3 for SD. These
weights were selected based on a desire for high signal strength
and high precision; however, signal was given a slight prefer-
ence because sensitivity was important.

SBRnorm ¼ SBRðiÞ � SBRmin

SBRmax � SBRmin

; (2a)

SDnorm ¼ SDmax � SDðiÞ
SDmax � SDmin

; (2b)

and

Score ¼
XlN
ln

0:7� SBRnorm þ 0:3� SDnorm: (2c)

Calibration models were evaluated using various root mean
square error (RMSE) metrics. RMSE serves as a measure of
model prediction accuracy and is dened in eqn (3):
This journal is © The Royal Society of Chemistry 2025
RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP ðyi � ŷiÞ2

n

s
; (3)

where yi is the known sample concentration, ŷi is the model pre-
dicted concentration, and n is the number of samples in themodel.
Several types of RMSE exist, all based on how they are calculated.
The RMSE of calibration (RMSEC) measures how well a model ts
training data; however, because all samples used to calculate
RMSEC are included in the model, this method may overestimate
prediction accuracy. RMSE of cross-validation (RMSECV) provides
a more representative metric of model prediction accuracy by
predicting samples not used in the training set. In this work,
RMSECV was calculated by splitting the data into k groups, itera-
tively training the model on k − 1 groups, and then predicting the
remaining kth group. RMSE of prediction (RMSEP) takes themetric
one step further by evaluating model accuracy on a separate vali-
dation dataset with samples never used for training.

Generally, LIBS has sensitivity to nearly every element in the
periodic table, but the degree of sensitivity varies. The LODs of
the models developed in this study were evaluated to bench-
mark this sampling approach. The univariate LODs were
calculated using the standard error of the regression (S) and the
calibration model coefficients (see eqn (4)). The use of the
standard error of the regression has been shown to provide
more accurate estimates of the LODs.31
J. Anal. At. Spectrom., 2025, 40, 689–699 | 691
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1st order (y = m1x + b), LOD = 3S, (4a)

and

2nd order (y = m1x
2 + m2x + b), m1LOD2 + m2LOD = 3S. (4b)

Multivariate models were built using the SciKit Learn library
in Python.32 The number of latent variables (LVs) used in each
model was determined using cross-validation (CV) and deter-
mining the last LV to provide a signicant reduction in
RMSECV. Model wavelength ranges were investigated along
with the LVs through CV to optimize the model prediction
metrics.
3. Results and discussion
3.1. Liquid wheel optimization

Prior to constructing calibration curves, the various parameters
of the liquid wheel LIBS system required optimization. A sample
containing 100 mg mL−1 of Na, Al, K, Ca, and Sr, as well as 1000
mg mL−1 Yb, was used for optimization. Parameters related to
the sampling system itself included wheel rotation speed and
sheath gas ow rate, which affected the formation of the thin
liquid layer wheel. These parameters were optimized while
keeping LIBS measurement parameters constant (100 mJ, 100
shot averages, 3 ms delay time, and 50 ms integration time). For
optimization, both SBR and its SD for all the analytes were
considered (see eqn (2)).
Fig. 2 Sr emission peaks and optimization scores as a function of (a a
optimization score used in this work considered both the SBR and SD o

692 | J. Anal. At. Spectrom., 2025, 40, 689–699
The optimization scores as a function of wheel rotation
speed and sheath gas ow rate are shown in Fig. 2. The trends
for individual analytes are shown in Fig. S1 and S2.‡ As an
example of the effect of these parameters, the Sr 407.78 nm
emission peak is shown as the wheel speed and gas ow rate are
varied in Fig. 2. The optimal values were determined to be
2 RPM and 20 standard 3 h−1 (SCFH). A slower rotation speed
provided far more intense spectra, likely because of more time
for a consistent thin layer to form. Additionally, higher sheath
gas ow rates provided the greatest optimization score, which
may be attributed to enhanced thin layer formation or splash-
ing reduction. Preliminary testing found that ow rates above
20 SCFH induced excessive evaporation in the chamber, causing
solution concentrations to be affected. Note, for liquids with
signicantly different properties (e.g., viscosity, wetting angle,
etc.) these parameters would likely need to be reoptimized.
Future work may investigate the use of this method on organic
phases or inorganic phases with higher acid concentration
where these effects would likely require separate or more
complex models.

LIBS spectrometer parameters were then optimized using
this rotation speed and gas ow rate. The laser energy was set to
100 mJ per pulse, and 100 shot accumulates were used,
providing a spectrum every 10 s. Although the spectrometer
settings could be optimized for each analyte individually, if
several species were to be monitored simultaneously, an overall
optimal value would be needed. The delay time was varied from
nd c) wheel rotation speed and (b and d) sheath gas flow rate. The
f all analytes.

This journal is © The Royal Society of Chemistry 2025
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Fig. 3 (a) Yb and (b) K emission peaks as a function of delay time and integration times, respectively. The optimization scores for these variables
are shown in (c) and (d). The selected settings are circled.
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0.86 to 6 ms while keeping other settings constant (e.g., 100 mJ,
100 shot average, and a 50 ms integration time). Similarly, the
integration time was varied from 10 to 200 ms. The optimization
scores for these settings are shown in Fig. 3, and trends for
individual species are shown in Fig. S3.‡ The SBR increased as
the delay time increased because of the decay of background
light; SBR plateaued aer 4 ms. The optimization score indi-
cated that a 5 ms delay was optimal because of a decrease in
deviation. The integration time had differing effects on various
species, but several weaker-emitting species exhibited higher
SBR values at extended integration times (Fig. S4‡). The opti-
mization score indicated that a time of 200 ms should be used.
The nal optimal parameters to be used for the calibrations
were identied as a 5 ms delay and a 200 ms integration time.
3.2. Liquid wheel calibration

Using these optimal settings, calibration curves for a series of
selected species ranging from 1000 to 0 mg mL−1 were con-
structed through serial dilutions. The selected analytes were Na,
Al, K, Ca, Ti, Sr, Mo, and Yb to include alkali metals, alkali earth
metals, transition metals, a post-transition metal, and
a lanthanide. The elements were carefully selected to represent
important species across the periodic table but also with rele-
vance to radioisotope chemical processing. For example, Na is
typically uses as an additive to promote the separation of
desired species into the organic phase; Al is a common impurity
This journal is © The Royal Society of Chemistry 2025
stemming from irradiated materials; and Yb is a lanthanide
species used in the generation of the medical isotope 177Lu.
These species exhibited both weak and strong emission peaks
across the spectrometer range, as well as a species also present
in the wheel substrate (Mo). These calibration standards closely
represent the inorganic phase of radiochemical separations and
alternative models would need to be developed for organic
phase monitoring.

The starting concentration was selected based on the peak
intensity; analytes with stronger emission started at 400 mg
mL−1, and weaker peak calibrations began at 1000 mg mL−1.
This preference toward lower concentrations was targeted at
identifying the detection limits of LIBS using this approach. At
each concentration, 10 spectra were collected (each the average
of 100 shots). Prior to modeling, spectra were baseline corrected
using a rolling ball method with a 50-point radius to remove
background light contributions.33 The spectra were then
smoothed using a Savitzky–Golay lter with a ve-point window
and a third-order polynomial.

For each element, univariate models were built using each
species' strongest emission peak. Note, integrated peak area
was used rather than peak intensity for univariate calibration to
make models more robust. These peaks were Na I at 588.9 nm,
Al I at 396.2 nm, K I at 766.5 nm, Ca I at 393.5 nm, Ti II at
334.9 nm, Sr II at 407.8 nm, Mo I at 550.6 nm, and Yb II at
369.4 nm. Generally, peaks without interferences were used, but
in the case of Mo, unavoidable interferences occurred because
J. Anal. At. Spectrom., 2025, 40, 689–699 | 693
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of the wheel material. All emission wavelengths were conrmed
against the National Institute of Standards and Technology
Atomic Spectral DataBase.34 These emission peaks as a function
of the calibration concentration are shown in Fig. 4, along with
an exemplary full spectrum. Notably, this liquid wheel sampling
method does involve ablation of the wheel material itself. If the
targeted analyte has overlapping emissions with the alloy
components, then an alternate wheel or a coating on the wheel
may need to be identied. To better understand these effects,
both an element (Mo) in the wheel and an element (Ti) with
interferences from the wheel were investigated.

Several peaks (e.g., Na, Ca, K) exhibited nonlinear calibra-
tions because of self-absorption effects. These analytes were
modeled using a second-order polynomial only if a rst-order
Fig. 4 Emission peaks as a function of concentration: (a) Na, (b) Al, (c) K,
H2O sample (blank) is shown in (i) with analyte regions of interest highlig

694 | J. Anal. At. Spectrom., 2025, 40, 689–699
model could not provide an adequate t. If a second-order
polynomial was used, the calibration range was truncated
aer tting to exclude the most concentrated sample to avoid
overtting issues. The univariate calibration models along with
their R2 values are shown in Fig. 5.

The univariate calibration metrics are provided in Table 1.
The RMSECV values were calculated using a leave-one-out-CV
approach. Elements that exhibited strong emission peaks (i.e.,
Na, Ca, and K) generated excellent univariate ts with strong R2

values and low RMSEC scores. Because RMSE values vary in
magnitude based on the calibration range of the analyte, they
can be more readily compared by dividing the values by the
concentration range of the respective calibration and viewed as
a percent (RMSE%). In this work, a model can be ranked based
(d) Ca, (e) Ti, (f) Sr, (g) Mo, and (h) Yb. The full labeled spectrum of a DI
hted.

This journal is © The Royal Society of Chemistry 2025
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Fig. 5 Univariate calibration curves for (top left to bottom right) Na, Al, K, Ca, Ti, Sr, Mo, and Yb. The R2 values of each calibration model are
provided. X error is propagated uncertainty from ICP-OES measurements, and Y error is the peak area uncertainty.

Table 1 Univariate model metricsa

Analyte R2 RMSEC (mg mL−1) RMSECV (mg mL−1) LOD (mg mL−1) RMSEC (%) RMSECV (%)

Na2 0.9979 1.76 4.00 0.0532 1.76 4.00
Al1 0.9950 10.2 57.9 18.5 2.54 14.5
K2 0.9905 5.29 11.6 0.105 2.65 5.78
Ca2 0.9994 1.51 2.35 0.273 0.75 1.18
Ti2 0.9973 7.91 15.1 67.7 1.58 3.03
Sr2 0.9985 2.44 3.23 0.640 1.22 1.62
Mo1 0.9996 6.65 159 22.4 0.67 15.9
Yb2 0.9892 14.2 32.3 22.9 1.77 4.04

a The superscripted numbers on the analyte labels refer to the univariate model rank (e.g., 2 = second order). For model concentration ranges the
reader is referred to Fig. 5.

Paper JAAS

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

6 
Fe

br
ua

ry
 2

02
5.

 D
ow

nl
oa

de
d 

on
 8

/5
/2

02
5 

7:
02

:5
0 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
on RMSE%: strong (RMSE% # 5%), satisfactory (5 < RMSE% #

10%), or indicative (10% < RMSE% # 15%). Based on the
RMSEC% values shown in Table 1, all models would be ranked
This journal is © The Royal Society of Chemistry 2025
as strong; however, percent RMSECV (RMSECV%) is a better
metric for predicting unknown samples. In this study, the
models for Na, Ca, Sr, Yb, and Ti would be ranked as strong; K
J. Anal. At. Spectrom., 2025, 40, 689–699 | 695
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would be ranked as satisfactory; and Al would be ranked as
indicative. The model for Mo falls beyond the indicative range
based on RMSECV%, which can be attributed to the effects of
the wheel interferences. Notably, Al andMo weremodeled using
a rst-order linear t, meaning the highest concentration had
Table 2 Summary of LODs compared with literature valuesa

Element Literature liquid LIBS LOD (mg mL−1)
This study
(mg mL−1)

Na 0.0075–24 (ref. 38–43) 0.0532
Al 15–35 (ref. 39, 42 and 44) 18.5
K 0.0012 (ref. 44) 0.105
Ca 0.002–10 (ref. 40–42 and 45) 0.273
Ti 9.3–18.8 (ref. 42) 67.7
Sr 25–200 (ref. 46) 0.640
Mo 31 (ref. 42) 22.4
Yb 156 (ref. 47) 22.9

a LODs from surface-enhanced LIBS approaches were not included.

Fig. 6 PLSR parity plots comparing known values with predicted concen
and Yb. The red 1 : 1 line denotes a perfect prediction. The R2 values of e
points, and CV markers refer to cross-validation data points.

696 | J. Anal. At. Spectrom., 2025, 40, 689–699
an increased leverage. This indicates that adding more model
points would likely enhance the predictive capabilities.

To better evaluate the LODs of this engineered sampling
approach, the univariate LODs were compared with literature
values shown in Table 2. Literature values were only used for
comparison if they were measured on bulk liquids or an alter-
native engineered approach. Surface-enhanced LIBS and
similar approaches (e.g., dried droplets, frozen droplets, nano-
particle enhanced LIBS) were not considered.

Overall, half of the species investigated resulted in lower
than microgram per milliliter LODs, and the remainder except
for Ti fell below 50 mg mL−1. In terms of process monitoring,
these LODs offer much value. Several elements (e.g., Na, Al, and
Ca) have been studied extensively in liquid LIBS; for these
analytes, the liquid wheel sampling approach appeared to
provide detection limits on par with literature values. For lesser-
studied elements (e.g., Sr and Yb), the liquid wheel approach
offered lower LODs than literature. Although the LOD for K is
higher than the literature-reported value, it is less than the
trations (mg mL−1) for (top left to bottom right) Na, Al, K, Ca, Ti, Sr, Mo,
ach calibration model are provided. C markers refer to calibration data

This journal is © The Royal Society of Chemistry 2025
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microgram per milliliter level, demonstrating an LOD compa-
rable with other high-performance techniques. Despite gener-
ating a strong t, the Ti model provided LODs above literature
values. Ti offered weaker emissions and was in a spectral region
with a large density of emission peaks from the wheel material,
which likely led to this higher detection limit. Lastly, the LODs
reported here are on par with the levels expected (i.e., low- to
sub-mgmL−1) for typical instances of other optical spectroscopic
methods for online monitoring (e.g., Raman, UV-VIS, NIR,
LIFS).35–37 Several of the species investigated have difficulties
being measured using other methods. For example, Yb lacks
a usable absorbance prole in the visible range. Realistically,
LIBS would be combined with multiple other techniques in
targeted process locations to provide a holistic picture of the
process compositions based on the operator's needs.

To build more robust models, multivariate models were also
investigated. Multivariate models are typically useful for LIBS
data that have a high dimensionality (i.e., wavelength dimen-
sion) versus the response dimension (concentration).48

Furthermore, multivariate models can incorporate the signal
from multiple emission peaks and better account for interfer-
ences. Partial least squares regression (PLSR) is a well-
established chemometric model for multivariate modeling.49,50

PLSR iteratively solves for vectors (i.e., LVs), which explain the
most covariance between the signal and response matrix (i.e.,
concentration), making the method well-suited for predictive
models.

Based on the anticipated second-order effects caused by self-
absorption, the spectral matrix was augmented to include
second-order features by appending the squared spectra to the
regressed data block. To ensure proper modeling, both the
spectra and squared spectra data blocks were scaled using
a hard-block variance approach before being combined.51

Future work could investigate kernel partial least squares (PLS)
as an alternative approach for nonlinear PLS models.52 The
calibration and CV parity plots for each element's PLSR model,
along with R2 values, are shown in Fig. 6. Further details on the
PLSR models are provided in the Table S2.‡ The multivariate
model metrics are provided in Table 3.

Where the univariate models were only built using the cali-
bration samples for a given analyte, each PLSR model was built
Table 3 Multivariate model metricsa

Analyte R2
RMSEC
(mg mL−1)

RMSECV
(mg mL−1)

RMSEC
(%)

RMSECV
(%)

Na2 0.9948 2.51 7.31 1.25 3.65
Al1 0.9894 6.98 13.4 1.74 3.36
K2 0.9948 3.61 9.21 0.90 2.30
Ca2 0.9885 5.90 14.7 1.48 3.67
Ti2 0.9966 7.92 25.8 0.79 2.58
Sr2 0.9906 5.59 14.0 1.40 3.49
Mo1 0.9921 12.8 69.9 1.28 6.99
Yb2 0.9914 11.7 30.6 1.17 3.06

a The superscripted numbers on the analyte labels refer to the spectral
transformation rank (e.g., 2 = second order). For model concentration
ranges the reader is referred to Fig. 6.

This journal is © The Royal Society of Chemistry 2025
with the entire dataset, containing all analytes, to be more
robust to additional species. All models generated excellent ts
with R2 values greater than 0.98. When the RMSECV% values
were considered, all models except for Mo fell into the strong
ranking. This result reaffirmed that the multivariate models can
better cope with interferences and weak signals (e.g., Ti and Al)
compared with univariate models. However, even with this
improvement, the Mo model is still only considered satisfac-
tory. Another benet is that modeling the second-order
behavior in this multivariate manner did not truncate the cali-
bration range as in the univariate case, although model
performance at the edges of the design space were weaker
during CV (see Fig. 5 [Ti]).
3.3. Real-time validation tests

As a nal evaluation of this liquid LIBS approach being
amenable to online monitoring, a real-time validation test was
performed in which the sample reservoir outside of the LIBS
system was spiked and diluted to generate transient signals
withmultiple analytes as the solution was pumped into the LIBS
chamber. The test began with a 100 mg mL−1 Na solution, and
then the reservoir was sequentially spiked with Ca, Sr, and K.
The last step was diluting the sample reservoir by doubling the
volume of water.

The test provided signicant insight into the real-time
monitoring capabilities of the sampling approach. Notably,
the contribution of the wheel emissions to the overall spectra
was more than in the previous calibration datasets, likely
because of the extended use of this ablation substrate (>200 000
shots). This higher contribution resulted in the previous PLSR
models underpredicting the sample concentrations. The
models were recalibrated using a total light normalization
scheme in which each spectrum was divided by the sum of all
intensities in said spectrum, similar to L1 normalization. This
process, along with slight modications to the number of LVs
for the models to be more robust to the substrate signal,
provided accurate predictions. These PLSR predictions versus
expected concentration proles are shown in Fig. 7. Informa-
tion on the modied PLSR models is provided in Table S3.‡

The starting sample reservoir volume was 40 mL. Based on
the transient predictions, the concentration changes were
resolved in roughly 4 min, corresponding to the amount of time
for the sample volume to fully circulate at 10 mL min−1. The
nal step corresponding to the dilutions of each analyte showed
an extended rate of change because of the increase in sample
volume. Lastly, the model precision can be evaluated by exam-
ining the percent relative standard deviation (% RSD) of the
predictions during the time between the third and fourth
additions (t = 45–65 min in Fig. 7, 120 points total), during
which analyte concentrations had stabilized: Na = 3.1%, K =

4.2%, Ca= 8.1%, and Sr= 7.4%. These results demonstrate that
LIBS can provide reliable predictions despite spectral uctua-
tions owing to factors such as laser power variance.

Despite these positive outcomes, areas for improvement
must be acknowledged. The constant ablation of the wheel
substrate leads to a consumable component in the sampling
J. Anal. At. Spectrom., 2025, 40, 689–699 | 697
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Fig. 7 PLSR predictions during the real-time test. The transparent lines represent the PLSR predictions as the data were collected (i.e., 100 shot
average per second), and the darker lines represent the running average. The solid black dashed lines indicate when the sample reservoir was
spiked.
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system. For specic applications, robust models can be made to
cope with these changes with minimal detriment, but for other
elds (e.g., radiological hot cells), the replacement of this
component could serve as a barrier for adoption. The use of an
internal standard may aid in coping with these effects but is
again only applicable in certain situations. Finally, the sample
cell was operable with volumes as low as 20 mL, but for the
measurement of precious samples (e.g., rare isotope processing
streams), this amount can still be too high a volume for adop-
tion. However, this volume may be reduced further with addi-
tional modications.
4. Conclusion

LIBS is commonly boasted as a versatile elemental technique
with a large breadth of sensitivity and the ability to be applied to
all forms of matter; however, the bulk of LIBS literature revolves
around solid-phase analysis, where the technique excels. This
study examined an engineered sampling approach in which
a rotating wheel provides a constantly refreshing thin liquid layer
for measurements. Both univariate and multivariate models for
eight elements from across the periodic table (Na, Al, K, Ca, Ti, Sr,
Mo, and Yb) were constructed. This setup allowed the LOD for
each analyte to be investigated, revealing that this sampling
approach can offer LODs ranging from the hundreds of parts per
billion to the low parts per million levels. This range falls in line
with other literature-reported LOD values on bulk liquids and
other engineered sampling schemes. Lastly, this approach for
online monitoring of impurities in chemical processing systems
was examined through an 80 min real-time test demonstrating
reliable predictions with prediction precision below 10% RSD.

Future work should examine these analytes using alternative
sampling systems that do not rely on ablation substrates. For
example, the conversion of liquids to aerosols or liquid jets are
viable for online monitoring approaches using LIBS. Addition-
ally, literature has demonstrated increased sensitivity with DP-
698 | J. Anal. At. Spectrom., 2025, 40, 689–699
LIBS. It may be feasible to reach lower LODs with less ablation
of the rotating wheel using DP-LIBS. Finally, alternate wheel
materials and passive coatings thereof should be investigated to
extend the component lifetime and reduce interferences.
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