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This paper deals with determining the chlorine content in cement matrixes using non-matching calibration
samples made from microsilica and potassium chloride. We aimed to make easy-to-prepare calibration
samples and determine the chlorine content in cement paste samples. To create proper cement paste
samples, it is necessary to allow the concrete to mature for 28 days. Also, this methodology enables
faster calibration and higher throughput in routine analysis. To suppress the matrix effect, we tested
several strategies of signal normalization and then compared the reference (known) and the predicted
chlorine content. Best results were obtained when we normalized the intensity of the chlorine line by
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of the hydrogen emission line (H,) and full width at half-maximum (FWHM). With this parameter, we
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1 Introduction

It has repeatedly been proven that the detection of chlorine is
important in many applications, e.g., civil engineering, specifi-
cally chlorine corrosion of reinforcement, pharmacy, air pollu-
tion, aqueous solutions, and detection of hazardous organic
compounds.! The most common methods for determining the
chloride content are wet chemistry (potentiometric titration and
direct potentiometry) or photometry.> Laser-induced break-
down spectroscopy (LIBS) is an optical emission spectroscopy
method. It is a flexible and micro-destructive method that can
be used in situ and provides quick analysis, requiring almost no
sample preparation. For these benefits, it is used in civil
engineering,** biology,”” forensics,'*** polymers,**'* and space
research.'®”

For halogens, especially chlorine, detection has typically
lower sensitivity in LIBS measurements. Other spectroscopy
methods, like atomic absorption spectroscopy (AAS) and
inductively coupled optical emission spectroscopy (ICP-OES),
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total chloride content in cement paste, with a sum of mean squares of the prediction error of 0.22 wt%.

provide better chlorine sensitivity. On the other hand, it
requires a liquid sample with significant dilution, unlike LIBS,
which works with solid samples. X-ray fluorescence (XRF) also
works with solid samples, but higher sensitivity applies mainly
to higher-Z nonmetallic elements.*®

Thus, many strategies have been developed to improve
sensitivity, including the double-pulse (DP) LIBS configuration,
for enhancing the emission intensity and lowering the limits of
detection. There are two main geometries: collinear and
orthogonal. In the orthogonal geometry, one beam is focused
on the sample surface, and the second beam is directed parallel
to the sample surface. The parallel laser beam can reheat the
plasma (re-heating scheme) or it can create an air spark slightly
above the sample surface before the ablation of the sample (pre-
ablation scheme). In collinear geometry, both laser beams share
the same path and are directed at the sample surface.” Signal
enhancement may be caused by several mechanisms -
improved laser material coupling and the resulting ablation
rate of the sample material, increased electron density of laser-
induced plasma, and higher plasma temperature. Mechanisms
of signal enhancement and dynamics of DP LIP are described in
detail elsewhere.?*>?

The most common strategy of quantitative analysis in spec-
troscopy is through regression analysis. This establishes a rela-
tionship between a spectral feature (such as the intensity of
a selected emission spectral line) and a chosen element content.
However, the limitation of this approach lies in a relatively low
shot-to-shot stability of LIBS and the resulting emission signal
and a strong dependence on the sample matrix. The most

This journal is © The Royal Society of Chemistry 2025
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prevalent method for augmenting the shot-to-shot signal
stability is a normalization utilizing an internal standard. In
this approach, the ratio of intensity of the spectral line under
investigation to a suitable plasma emission signal is employed.
Commonly used internal standards include total plasma emis-
sivity, background emission, and the intensity of a reference
spectral line that belongs to the matrix element. An alternative
approach is a normalization utilizing an external reference
signal of distinct nature, such as acoustic wave signals**>’
electrical current,®® or ablated mass of the sample.* Multivar-
iate correlative normalization can also be employed, which
enables the simultaneous suppression of multiple causes of
signal fluctuations by combining several reference signals. In
addition to the aforementioned empirical normalization
methods, more rigorous methods that take into account plasma
parameters such as electron density and temperature**=** have
also been proposed. A comprehensive overview of normaliza-
tion approaches was published by Zorov et al.*

The physical and mechanical properties of the sample may
influence the resulting plasma parameters. This phenomenon
is called the matrix effect. In other words, the intensity of the
emission line for one element with the same content could be
different if we use diverse types of matrices. It is possible to
study the matrix effect by comparison of different line intensi-
ties for different matrices with similar (or the same) content of
the studied element. However, it is impossible to directly utilize
the calibration curve based on non-matrix matched samples.
On the other hand, if the complex processes beyond laser-
matter interaction, material ablation, and laser-induced plasma
formation are understood, it is possible to suppress the matrix
effect.*

There are several published papers dealing with the matrix
effect for metallic samples, but none for non-metals, which
include halogens such as chlorine. W. Wang et al.** studied the
matrix effect on laser defocus for metal elements (Cu, Ti, Mn,
and Cr) in carbon steel and aluminum alloy. They found that
matrix effects have different degrees of influence on the anal-
ysis. The lowest matrix effect is observed in the mixed matrix (Al
+ Fe). Also, the influence of the matrix effect can be reduced by
laser defocus. J. M. Anzano et al.*® compared the matrix effect in
powder samples of Al,O; and SiO, in ores with the same powder
samples pressed into tablets. They demonstrated that the
matrix effect was less significant in powder samples. A. Hrdlicka
et al.’” dealt with the determination of sulfur in concrete using
SP LIBS and used a simplified calibration series for the quan-
tification, i.e., the standards were not prepared from cement but
from synthetic limestone powder and contained a defined
addition of sodium sulfate. The same author applied a similar
strategy for asphalts®® when detecting the total content of sulfur
in asphalts using non-matching calibration samples. They used
two different matrices —cellulose and synthetic limestone — with
defined weighed amounts of Na,SO,-10H,0.

In this paper, we demonstrate the possibility of using non-
matrix-matched calibration samples for chlorine quantifica-
tion in cement materials. Moreover, the samples were measured
under different experimental conditions since the optimal
conditions differ due to the matrix effect. Calibration samples
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are in the form of homogeneous pressed powder tablets made
of chloride (KCl) in a pure inorganic matrix (microsilica - SiO,).
Based on this calibration curve, we tried to predict the content
of chlorine in homogeneous cement paste with added NaCl. We
compared several strategies of normalization and the obtained
precision. We normalized the chlorine line intensity to different
elemental emission line intensities (such as silicon, hydrogen,
and oxygen) presented in both sets of samples. However, the
results were insufficient, so we introduced a new coefficient w
which is proportional to the particle number density derived
from the H, line. For each normalization strategy, we observed
and compared changes in the reliability coefficient (R*) and
a sum of squares of prediction error (PEc,,).

2 Materials and methods

2.1. Samples

The first set of calibration samples (henceforth marked as KS)
was prepared by grinding silica (SiO,) in a laboratory agate
mortar. Potassium chloride was added to the silica matrix. Both
powders are of per analysis purity. The weight of chloride salts
was weighed to four decimal places, so it was possible to
calculate the exact weight of chlorine in each sample. The
powder was homogenized for a couple of minutes in a mortar
and then put in a table press for 4 minutes under a pressure of
80 kPa. We kept all samples in Petri dishes in a room with
controlled temperature. Also, we tried to study different
matrices, such as limestone samples and limestone-microsilica
samples, next to the microsilica samples. However, limestone
and limestone-microsilica samples were ruined during the
measurements.

The second set of samples was made from cement paste
(henceforth marked as BAM). Those samples were prepared at
the Federal Institute for Materials Research and Testing (Berlin,
Germany) and were part of the Round Robin test? organized by
the same institute in 2021. To avoid any chemical changes due
to contact with moisture, samples were kept in a laboratory
desiccator. Samples were prepared by mixing ordinary Portland
cement with deionized water and sodium chloride. After 28 days
of curing in the atmosphere with humidity, prisms were dried to
a constant weight, ground and pressed into pellets. Table 1
presents a list of all used samples and their respective chlorine
content.

In our experiment, two different chlorides (KCl and NacCl)
were used. Research done by S. Millar et al* found that

Table 1 List of KS and BAM calibration samples, their used name, and
weight percentage of chlorine in each sample

Used name Cl[wt%] Used name Cl[wt%] Used name Cl [wt%]
KS1 0.14 BAM1 0.06 BAM7 0.85
KS2 0.33 BAM2 0.19 BAMS 0.98
KS3 0.53 BAM3 0.32 BAMOS 1.15
KS4 1.33 BAM4 0.46 BAM10 1.43
KS5 1.83 BAMS5 0.59 BAM11 1.71
KS6 3.90 BAM6 0.72 BAM12 1.95
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different cations do not have a significant influence on chlorine
detection.

2.2. LIBS system

For this experiment, the LIBS Discovery (CEITEC BUT, Czech
Republic) system was used. The LIBS Discovery consists of
a closed interaction chamber and a pulsed Nd:YAG Q-switched
laser (532 nm, 8 ns, 20 Hz). For the double-pulse, the second
laser was also an Nd:YAG Q-switched laser (1064 nm, 10 ns, 20
Hz). All emissions were brought into the wide-range echelle
spectrometer (190-1100 nm) with a gate width of 50 ps. A
further description of the system and spectrometer is presented
in our former article.** The samples were placed on the
motorized and controlled positioning stage. All experiments
were done in a helium atmosphere in the interaction chamber
under atmospheric pressure. It is possible to detect the chlorine
emission line in argon and helium (and air). However, the best
signal-to-noise ratio is observed in helium. We are assuming
that it is because of the higher ionization energy of helium
(24.59 eV) in comparison to argon (15.76 eV), so helium has
a greater excitation capacity of plasma.** On the other hand, it
has a much lower electron density and decays faster than other
buffer gases mentioned earlier.*” Needless to say, most of the
chlorine detection is done in a helium atmosphere. It is proven
that this experimental condition shows better results.***

For the KS samples measured with single-pulse (SP) LIBS, the
optimal parameters were 64 m]J laser pulse energy and 0.25 ps
gate delay. For double-pulse (DP) LIBS, the optimal parameters
were 50 m] and 100 mJ laser pulse energies, 1.5 us interpulse
delay, and 1.0 pus gate delay. For the BAM samples, only DP LIBS
was used due to higher sensitivity. The best parameters were
100 mJ, 10 ps and 0.3 us of laser pulse energies, interpulse delay
and gate delay, respectively.

2.3. Data processing

Each sample was represented by 15 LIBS spectra (3 x 5 matrix).
For data processing, we used LIBS Analyzer software (CEITEC,
Czech Republic) and RStudio (Austria).** First, the background
was subtracted from all spectra by moving the minimum algo-
rithm.*® Afterward, mean spectra were calculated. Graphs and
spectra were prepared in Origin 2020b. Our focus is on a chlo-
rine spectral line, Cl I 837.59 nm, and its peak intensity.

3 Results and discussion

3.1. Optimization

Since our goal was to obtain maximal sensitivity, the experi-
mental parameters were optimized for KS and BAM samples
separately. To ensure that Cl line intensity will be above the
limits of detection even for non-optimal experimental condi-
tions, we used a specially prepared sample with a Cl content of
7.63 wt%. For the BAM samples, we used the sample BAM12
(1.95 wt%). Our goal was to obtain a maximal signal-to-
background ratio (SBR) of Cl I 837.59 nm.

3.1.1. KS sample optimization. For the single-pulse SP LIBS
measurement of a KS sample, the laser pulse energy and the
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gate delay were optimized. In the range of energies given by the
laser (max. 100 mJ), we observed an evident trend where higher
energy is linearly proportional to SBR. However, the selected
energy was a tradeoff between SBR and the sample damage (our
goal was to perform at least 15 measurements per sample). In
this regard, the best parameters were 64 mJ and 0.25 s,
respectively. For the DP, the first step was to set an optimal
interpulse delay. It is worth noting that we did not optimize the
energy of the second laser, but we set the energy based on our
experiences and on the results of other publications*** in
a ratio of 1:2, which means that the energy of the first and
second laser pulses was 50 mJ and 100 m], respectively. The
most convenient combination of SBR and signal stability led us
to select an interpulse delay of 1.5 us. The gate delay was set up
to 1.0 ps.

With optimized parameters, we were able to obtain calibra-
tion curves for SP and DP for KS samples. The signal
enhancement of the chlorine line in comparison to SP and DP
LIBS is shown in Fig. 1. As we can see, the slope has increased
almost fourteen times.

3.1.2. Optimization of BAM samples. Because of the
different matrices, the optimization process was done for the
pellets made from cement paste. Based on the results of
previous optimization, only DP was optimized for BAM samples.
Contrary to KS samples, the BAM samples were more solid, and
the sample damage was negligible. As a result, we utilized the
maximal energy available for both pulses (100 m]). For these
energies, the interpulse delay and gate delay were optimized.
The selected interpulse delay and gate delay were 10 us and 0.3
us, respectively.

3.2 Quantification

As said in the Introduction, the matrix effect includes the
mechanical and physical properties of the sample, such as
latent heat. It influences plasma parameters, such as tempera-
ture and electron density. The aim of this work is to find
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Fig.1 Calibration dependence of KS tablets; gray — single-pulse, red —
double-pulse, and intensity of the spectral line — Cl | 837.59 nm.
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a parameter describing these differences and which could
suppress the matric effect. As shown in Fig. 2, there is the initial
calibration dependence - a simple dependence of Cl I
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837.59 nm emission intensity (surface of the spectral line above
the background) on the chlorine content in the respective
sample. As we can see, even for very similar chlorine contents,
the intensities of the chlorine lines differ significantly due to the
matrix effect. For the sake of clarity, for both sets of samples (KS
and BAM), we add a linear fit. By comparing the intercepts and
slopes of both fits, we can briefly estimate the quality of the
calibration model.

3.3. Normalization

We compare several normalization strategies based on the
single matrix calibration curve R* (reliability coefficient) and
inter-matrix normalization. In a nutshell, we study the influence
of selected normalization on the calibration curve R* (based on
KS samples) and the precision of prediction of Cl content in
BAM samples based on the KS calibration curve (Fig. 3). The
definitions of R*> and the procedure for prediction precision
determination are discussed in the Appendix (see the ESI).t
We normalized the intensity of the chlorine line to the
silicon line (Si I 288.16 nm), see Fig. 3A. Silicon is present in
both samples; however, it represents the matrix element in KS
samples. Si is also present in cement paste samples because
SiO, is one of the four major oxides for cement production.
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Fig. 3 Calibration dependencies normalized to different aspects: (A) normalized to the silicon line Si | 288.16 nm, (B) to the oxygen line O |
777.14 nm, (C) to the hydrogen line H,, 656.28 nm, and (D) to the ¢ (proportional to the electron density); all intensities are normalized to the

intensity of the chlorine spectral line — Cl 1 837.59 nm.
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Table 2 The reliability coefficient (R?) and the sum of mean squares of prediction error (PE.,,) for each normalization strategy

Normalization R?[arb. u.] PEe,, [Wt%] PEerr min [Wt% x 1077] PE¢;r max [Wt%] Figure
None 0.97 48.62 1280.00 10.31 2
Cl/Si 0.99 330.39 7360.00 85.97 3A
Cl/o 0.98 5.08 110.00 0.74 3B
Cl/H 0.99 1.37 0.05 0.31 3C
Cl/op 0.98 1.85 10.00 0.45 3D
Cl/w 0.99 0.22 0.93 0.06 4

However, the Si content in cement paste samples is lower in
comparison with KS samples. Fig. 3A shows that the normali-
zation to Si can suppress the shot-to-shot fluctuations and
improves the R*. However, it does not influence the matrix
effect. We normalized the intensity to the oxygen line (O1777.14
nm), see Fig. 3B. We did the measurements in a helium atmo-
sphere, and we could expect the oxygen to originate from the
oxides in the samples. As depicted by the graph in Fig. 3B, the
slopes of both linear fits are closer to each other, but there is
still a significant difference in the intercept. For normalization,
we also utilized the intensity of the hydrogen line (H, 656.28
nm) and electron density based on the FWHM of H,, see Fig. 3C
and D, respectively. We marked it as a ¢, and its value was based
on the FWHM of the Lorentz profile of H,. The FWHM was
determined by fitting the H, by the Voigt analytical function.*
The respective partition function was derived from NIST.*°

It is worth noting that it is not possible to employ the
Boltzmann plot or Saha-Boltzmann plot for plasma tempera-
ture determination because of a long gate width (50 ps), and
also the value derived from H, will represent only an estimate of
the average temperature of a plasma during its lifetime. On the
other hand, the goal of this calculation is not to obtain the
plasma temperature and particle number density respectively,
but only some values describing plasma parameters for
different matrices and experimental conditions. We followed
the procedure described, e.g., in ref. 51 and an equation:

3/2
M_x02xmuﬁhﬂ/,
43V

where Al is the FWHM in angstrom and «,,, is a weak
function of electron density and temperature tabulated in ref.
52. As shown in Fig. 3C and D, both approaches improve both
the slope and intercept; however, the results are still insufficient
for the quantification of chlorine in BAM samples. The primary
reason for this insufficiency is that the parameters of the cali-
bration curves do not overlap adequately, which would lead to
the precise prediction of the content of BAM samples. The
parameter which describes the differences is discussed later
and numerically expressed in Table 2.

For further calculations, we chose the value proportional to
the particle number density derived from the H, line, so we
introduced a new coefficient w:*

47
S—I15(—=
@ ’/(hv)

US(T)

—E} ’
Aggls xp (kB Texc)
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where I (eV em ™ s~ ) is the intensity of atomic or ionic line of

element S, 7 and j are the indexes of the higher and lower
energetic quantum states of the same ionization stage, n°
(em™?) is the total number density of species S, A7 (s ') is the
transition probability of the upper level of species S,
g} (dimensionless) is degeneracy of the upper level, E? (eV) is the
excitation energy of the upper level, Te. (K) is the excitation
temperature, ks (eV K™ ') is the Boltzmann constant, % (eV s) is
the Planck constant and US(T) (dimensionless) is the internal
partition function of selected species at temperature Tey (K).
The basic idea is described, for example, in ref. 54. The
temperature was determined from the Gaussian contribution to
the FWHM of H,:
2kT In 2]'"
Adp =2 {W} Ao,

where Alp is the Gaussian contribution to the FWHM of the
Voigt profile of H,,.

As we can see in Table 2, R® is very high (0.99) for this
normalization and the PE.,, is the lowest. Even though we did
the measurements in a helium atmosphere, hydrogen was
present in the samples. For BAM samples, the hydrogen was
clearly from chemically bound water molecules (crystalline
water in the CSH gel). For the KS samples, it was most probably
the hydrogen from the air humidity because of the hygroscopic
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Fig. 4 Calibration dependence on the normalized intensity of the Cl
line (CL1837.59 nm).
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behavior of KCI. Table 2 shows R?, the sum of the mean squares
of prediction error (PE,), and the minimum and maximum
difference between reference and predicted contents for each
applied normalization strategy. In Fig. 4 are the final calibration
dependencies.

Conclusion

This study presents the possibility of using non-matching cali-
bration samples to determine chlorine. While earlier studies
focused on metallic samples or detected easily excited elements,
for our study, we chose cement paste samples and samples
made of microsilica, with additional chlorine salts. It simplifies
the sample preparation because concrete (and cement paste)
samples require time to mature (at least 28 days to receive
mostly hydrated cement).

We apply the calculations for spectra to normalize the
intensity of the chlorine line and suppress the influence of the
matrix effect, which we observed due to the different nature of
matrixes. After normalization to spectral line emission inten-
sities of different elements, we chose the best combination of R
and PE.,;, which was for the H, line. The value changed from
0.97 to 0.99 and from 48.62 wt% to 1.37 wt%, respectively. For
further data processing, we introduced a new coefficient
which is proportional to the particle number density. It leads to
an improvement in the PE.,, to a value of 0.22 wt%. In our case
study, only one cement type was used. The presented method-
ology may not apply to other cement types due to different ratios
and chemical composition of components. This methodology
has the potential to be used for other elements and matrixes
where the calibration standards lack or are hard to establish.
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