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The submicron aerosol number size distribution significantly impacts human health, air quality, weather, and
climate. However, its measurement requires sophisticated and expensive instrumentation that demands
substantial maintenance efforts, leading to limited data availability. To tackle this challenge, we
developed estimation models using advanced deep learning algorithms to estimate the aerosol number
size distribution based on trace gas concentrations, meteorological parameters, and total aerosol
number concentration. These models were trained and validated with 15 years of ambient data from
three distinct environments, and data from a fourth station were exclusively used for testing. Our
estimative models successfully replicated the trends in the test data, capturing the temporal variations of
particles ranging from approximately 10-500 nm, and accurately deriving total number, surface area,
and mass concentrations. The model's accuracy for particles below 75 nm is limited without the
inclusion of total particle number concentration as training input, highlighting the importance of this
parameter for capturing the dynamics of smaller particles. The reliance on total particle number
concentration, a parameter not routinely measured at all in air quality monitoring sites, as a key input for
accurate estimation of smaller particles presents a practical challenge for broader application of the
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assessments, regional pollution studies, and climate modeling. The estimation models developed in this

work are representative of ambient conditions in Finland, but the methodology in general can be applied
in broader regions.
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Environmental significance

Aerosol particles, especially submicron particles, play a critical role in air quality, climate, and human health. However, traditional measurements of aerosol
number size distributions are limited by expensive, high-maintenance instruments. This study addresses these limitations by using deep learning models to
predict aerosol particle size distributions from widely available air quality data. By offering a reliable and accessible method to estimate critical environmental
data, the study facilitates better health assessments and pollution management. The approach also broadens access to data that can support climate modeling,
particularly in regions lacking the resources for continuous physical monitoring.

particular, contribute significantly due to their higher number
concentration compared to larger particles, despite generally
having lower mass concentrations. The established link

1 Introduction

Ambient aerosol particles significantly impact human health,

air quality, weather, and climate. Submicron particles, in
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between particulate matter exposure and adverse health effects
underscores the particular relevance of submicron particles to
pulmonary diseases, cancer, and mortality."* Due to their small
size, these particles can penetrate deep into the respiratory tract
and enter the bloodstream, significantly increasing health
risks.’” The deposition locations of submicron particles within
the human body are heavily influenced by their diffusion coef-
ficient and accumulation capacity, both of which are deter-
mined by particle size.** In ambient air, freshly nucleated and
emitted particles must grow to a certain size to significantly
reduce visibility or become activated as cloud condensation
nuclei (CCN) under specific humidity conditions.® Accordingly,
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the impact of ambient particles is not only dependent on their
total number concentration but also on their size. These parti-
cles play a crucial role in both local and global climate.*®

In order to understand the impacts of submicron particles,
comprehensive measurements have been carried out world-
wide. For example, continuous long-term observation of atmo-
spheric variables, including ambient particles, has been
performed as the key method for gaining a comprehensive
understanding of the interactions between humans, nature,
and the atmosphere.” Additionally, air quality monitoring
stations have been equipped with instruments to measure total
particle number concentration and particle size distributions,
which is crucial for understanding the health impacts of
submicron particles, enhancing air quality assessments by
capturing detailed data on particle size and count, identifying
pollution sources, ensuring compliance with emerging regula-
tions, and supporting environmental research on atmospheric
chemistry and climate change.'*™**

Unfortunately, collecting long-term particle size distribution
(typically represented as dN/dlog D, indicating the particle
number concentration across size bins normalized by using the
logarithmic span of particle diameters) data over a large spatial
scale poses a significant challenge due to the high cost of
instrumentation and the substantial maintenance workload
required. Advanced particle measurement instruments are
often expensive, necessitating considerable financial invest-
ment for widespread deployment. Additionally, these instru-
ments require regular calibration and maintenance to ensure
accurate data collection, which adds to the operational
burden.'™ As a result, many regions may lack comprehensive
particle size distribution data, limiting the ability to fully
understand and mitigate the impacts of particulate matter on
public health and the environment."

Machine learning is a promising tool for addressing gaps in
particle size distribution data, particularly in the context of
aerosol physical properties. In the era of artificial intelligence
and big data, data mining and machine learning technologies
have significantly advanced atmospheric science by enabling
more sophisticated data processing and analysis. These tech-
nologies have broad applications in understanding aerosol
properties, including new-particle formation (NPF), but are not
limited to this phenomenon. For instance, in Hyytidld, Finland,
clustering and classification methods have been used to inves-
tigate the relationship between the formation and growth of
new particles and environmental variables, such as relative
humidity and the condensation sink of gaseous precursors.*®"”
Similarly, in the Po Valley, Italy, discriminant analysis has been
employed to classify nucleation events, identifying relative
humidity, O;, and radiation as significant factors influencing
NPF."® A multivariate non-linear mixed-effect model has further
demonstrated that relative humidity and O; are major predic-
tors of NPF across multiple European sites, including the Po
Valley, Melpitz in Germany, and Hohenpeissenberg in Ger-
many.'* Beyond NPF, machine learning approaches such as
mutual information have been effectively utilized to explore
non-linear associations between atmospheric variables and
various aerosol phenomena.'** Deep learning techniques,
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including image identification and Bayesian classification
methods, have successfully classified NPF events, demon-
strating the versatility of these tools in atmospheric
research.”>** Furthermore, the use of remote sensing generates
substantial image data, which are well-suited for analysis
through deep learning and other machine learning algorithms.
For example, a transfer learning-based method has been
applied to study temporal changes in dust properties,* while
other studies have demonstrated the potential of machine
learning in remote sensing applications by providing technical
tutorials and showcasing specific architectures, such as a pre-
trained AlexNet with pyramid pooling for image scene classifi-
cation.”**® Machine learning algorithms have also been used to
develop virtual sensors for estimating the concentration of
atmospheric variables, showcasing their ability to model aero-
sol characteristics without the need for extensive traditional
measurement infrastructures.’®*” A study*® explores the use of
random forest techniques to gain quantitative insights into the
impact of air mass history and coastal conditions on the
formation and growth of nucleation mode particles in the
atmosphere. Another recent study® presents a convolutional
neural network-based approach to identify new particle forma-
tion events from longitudinal global particle number size
distribution data, providing a valuable tool for understanding
new atmospheric particle formation processes. However,
despite these advancements, the application of machine
learning to estimate time series data of aerosol particles
remains relatively uncommon. This is primarily due to the
limited availability of sufficient training data and the
complexities involved in hyperparameter tuning, which pose
significant challenges in achieving accurate estimation models.

In this paper, we demonstrate that the particle number size
distribution can be accurately estimated using data from
routine air quality measurements. Estimative models for the
aerosol number size distribution are developed based on pre-
processed ambient trace gas concentrations, meteorological
conditions, and aerosol number concentration. We utilize
recurrent neural networks (RNNs) to build these models and
systematically tune hyperparameters using an automated
machine learning (AutoML) approach.

2 Materials and methods
2.1 Measurement data

All data used in this study come from stations located in Fin-
land and are summarized in Table 1. Data from three stations
for measuring atmosphere-ecosystem relations (SMEAR
stations)® are used to train models for estimating ambient
particle size distributions in different ways. These stations are
chosen to represent the typical ambient environments in Fin-
land. SMEAR 1 is a subarctic forest remote station in northern
Finland. SMEAR II is a boreal forest regional station in southern
Finland.*® SMEAR III is located in an urban environment in
Helsinki, southern Finland.** Data from a fourth station,
Qvidja, are used as a test set. The model's performance was
evaluated only for the year 2019 at the Qvidja station due to
limited data availability at that site. Qvidja is located in a coastal

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Station Location Environment Data type Variables measured Years
SMEAR I Northern Finland Subarctic forest Meteorological, trace gas, Wind speed, wind direction, 2005-2019
and particle data temperature, relative humidity, (training)
pressure, radiation, NO,, SO,, CO, O3,
Niot, and particle size distribution
(DMPS and APS)
SMEAR II Southern Finland Boreal forest Meteorological, trace gas, Wind speed, wind direction, 2005-2019
and particle data temperature, relative humidity, (training)
pressure, radiation, NO,, SO,, CO, O3,
Niot, and particle size distribution
(DMPS and APS)
SMEAR III Helsinki, Southern Urban Meteorological, trace gas, Wind speed, wind direction, 2005-2019
Finland environment and particle data temperature, relative humidity, (training)
pressure, radiation, NO,, SO,, CO, O3,
Niot, and particle size distribution
(DMPS and APS)
Qvidja Southwestern Coastal Meteorological, trace gas, Wind speed, wind direction, 2019
Finland agriculture and particle data temperature, relative humidity, (test)
pressure, radiation, NO,, SO,, CO, O,
and particle size distribution (DMPS
and APS) (no Nior)
Test data SMEAR Stations Various Meteorological, trace gas, Same as the respective training data 2020
(I, I1, and 1II) environments and particle data (test)

agriculture environment in southwestern Finland.** Data used
as training model inputs include meteorological data (wind
speed, wind direction, temperature, relative humidity, pressure,
and radiation), trace gas data (NO,, SO,, CO, and O3), and total
particle number concentration (N, measured by using
a condensation particle counter (CPC). Ny, is included in
selected models to assess its importance, because Ny, is not
measured in all air quality monitoring stations. The target,
measured particle size distribution data, is used to train and
test models by comparing them with model outputs. Particle
size distribution data are measured by using a differential
mobility particle sizer (DMPS) and an aerodynamic particle
sizer (APS). The DMPS measured particles in the size range of 3-
1000 nm, while the APS measured particles in the aerodynamic
diameter size range of 0.53-20 um, and since the measurement
ranges of the DMPS and APS overlap, the DMPS was used to
determine the number concentrations of particles up to
700 nm, while APS data were applied for particle sizes exceeding
700 nm.**** Data from 2005 to 2019 from SMEAR stations are
used as the training set. Data for 2020 from SMEAR stations and
2019 from Qvidja are the test set.

2.2 Data preprocessing

Data cleaning and synchronisation: the raw data from the
SMEAR stations and the Qvidja station need to be checked for
errors and inconsistencies. This may involve identifying and
correcting outliers, handling missing data, and ensuring that
the data from different instruments are properly aligned in
time. The cleaned data are then synchronised to a 10-minute
time resolution to create a consistent time series for analysis.
Interpolation of missing values: gaps in the data, where
measurements are missing for periods up to 6 hours, are filled

© 2025 The Author(s). Published by the Royal Society of Chemistry

through interpolation. The threshold reflects a balanced
approach for optimizing both data quality and data availability.
Linear interpolation is used, which estimates the missing values
based on the values of the nearest available data points. This
ensures that the time series is complete and continuous, which is
important for the model to learn temporal patterns effectively.

Handling of negative size distribution values: negative values
in the particle size distribution data are not physically mean-
ingful and are likely due to measurement errors or instrument
noise. These negative values are replaced with a small positive
number (107°). This value is chosen to be small enough to
minimise its impact on the model training process while still
allowing the data to be visualised on a logarithmic scale.

Extraction of temporal features: the day of the year and hour
of the day are extracted from the timestamps of the data and
added as new features. This allows the model to learn seasonal
and diurnal patterns in the data. For example, the model can
learn that particle concentrations tend to be higher during
certain times of the year or day.

Normalisation of input features: all input features, including
meteorological parameters, trace gas concentrations, and
particle number concentration, are normalised by removing the
mean and scaling to unit variance. This ensures that all features
have a similar range and distribution, which can improve the
performance and stability of the neural network. Normalisation
can prevent features with larger scales from dominating the
learning process and can help the optimisation algorithm
converge faster.

2.3 Recurrent neural networks

Recurrent Neural Networks (RNNs) are employed to build esti-
mation models due to their ability to handle sequential data

Environ. Sci.. Atmos., 2025, 5, 367-377 | 369
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Table 2 Abbreviations of models and estimations
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Input station and variables Testing station

Model Estimation

SMEAR I: met + gas SMEAR I
SMEAR I: met + gas + Nt SMEAR 1
SMEAR II: met + gas SMEAR II
SMEAR II: met + gas + Neot SMEAR II
SMEAR III: met + gas SMEAR III
SMEAR III: met + gas + Ny SMEAR III
ALL SMEAR: met + gas SMEAR I
ALL SMEAR: met + gas + Nio¢ SMEAR 1
ALL SMEAR: met + gas SMEAR II
ALL SMEAR: met + gas + Nio¢ SMEAR II
ALL SMEAR: met + gas SMEAR III
ALL SMEAR: met + gas + Nt SMEAR III
ALL SMEAR: met + gas Qvidja

effectively. While many algorithms are available for modeling,
including linear regression (with or without regularization),
tree-based ensemble methods like random forests, support
vector regression, and deep learning algorithms like convolu-
tional neural networks, atmospheric processes are often highly
non-linear. Therefore, linear algorithms are less suitable for our
purposes. RNNs are chosen for their inherent capability to
model time series data by retaining memory of previous inputs,
which allows them to learn from past information during
training.

RNNs are particularly well-suited for this task because of
their ability to capture temporal dependencies in sequential
data. Unlike other deep learning architectures, such as con-
volutional neural networks, RNNs have an internal memory that
allows them to learn from past information and use it to esti-
mate future events. This is essential for accurately modelling
atmospheric processes, which are often influenced by historical
conditions. RNNs inherently reduce the reliance on extensive
feature engineering by automatically learning and extracting
relevant features from sequential data. Their ability to capture
complex dependencies, temporal patterns, and contextual
information within the input data enables them to effectively
process and model intricate relationships without requiring
additional manual feature augmentation.***” By utilising RNNs,
our model can effectively learn the complex relationships
between meteorological variables, trace gas concentrations, and
particle size distribution over time, leading to more accurate
estimations.

We use Mean Squared Error (MSE) as the loss function
because it effectively measures the average squared difference
between estimated and actual values, providing a clear indica-
tion of model accuracy and helping to minimize estimation
errors by penalizing larger deviations more significantly.

In RNNSs, hyperparameter tuning is a crucial step in training
models. Traditionally, with many parameters to optimize, long
training times, and multiple folds to prevent information
leakage, this process can be cumbersome. We utilize Optuna
with default settings for model tuning. Optuna is a popular
AutoML tool based on Bayesian methods.*® The hyper-
parameters are tuned as follows: the number of layers in the

370 | Environ. Sci.: Atmos., 2025, 5, 367-377

SM1Train-SM1Test-MetGas
SM1Train-SM1Test-MetGasNtot
SM2Train-SM2Test-MetGas
SM2Train-SM2Test-MetGasNtot
SM3Train-SM3Test-MetGas
SM3Train-SM3Test-MetGasNtot
AllTrain-SM1Test-MetGas
AllTrain-SM1Test-MetGasNtot
AllTrain-SM2Test-MetGas
AllTrain-SM2Test-MetGasNtot
AllTrain-SM3Test-MetGas
AllTrain-SM3Test-MetGasNtot
AllTrain-QvidjaTest-MetGas

SM1Train-MetGas
SM1Train-MetGasNtot
SM2Train-MetGas
SM2Train-MetGasNtot
SM3Train-MetGas
SM3Train-MetGasNtot
AllTrain-MetGas
AllTrain-MetGasNtot
AllTrain-MetGas
AllTrain-MetGasNtot
AllTrain-MetGas
AllTrain-MetGasNtot
AllTrain-MetGas

long short-term memory (LSTM) network is set to 1 or 2 to
balance model complexity and training efficiency; the batch size
ranges from 32 to 256 to manage computational resources and
training stability; the number of units per layer ranges from 8 to
128 to capture varying levels of feature representation; the
output size varies from 32 to 256 to accommodate different
estimation requirements; and the dropout ratio ranges from
0 to 0.5 to prevent overfitting while maintaining model gener-
alization. The hyperparameter space includes three gradient
descent optimizers: Root Mean Squared Propagation (RMSprop)
with a learning rate from 10> to 10~ ", decay from 0.85 to 0.99,
and momentum from 10> to 10~ '; Adaptive Moment Estima-
tion (Adam) with a learning rate from 107> to 10~ '; and
Stochastic Gradient Descent (SGD) with a learning rate from
107" to 10" and momentum from 10> to 10~ ". Tuning each
model required approximately two hours on a single GPU
machine.

To examine the interactions between variables from different
stations, we train models using data from individual stations as
well as a combined dataset from all three stations to capture
both station-specific and overall patterns. In total, we build 8
models and generate 13 estimations (see Table 2).

2.4 Random forest

A random forest model is constructed to assess feature impor-
tance, which measures the contribution of each feature to the
model's estimative performance.** Unlike RNNs, which can
leverage GPU hardware acceleration, random forest models
treat each particle size bin independently and do not benefit
from such acceleration, resulting in higher computational
costs. Consequently, only three years of SMEAR II data (2015-
2017) are used for training the random forest model. Cross-
validation with random grid search is employed to optimize
the model's hyperparameters.

3 Results
3.1 RNN model evaluation

Fig. 1 provides a detailed comparison between the estimated
and measured aerosol number size distributions. As shown in

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig.1 Comparison of estimations of SMEAR Il (AllTrain-SM2Test-MetGas) with the test set. (a) Solid lines represent medians, and shaded areas
indicate the 1st and 3rd quartiles. (b) Measured time series from SMEAR I, 2020. (c) Estimated time series for SMEAR 1I, 2020. Comparison of
estimations of Qvidja (AllTrain-QvidjaTest-MetGas) with the test set. (d) Solid lines represent medians, and shaded areas indicate the 1st and 3rd
quartiles. (e) Measured time series from SMEAR II, 2020. (f) Estimated time series for SMEAR 1l, 2020.

Fig. 1a and d, the plots illustrate the distribution of particle
number concentrations (dN/d log D;,) against particle diameter
from SMEAR II and Qvidja. The solid lines represent the median
values (Q2) of the measured and estimated data, while the
shaded regions indicate the interquartile range, bound by the
first (Q1) and third quartiles (Q3). This visualization highlights
how closely the model's estimations align with the actual
measurements, providing insight into the accuracy and reli-
ability of the estimative model, particularly across different
particle sizes. As shown in Fig. 1b and c, the time series of the
particle size distribution is shown, with particle diameter
plotted against time and the data colored by the corresponding
dN/dlog D, values. Fig. 1b and e present the observed data,
while Fig. 1c and f depict the model's estimations. These figures
allow for a temporal comparison, demonstrating the model's
capability to replicate not only the overall distribution but also
the temporal evolution of particle concentrations across
different sizes. One notable aspect is the model's under-
performance in estimating particles smaller than 10 nm. This is
largely due to the limitations of the Condensation Particle
Counter (CPC) used in the measurements, which has a lower
detection limit of 10 nm. As a result, the model does not have
sufficient training data for these smaller particles, leading to
discrepancies in this size range. Despite this limitation, the
model performs robustly for larger particles, successfully
capturing variations in particle size distribution. This capability
is crucial for understanding the temporal dynamics of aerosol
concentrations and their implications for environmental and
health-related studies. The observations at Qvidja (Fig. 1le)
indicate low values from January to March and high values from
April to September, while the model (Fig. 1f) does not capture
the trend well. This discrepancy likely arises because the Qvidja

© 2025 The Author(s). Published by the Royal Society of Chemistry

station is located in a coastal agricultural environment, which
differs from the environments of the three SMEAR stations
(subarctic forest, boreal forest, and urban) used for training the
model. The training data may not fully capture the unique
processes influencing the aerosol size distribution at the coastal
Qvidja site. Furthermore, the Qvidja data were only used for
testing and were limited to the year 2019 due to the availability
of data from that station. This is the only year for which
a complete and usable dataset is available for model evaluation.
This limitation might also contribute to the observed
discrepancies.

Fig. 2 also highlights the distinct patterns in estimative
accuracy across different environmental settings, as evidenced
by the variation in coefficient of determination (R) values. R” is
a statistical measure indicating the proportion of the variance
in the dependent variable that is predictable from the inde-
pendent variables, and is used to evaluate the models' goodness
of fit. Negative R> values, observed in some cases, suggest that
the model's estimations, for those specific instances, do not
accurately capture the variations in the observed data and
perform worse than simply estimating the mean value. The
convex shape of the R curves across all test sets suggests that
the estimative models exhibit the highest accuracy in the
intermediate particle size range (10-300 nm), while estimations
for smaller (<10 nm) and larger (>300 nm) particles are less
accurate. This pattern likely stems from the relatively higher
abundance and stability of mid-sized particles, making them
easier for the models to predict. Notably, the inclusion of the
total particle number concentration (N,) as an input variable
significantly enhances the model's performance for smaller
particles, particularly those below 75 nm. This improvement is
evident in the higher R* values observed in the models that

Environ. Sci.. Atmos., 2025, 5, 367-377 | 371
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Fig. 2 Performance of models trained on variant data sets, evaluated on variant test sets.

include Ny, indicating that Ny, provides critical information
that helps capture the dynamics of smaller particle formation
and growth processes. While the inclusion of N, significantly
improves the model's performance, particularly for smaller
particles, it's essential to acknowledge that N, measurements
are not standard at most monitoring sites. This limitation
restricts the model's applicability to sites with available Ny
data, highlighting the need for either wider implementation of
Niwor measurements or alternative approaches to capture the
dynamics of smaller particles in the absence of these data. For
the SMEAR II and III stations, the model trained on data from
all stations performs comparably to those trained on station-
specific data, reflecting the similarity in environmental condi-
tions and particle formation processes between these sites.
However, the performance for SMEAR I is noticeably lower,
likely due to the unique subarctic environment at this station,
which differs significantly from the other locations. This
discrepancy underscores the importance of tailoring estimative
models to the specific characteristics of the station's environ-
ment. In the case of the Qvidja station, which was not included
in the training set, the model trained on all available data still
shows reasonable performance within the 100-400 nm size
range. This suggests that while the general patterns of particle
size distribution can be captured even in previously unseen
environments, the model's estimative power diminishes
outside the trained size range, particularly for very small and
very large particles. This highlights the need for more diverse
training data to improve the generalizability of the models
across different environments.

3.2 Derived variables and atmospheric relevance

One of the reasons that particle size distribution is useful is that
many important variables can be derived from it. The three
commonly used ones are particle number concentration,
surface area, and volume (by assuming a constant density,
volume can be converted into mass concentration). The number
concentration of particles (or ultrafine particles, UFPs) is often
used as a single parameter in atmospheric health studies.***
Particle surface area is also highlighted in aerosol related health
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studies because the aerosol reactive surface area may be one
determining factor driving the adverse health effects.****
Particle mass concentration has been used as an important air
pollution index for a long time. We use the whole size range of
3-1000 nm for evaluating the derived variables from the esti-
mated particle size distribution. Fig. 3 presents a comparison
between the estimated and measured values of three essential
variables derived from the particle number size distribution:
total particle number concentration (Fig. 3a), surface area
(Fig. 3b), and volume (Fig. 3c). The results demonstrate a strong
correlation between the estimated and measured values for
total number concentration and surface area, with the data
points closely aligning along the diagonal, indicating that the
model accurately captures these variables. However, the esti-
mation for total particle volume exhibits a broader spread
(Fig. 3c), suggesting that the model has greater difficulty accu-
rately representing the contributions of larger particles, which
are less frequent but significantly impact volume. There are
differences in performance between stations. For instance, at
SMEAR 111, the correlation for total particle number is stronger
than for total surface area and volume. This could be due to the
presence of a larger number of bigger particles at this site,
which are challenging to model. Overall, the model demon-
strates robust performance, particularly in estimating number
concentration and surface area, underscoring its potential
utility in atmospheric studies.

3.3 Feature importance analysis

Fig. 4 shows the feature importance analysis conducted using
the random forest model based on 3 years of SMEAR II data. The

y-axis represents the different input features used in the model,

such as Ny, (total particle number concentration), CO, and
various meteorological variables (wind components WX and
WY, temperature, relative humidity, etc.). The x-axis displays the
importance score for each feature, indicating how much each
variable contributes to the estimation of particle size distribu-
tions across different size bins. In this figure, the importance of
Niot is clearly highlighted, showing a significant impact on
estimating particle sizes within the 10-100 nm range. This

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4ea00127c

Open Access Article. Published on 04 February 2025. Downloaded on 11/12/2025 4:16:56 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

o
-3
=
o
W

View Article Online

Environmental Science: Atmospheres

SMEAR | (r=0.54)

SMEAR Il (r=0.59)
SMEAR Il (r=0.72)
Qvidja (r=0.23)

—
o
>

102

test total number (cm~3)
o
o

._.
£
test total surface area (um?/cm?3)

10°

SMEAR | (r=0.77)
SMEAR Il (r=0.77) i N
SMEAR Ill (r=0.57) ™58

Quidja (r=0.77) ]

SMEAR | (r=0.67)
SMEAR Il (r=0.39)
SMEAR Il (r=0.29) s
Qvidja (r=0.73)

10t

10°

test total volume (um3/cm?3)

estimation total number (cm=3)

102 103 104 10° 10!
estimation total surface area (um?/cm?3)

102 103 107! 10° 10t
estimation total volume (um3/cm?3)

Fig. 3 Comparison of estimated versus test data for variables derived from the particle number size distribution across multiple sites. (a) Total
number concentration (cm™3), (b) total surface area (um? cm™), and (c) total volume (um® cm™3). Each point on the plot represents a paired
comparison between the model's estimation and the corresponding measured value. The color of the points indicates the station where the data

was collected.

WX 0.6
WY -
T 05 -
Q
RH A 04 S
P oo
3
NOy - -0.3'8
S0, - 5
0.2 3
b ;
03 0.1
vl
tot Lloo

10-8

Db (m)

10-7 106

Fig. 4 Random forest feature importance (WX: north component of horizontal wind speed and WY: east component of horizontal wind speed).

suggests that Ny is the most influential feature in determining
the concentration of particles in this size range. CO also shows
some estimative power, particularly for particles in the 300-
1000 nm size range, although its influence is less pronounced
compared to that of Ny The other features, including meteo-
rological parameters like wind speed (WX and WY), tempera-
ture, and humidity, exhibit relatively lower importance,
indicating that while they contribute to the model, their impact
is not as substantial as that of N, and CO. To ensure that the
feature importance values are representative, we averaged the
importance scores across all size bins. This provides a more
comprehensive view of which features consistently contribute to
the model's estimative accuracy.

3.4 Exploring new particle formation events

A new particle formation (NPF) event refers to the process by
which gas-phase molecules nucleate and grow within the
atmosphere. Fig. 5 focuses on estimating these NPF events at

© 2025 The Author(s). Published by the Royal Society of Chemistry

the SMEAR 1I station, highlighting the performance of models
trained with and without N, as an input variable. The figure
compares the measured and estimated particle size distribu-
tions over two specific days: a non-event day (2020-06-16) and an
event day (2020-05-02). In each subplot, the x-axis represents
time, while the y-axis denotes particle diameter in meters. The
color gradient illustrates particle number concentration (dN/d
log D,,), with warmer colors indicating higher concentrations.
Subplots (a) and (e) show the measured particle size distribu-
tions for the non-event and event days, respectively. On the
event day (subplot (e)), a distinctive “banana” shape appears at
particle sizes below 30 nm, signaling the occurrence of a new
particle formation event. Subplots (b) and (f) present estima-
tions from a model trained without Ny, This model fails to
accurately capture the particle formation and growth dynamics
on the event day, missing the characteristic “banana” shape
entirely. This indicates the model's inability to predict the burst
of particles smaller than 30 nm during an NPF event when Ny
is excluded. In contrast, subplots (c) and (g) display estimations
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from a model trained with N;.. These estimations successfully
capture the burst of particles smaller than 30 nm on the event
day, accurately reproducing the “banana” shape observed in the
measured data. This demonstrates the importance of including
Nwt as an input variable for accurately modeling particle
formation dynamics. Furthermore, subplot (d) provides an even
more detailed estimation for the event day using a model
specifically trained for the SMEAR II station with Ny included.
This model not only captures the particle formation event but
also offers a more precise depiction of the particle growth
dynamics compared to the generalized model shown in subplot
(g)- The discrepancy in capturing the small event observed at
6-9 am local time between the generalized and specified models
could be attributed to several factors. The generalized model,
trained on data from all three SMEAR stations, may have
learned a broader range of atmospheric conditions and particle
formation patterns, allowing it to detect subtle variations that
the specified model, trained solely on SMEAR II data, might
miss. Additionally, the small event might be associated with
specific local meteorological conditions or source contributions
that are less pronounced at SMEAR II compared to the other
stations, contributing to the specified model's inability to
capture it. Further investigation is needed to fully understand
the reasons behind this difference in model performance.
These comparisons underscore the critical role of including N
as an input variable in models estimating new particle forma-
tion events. The detailed analysis of feature importance and the

374 | Environ. Sci.. Atmos., 2025, 5, 367-377

performance comparison across different models clearly
demonstrate that incorporating N, significantly enhances the
accuracy of particle size distribution estimations, particularly
for smaller particles during NPF events. Since the model's
performance for particles below 10 nm is limited, the NPF event
case study may primarily reflect the model's ability to capture
overall trends and patterns of particle formation and growth,
rather than providing precise quantification of particle
concentrations in the sub-10 nm range.

4 Discussion

The most significant aspect the models have in common is that
they work better for medium particle sizes (about 10-300 nm),
while the performance for smaller and larger sizes is not as
good. One possible reason is the inherent data quality of the
training set. For sub-10 nm particles, the primary reason is that
the Ny is measured with a CPC that detects particles only larger
than about 10 nm and does not reflect variations in sub-10 nm
particle concentrations. The concentration of large-size parti-
cles in the atmosphere is relatively low, leading to a larger
relative uncertainty in the measurements. Small particles,
mainly introduced to the atmosphere through the new particle
formation process, depend strongly on gas-phase precursors
such as sulfuric acid, ammonia, and other low volatile
compounds, which are not included as inputs in the models. On
the other hand, large particles are often affected by seasonal

© 2025 The Author(s). Published by the Royal Society of Chemistry
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and local events, such as pollen and dust, which are sporadic
and not explicitly included in the model input. The importance
of N as an input for accurate estimation of small particles is
evident in Fig. 2, 4, and 5. The model trained with N can
provide more detailed information than that without Ny
(Fig. 5). Therefore, if cost-effective CPCs that can be added to
routine observations are developed, it will greatly promote
research on the generation and evolution of atmospheric
particles.

In terms of the accuracy of the estimated results, the model
including N, as an input can predict the new particle forma-
tion event, but it is not sufficient for more detailed quantitative
analysis, such as calculating the new particle formation rate and
growth rate. The reason that models cannot predict particles
smaller than 100 nm in Qvidja (Fig. 2) may be related to the
marine agricultural environment, which has a fast nucleation
and growth rate locally, and these particle formation mecha-
nisms are not present at the other stations. Fig. 3a shows that
the correlation of the derived number concentrations of the test
and estimation is weak because particles smaller than 100 nm
contribute significantly to the total particle number
concentrations.

The model's performance was found to be most accurate
within the 10-500 nm particle size range, which can be attrib-
uted to the availability of more extensive and reliable data for
these particle sizes. The limitations of the instruments used to
measure particle size distribution, particularly for particles
smaller than 10 nm and larger than 500 nm, likely contributed
to the reduced accuracy in these ranges. To improve the model's
ability to predict the full spectrum of particle sizes, future
research should focus on incorporating data from instruments
with wider detection ranges and enhanced sensitivity, particu-
larly for the smallest and largest particle sizes.

The methods of this research can still be improved in the
future. Use of longer data sets may train better models. When
we selected the features, we did not use PM, ;. This is because
the concentration of PM, s in the atmosphere in Finland is
relatively low and close to the detection limit of the instru-
ments, so the measurement results fluctuate significantly.
PM, s, as a common measurement parameter, is likely to be
used as a feature for model input in the future, especially in
urban environments. This study is based on the understanding
that N, reflecting the total number of particles present at
a given time, directly influences their distribution across
different size ranges at the same time point. However, future
studies could explore using lagged Ny, values, representing past
measurements, as an alternative approach to better capture the
temporal evolution of particle size distribution. While our
current analysis focused primarily on diurnal and seasonal
trends, future studies could investigate the models' perfor-
mance in estimating weekly variations, particularly in environ-
ments with distinct weekly patterns in anthropogenic
emissions.*® The stability of the boundary layer, which can
significantly influence vertical mixing and aerosol transport
processes, was not explicitly considered in the current model.
Incorporating parameters reflecting boundary layer stability,
such as mixing layer height or stability indices, could

© 2025 The Author(s). Published by the Royal Society of Chemistry
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potentially enhance the model's ability to capture the temporal
variations in aerosol size distribution, particularly during
periods of strong diurnal changes in atmospheric stability.*” As
our models are trained exclusively on data from Finland, their
applicability might be limited to geographical regions with
comparable meteorological conditions, such as similar
temperature ranges, relative humidity levels, and wind patterns,
as similar atmospheric composition, including
concentrations of trace gases and pre-existing aerosols. To
assess the model's generalizability, testing with data from
different environments, particularly those with distinct meteo-
rological and atmospheric characteristics, is crucial. It is fore-
seeable that if data from stations of different environment types
are used to train the model, a model with better performance
and generalization will be trained. It is possible to train models
for different environments; for instance, models trained
specifically for urban environments may be used for aerosol
particle exposure estimates.

Transfer learning using certain time series neural network
models is worth trying, instead of training a model from
scratch.*® It is worth mentioning that ensemble learning can
integrate multiple models into one, demonstrating strong
estimative performance in many fields,*” and it can also be
a direction to improve models in the future.®® This study
primarily highlights the estimative capabilities of RNN models;
however, a thorough evaluation of their computational effi-
ciency compared to that of traditional models remains an
important area for future exploration. Finally, causal inference
has flourished in the past two decades and is considered one of
the key directions for data science.*** If the tools of causal
inference are applied to follow-up studies, the interpretability of
the model will be improved, potentially guiding traditional
research based on physical and chemical analyses.

as well

5 Conclusion

Overall, the estimated results successfully capture the trends
and patterns of the measured data, as evidenced in Fig. 1. This
indicates that the models are effective in replicating the general
behaviors of aerosol number size distributions. However, the
tendency of the trained models to be overfitted to specific data
source stations suggests a need for further refinement. By
incorporating data from a broader range of measuring sites,
these models can be generalized to predict aerosol distributions
across more diverse geographical areas. Additionally, due to the
higher quality of sampling data in the medium particle size
range, the models demonstrated superior estimating accuracy
for this range, achieving R* values around 0.5, compared to 0.2
for small and large size ranges. This disparity highlights the
importance of data quality in model performance. The conver-
sion of estimated results into number concentration, surface
area concentration, and volume concentration of particulate
matter further validates the model's estimation capabilities,
with correlation coefficients mostly ranging from 0.5 to 0.8.
These results underscore the model's potential to effectively
predict different particulate matter characteristics, which is
critical for applications in environmental health and air quality
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management. The feature importance analysis using the
random forest model revealed that total concentration and CO
are the most significant features, indicating that these factors
are vital for accurate estimations. Looking ahead, there are
several avenues for enhancing this research. Future improve-
ments could involve using a larger sample size, incorporating
additional features, expanding the hyperparameter space,
experimenting with more algorithms, and integrating data from
various sites. Furthermore, exploring model integration and
applying causal inference methods could enhance model
robustness and interpretability, ultimately leading to more
accurate and generalizable estimates in diverse environments.
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