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Charge transfer between a metal-bound halide
and a quinone through π-hole interactions leads
to bulk conductivity†

Lidija Molčanov, a Anna Krawczuk, *b Luka Pavić,a Marijana Jurić, a

Lidija Androš Dubraja a and Krešimir Molčanov *a

π-Hole interactions between a metal-bound halide and a quinoid ring are described in four novel iso-

structural co-crystals with the formula [Cu(terpy)ClX]·X’4Q (terpy = 2,2’:6’,2’’-terpyridine; Q = quinone; X

= Br, I; X’ = Cl, Br). An unusually strong π-hole interaction between Cu–X and the quinoid ring is noted.

Periodic DFT computations estimate the energy of the X⋯quinone interaction to be −20.79 kcal mol−1,

indicating a very strong non-covalent interaction attributed to a higher degree of polarization along the

bonding path. The black colour of the crystals originates from a cooperative intermolecular charge trans-

fer between the [Cu(terpy)ClX] complex and the quinone π-system, with iodine playing a dominant role in

this process by facilitating the π-hole interaction that enhances the charge transfer mechanism. All the

compounds are considered to be weak semiconductors with the σDC magnitude ranging between 10−11

and 10−9 S cm−1. It is anticipated that by a smart choice of electron donors and electron acceptors, one

can substantially enhance the effect and engineer more efficient conductive materials.

Introduction

Metal–organic systems combining a transition metal complex
and an uncoordinated organic electron donor/acceptor are a
promising area for the design of novel multifunctional mole-
cular materials.1–4 Transition metal atoms with their unpaired
electrons allow tuning of magnetic properties, while organic
donors/acceptors allow the transfer of charge. Most commonly,
conductivity is achieved through π-stacking of organic
radicals,1,5–13 but other mechanisms of conductivity are being
studied, such as stacking between organic guest molecules and
organic ligands bound to a metal.14 However, this type of contact
rarely involves charge transfer.15–17 A less-studied mechanism is
through anion–π interactions,18,19 which may also involve charge
transfer.20,21 These involve areas of electron depletion in
π-electron systems (π-holes) which often form attractive inter-
actions with electron-rich or electron-donating groups.22–36 The
interactions are mostly of electrostatic nature and form when an
electron-rich moiety is in close contact with an area of depleted
electron density. One of the mechanisms responsible for the

effect involves charge transfer from a donor lone pair to an anti-
bonding orbital of the acceptor π system (n → π* charge
transfer).23,26,28,30 The colour of the compound is a good indicator
of charge transfer: charge-transfer systems are typically intensely
coloured and usually considerably darker than constituent com-
pounds. Colour intensity and opacity can thus serve as a rough
estimate of the degree of charge transfer.

For example, co-crystals of perhalogenoquinones (which
have especially prominent π-holes) with halide anions are
black due to strong n → π* charge transfer.37–39 Electron
depletion of the quinoid ring facilitates electron transfer from
a halide lone pair to a π* orbital of quinone. The nature of
quinone–iodide interactions40 was recently studied on a model
co-crystal of 3-chloro-N-methylpyridinium iodide and tetrabro-
moquinone (Br4Q) and was confirmed to be n → π* with
approximately 10% of charge transferred from the iodide
anion to the quinone, and the attractive interaction has been
estimated to be −11 kcal mol−1,41 surpassing most weak non-
covalent interactions, including hydrogen bonds. Since the for-
mation of these quinone–halogen interactions is energetically
very favourable, their appearance in crystals is highly predict-
able and a sandwich-like ‘supramolecular synthon’ iodide⋯-
quinone⋯iodide has been observed in quite a number of
compounds.37,39 Thus, π-hole interactions have become inter-
esting not only in crystal engineering,21,24,25,27,29,30,36 but also
in molecular recognition25,31,42 and drug design.26

It would be interesting to use this type of interaction in the
design of novel metal–organic systems. However, contacts of
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metal-bound halides with quinones and other similar electron
acceptors (such as 7,7,8,8-tetracyanoquinodimethane, triazine,
tetracyanoethylene, etc.), although not unknown,43 are not very
common. In most cases, the distances between the halide and
ring centroid (or the ring mean plane) are too long to allow a
meaningful charge transfer. Only a handful of close contacts
with favourable geometry are found in the Cambridge
Structural Database (CSD):44 four with Cl,45–47 four with Br48

and one with I.49

In this work, we present a novel series of compounds with
π-hole interactions between a metal-bound halide and a
quinoid ring, involving inter- and intramolecular charge trans-
fer. This unique motif is observed in four novel isostructural
co-crystals with the formula [Cu(terpy)ClX]·X′4Q [terpy =
2,2′:6′,2″-terpyridine; Q = 1,4-benzoquinone; X = I, X′ = Cl (1); X
= I, X′ = Br (2); X = Br, X′ = Cl (3); and X = Br, X′ = Br (4);
Scheme 1].

Results and discussion

Coordination of the Cu(II) centre in compounds 1–4 is a dis-
torted square pyramid with terpyridine and chloride ligands
forming the basal plane and the halide X located at the apical
position (Fig. S1–S4†). These complexes are similar to pre-
viously described [Cu(terpy)X2] (X = Br−, I−) compounds where
both halogens are the same element.50,51 Nonetheless, the
most interesting feature of the co-crystals is the presence of
π-hole interactions where the halide anion interacts with a
quinoid ring, being at the same time bonded to a metal
centre. For a description of this interaction, we used previously
proposed geometric parameters37,39,41 shown in Fig. 1a: dis-
tance from the halide to the ring centroid, d(Cg), distance from
the halide to the ring mean plane, d(plane), angle between the
halide⋯centroid axis and ring mean plane, α, and direction of
offset defined as the inclination from the central OvC⋯CvO
axis towards the substituent with the highest priority according
to IUPAC rules,52 β. However, due to the presence of a metal,
we propose a new parameter, an angle γ between the Cu–X
bond and the centroid of the quinoid ring (Fig. 1a, Table 1).

The π-hole interactions are studied by comparing the four ana-
logous crystal structures of compounds 1–4, and by quantum
chemical modelling of the prototype compound, [Cu(terpy)
ClI]·Cl4Q (1).

There are two symmetry-independent π-hole interactions:
the stronger one is formed by the halide X in the apical posi-
tion (labelled as contact A, Fig. 1b), with a γ angle of about
160° (Fig. 1a). Distances between X and the quinone (Table 1)
are somewhat shorter than in previously reported co-crystals of
uncoordinated iodide,37,39,41 indicating stronger interaction.

The weaker motif is formed by the Cl atom in an equatorial
position (labelled as contact B, Fig. 1b) with a γ angle of
75–85°. This contact is part of a larger stacking interaction
between the terpy ligand and the quinoid ring. Due to large
offsets (>2 Å) and centroid distances exceeding 4.0 Å
(Table S4†), the stacking interaction can be considered to be
weak and of secondary importance.

Topological analysis of theoretically obtained electron
density53,54 for 1 (Tables 2 and S5†) revealed that the Cu–I
bond is weaker than the other four coordination bonds. This
is well-reflected by kinetic G(rCP) and potential V(rBCP) energy
densities55 estimated using the approximation given by
Abramov:56

G rCPð Þ ¼ 3
10

3π2
� �2

3ρ
5
3 rCPð Þ þ 1

6
∇2ρ rCPð Þ

V rCPð Þ ¼ ℏ2

4m
∇2ρ rCPð Þ � 2G rCPð Þ

It holds well in regions where ∇2ρ(rCP) is positive and is a
good approximation for the transition metal–ligand bonds.57

Both kinetic and potential energy densities are significantly
Scheme 1 The complex [Cu(terpy)ClX] (left) and tetrahalogenquinone
(right).

Fig. 1 (a) Short halogen-quinone π-hole contact in 1 with relevant geo-
metric parameters (listed in Table 1) marked. d(Cg) is the distance
between a halide and the ring centroid, d(plane) is the distance between
a halide and the ring mean plane, α is an angle between the halide⋯cen-
troid axis and the ring mean plane, β is the direction of the offset and γ is
the angle between the Cu–X bond and the ring centroid. Offset is calcu-
lated as d(Cg)·cos(α); (b) an infinite chain of π-hole interactions parallel
to the a-axis. π-Hole contacts A and B are marked with red letters.
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smaller (0.15 e Å−5 and −0.22 e Å−5, respectively) than for
other coordination bonds indicating its unique character.
Interestingly, the ratio |V(rCP)|/G(rCP) being 1.44 and Laplacian
being only slightly positive (1.20 e Å−5), both indicate that the
Cu–I bond is the weakest coordination bond. Hence, for the
Cu–Cl bond of the weaker π-hole interaction B, despite the
presence of a weak and ‘bent’ π-hole motif, we do not observe
any elongation and the bond length is close to average lengths
reported in the Cambridge Structural Database.44 Both X and
Cl have the closest intermolecular contact with carbon atoms
of carbonyl groups (C1 and C4), which are the most electron-
depleted ones in the tetrachloroquinone molecule.

The topology of theoretical electron density53 computed for
1 revealed the notably different nature of I⋯quinone and
Cl⋯quinone interactions A and B (Table 2 and Fig. 2a). For the
former contact, a single bond critical point (BCP) is found
between I1 and the carbonyl C1 atom of the quinone. Its
energy density ratio |V(rCP)|/G(rCP) is <1,56 indicating a purely
electrostatic character. On the other hand, Cl⋯quinone inter-
action B involves four BCPs with lower electron densities, three
of them between the terpyridyl moiety and the quinone
(Table 2 and Fig. 2d). This points to a non-localized, dispersive
interaction akin to the π-stacking of aromatic rings58,59 and is

Table 2 Topological analysis of selected non-covalent interactions [(3,−1) critical points] between the [Cu(terpy)I2] moiety and the tetrachloroqui-
none scaffold in 1. The first row refers to calculations within boundary conditions and the second row with values given in italics refers to gas-phase
calculations

ρ(r) ∇2ρ(r) G(rCP) V(rCP) E(rCP) |V(rCP)|/G(rCP) BP

I1⋯C1i 0.050 0.694 0.03 −0.02 0.01 0.57 3.56
0.119 1.005 0.07 −0.07 0.00 0.96 3.53

Cl5⋯C4ii 0.057 0.906 0.05 −0.03 0.02 0.65 3.26
0.066 0.718 0.04 −0.04 0.01 0.83 3.22

N1⋯Cl1ii 0.029 0.559 0.03 −0.02 0.01 0.65 3.55
0.038 0.521 0.03 −0.02 0.01 0.78 3.57

N2⋯O1ii 0.031 0.442 0.03 −0.02 0.01 0.79 3.21
0.034 0.499 0.03 −0.02 0.01 0.72 3.27

N3⋯Cl4ii 0.033 0.621 0.03 −0.02 0.01 0.65 3.62
0.042 0.547 0.03 −0.03 0.01 0.79 3.59

ρ(r) is given in e Å−3, ∇2ρ(r), G(rCP) V(rCP) and electronic local energy density E(rCP) are given in e Å−5, BP – bond path length in Å; symmetry
codes: (i) −1/2 + x, 3/2 − y, 1/2 + z, (ii) 1/2 + x, 3/2 − y, 1/2 + z.

Table 1 Geometric parameters of iodide⋯quinone interactions as defined in our previous work37 and shown in Fig. 1. Symmetry operators: (i) −1/2
+ x, 3/2 − y, 1/2 + z; (ii) 1/2 + x, 3/2 − y, 1/2 + z

d(Cg)/Å d(plane)/Å α/° β/° γ/° Offset/Å

1
Cu1–I1⋯C1i → C6i 3.5836(19) 3.465 75.4 8.8 161.8 0.903
Cu1–Cl5⋯C1ii → C6ii 3.451(2) 3.160 66.3 3.3 76.9 1.387
2
Cu1–I1⋯C1i → C6i 3.779(4) 3.598 74.3 15.5 161.5 1.029
Cu1–Cl1⋯C1ii → C6ii 3.592(4) 3.311 67.0 6.2 78.4 1.403
3
Cu1–Br1⋯C1i → C6i 3.525(2) 3.419 77.4 23.2 163.8 0.769
Cu1–Cl5⋯C1ii → C6ii 3.44(4) 3.180 67.8 6.4 82.0 1.300
4
Cu1–Br5⋯C1i → C6i 3.679(2) 3.459 71.6 22.7 160.0 1.161
Cu1–Cl1⋯C1ii → C6ii 3.543(3) 3.262 67.9 8.3 80.9 1.333

Fig. 2 Molecular graphs with intermolecular bond paths shown as
dashed lines (a and d), reduced density gradient isosurfaces (b and e)
and fingerprint plots of the reduced density gradient (RDG) against elec-
tron density multiplied by the sign of the second eigenvalue λ2 of the
Hessian matrix (c and f), in the region of π-hole interactions. Colour
scheme of the fingerprint plots and RDG isosurfaces: blue – attractive
interactions, green – van der Waals, red – repulsive interactions.
Gradient surfaces are plotted at the 0.1 au level. Symmetry codes: (i) −1/
2 + x, 3/2 − y, 1/2 + z, (ii) 1/2 + x, 3/2 − y, 1/2 + z.

Paper Dalton Transactions

5798 | Dalton Trans., 2025, 54, 5796–5804 This journal is © The Royal Society of Chemistry 2025

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
M

ar
ch

 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/2

5/
20

26
 9

:2
3:

11
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dt02961e


also well reflected in the shape of the gradient of electron
density (RDG) isosurfaces (compare Fig. 2b and e).60,61 The
domain attributed to chlorine π-hole interaction is broad with
a multi-shape characteristic without distinctive directionality,
whereas RDG assigned to iodine π-hole A is small and well-
defined, indicating both directional and attractive character-
istics. Interestingly, in both cases, one can identify a similar
bluish spike on the far left side of the fingerprint plots (see
Fig. 2c and f), which can be associated with the π-hole;
however only in the case of chlorine π-hole additional van der
Waals interactions can be identified (see green spikes close to
zero). Furthermore, when calculating the integral of electron
density with the formula In ¼ Ð

Ωa
ρnðrÞdr, one can also extract

information on the volume (n = 0) and charge (n = 1) enclosed
by the non-covalent interaction region (NCI). The volume of
the RDG domain attributed to the iodine π-hole contact is
43.21 au, whereas the one assigned to chlorine π-hole is ca. 3.5
times bigger being 179.04 au. Similar dependence is observed
for charges confined by the NCI region, giving values of 0.42
and 1.293, respectively.

Analogous information is provided when calculating inter-
action energies of the two π-hole motifs. They are calculated
using the formula:

ΔEAB
int ¼ EAB � ðEA þ EBÞ þ δBSSEAB

where EAB is the energy of a dimer, EA and EB are energies of
the monomers (here EA refers to quinone molecules and EB to
the [Cu(terpy)I2] moiety) and δBSSEAB is a correction removing
artificial energy lowering caused by the basis set superposition
error (BSSE).62,63 The interaction energy for I⋯quinone contact
A is −20.79 kcal mol−1, approximately double that in the analo-
gous contact with an uncoordinated iodide41 and may be con-
sidered a very strong π-hole interaction attributed to a higher
degree of polarisation along the bond path.64,65 This aligns
well with the elongation of the Cu–I bond and the distribution
of electrostatic potential in the area of the π-hole interaction as
shown in Fig. 3. The electrostatic potential map (Fig. 3)
suggests that the iodine substituent is involved in the π-hole
interaction which could also be classified as anion–π inter-
action; however, with the difference that the anion is in fact

bound to the metal ion. The region of negative electrostatic
potential points towards the conjugated system, along the Cu–
I bond, whereas in the region perpendicular to the Cu–I bond,
one observes positive electrostatic potential. The interaction
energy for the Cl⋯quinone contact B is found to be
−25.74 kcal mol−1; however, this value includes not only the
chlorine π-hole interaction, but also the other van der Waals
interactions identified via QTAIM and NCI analysis (see
Fig. 2d–f and Table 2). Thus, one can expect that the true
energy of the π-hole interaction B would be half or less of the
reported value, which would correspond to a typical weak non-
covalent interaction.

The π-hole interaction involves charge transfer, mostly
influenced by iodide-to-quinone contribution, which is sup-
ported by the observed colour changes, resembling those seen
in co-crystals with an uncoordinated iodide:37,39,41 while the
neutral perhaloquinones and complexes [Cu(terpy)X2] appear
yellow, the iodide-containing co-crystals 1 and 2 are black and
opaque. In contrast, co-crystals 3 and 4, which incorporate
bromide instead of iodide, are pale green and transparent.
These observations suggest that a significant degree of charge
transfer is achievable only with the less electronegative and
highly polarizable iodide, whereas charge transfer between
bromide and quinone appears negligible.

Crystal packing of compounds 1–4 is dominated by infinite
chains of π-hole interactions in an alternating fashion ⋯Q⋯X–
Cu–Cl⋯Q⋯X–Cu–Cl⋯Q⋯ (i.e. alternating contacts
⋯A⋯B⋯A⋯B⋯) extending in [100] (Fig. 1b). The crystals grow
as rods elongated in this direction; therefore, it was possible to
apply electric contacts to opposite ends of single crystals and
measure electric conductivity. The crystals behave as weak
semiconductors with DC conductivities at 80° C being 10−11 to
10−9 S cm−1 (Fig. 4a, Table 3). The band structure (Fig. 4b) cal-
culated for compound 1 confirms the experimental findings,
with a band gap magnitude of 1.66 eV being typical for metal–
organic semiconducting crystalline materials. This behaviour
is particularly evident when examining the density of states of
the elements and atomic orbitals of the interacting species.
The dominant contribution to the top of the valence band is
attributed to the iodine atom, specifically its p orbitals (see
Fig. 4c and d). Additionally, a minor contribution near the top
of the valence band is assigned to d–d transitions of the
copper ion. Such insights strongly suggest that the charge
transfer mechanism is primarily governed by π-hole inter-
actions, with a slight cooperative contribution from the d–d
transitions of the copper ion. Since there are no other inter-
molecular interactions parallel to [100], the observed conduc-
tivity is ascribed predominantly to these π-hole interactions.
The intermolecular charge transport (i.e. conductivity) along
the direction [100] involves two intermolecular contacts with
different geometries and thus different energy barriers:
X⋯quinone through contact A and quinone⋯Cl through
contact B. The frontier orbital drawing (Fig. 5) shows that a
lobe of the HOMO orbital extends from Cu through X, being
here predominantly localized, into the π-system of the quinone
and is then easily transferred to a LUMO orbital of the

Fig. 3 (a) Electrostatic potential mapped on the electron density isosur-
face of 0.025 e Bohr−3 and (b) contour map of Laplacian of electron
density (right) representing iodine π-hole interactions. Green and black
lines correspond to positive and negative regions ∇2ρ(r), respectively.
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quinone. This indicates that charge transfer through contact A
should be facile, and the energy barrier is rather low. On the
other hand, the weaker interaction, and therefore the step
which limits conductivity is through contact B. This explains
the similar conductivities of all four compounds discussed
here (Table 3), and suggests that electron transport through
the stronger interaction (contact A) should be much more
favourable with a much lower energy barrier.

The experimental optical diffuse reflectance spectra of com-
plexes 1–4, the starting reagent tetrachloroquinone Cl4Q and
the complex [Cu(terpy)(CN)I]66 were measured in the range of
200–1500 nm (Fig. 6 and Fig. S19†). The tetrachloroquinone
begins to absorb light at the edge of the visible spectrum, with
the absorption band with the lowest energy at 390 nm. This

peak and the peaks detected in the UV part of the spectrum at
296 and 325 nm are characteristic of intraligand transitions in
the quinone system. The complex [Cu(terpy)(CN)I] with a
similar copper(II) coordination environment66 as in com-
pounds 1 and 2 exhibits a visible absorption band at 670 nm:
this band corresponds to a d–d transition for copper(II) in a
five-coordinate square-pyramidal environment.67 In addition

Table 3 DC conductivity (σDC) at 80 °C and activation energy (EDC) of
the studied compounds

Compound log(σDC/(Ω cm)−1)a Ea/eV

1 −9.41 0.52
2 −10.67 0.75
3 −9.20 0.43
4 −10.29 0.64

a At 20 °C.

Fig. 5 Selected frontier molecular orbitals in the region of iodine
π-hole interaction (contact A), calculated for an isolated dimer of tetra-
chloroquinone and the [Cu(terpy)ClI] moiety, assuming gas phase con-
ditions. Surfaces are drawn at an isovalue of 0.02 au.

Fig. 6 Solid-state UV-vis diffuse reflectance spectroscopy: (a) absorp-
tion spectra of [Cu(terpy)ClI]·Cl4Q (1), [Cu(terpy)(CN)I] and tetrachloro-
quinone Cl4Q (grey area indicates additional absorption in the spectra of
1 compared to [Cu(terpy)(CN)I] and Cl4Q); (b) Tauc’s plot of [Cu(terpy)
ClI]·Cl4Q (1) corresponding to direct transitions.

Fig. 4 (a) Arrhenius plot of temperature dependence of DC conduc-
tivity [log(σDC) vs. 1000/T] for the four studied compounds. (b)
Electronic band structure of compound 1 obtained from spin-polarized
unrestricted periodic-DFT calculations. Solid and dashed lines refer to α

and β spin polarization (energy gap values given in italics), respectively.
(c) Atom-projected density of states (DOS) of compound 1. The positive
and negative values represent the DOS of up and down spins, respect-
ively. Scaling factor of 10−2 used. (d) Density of states projected on the s,
p and d atomic orbitals of iodine and copper, respectively. The energy
axis in b–d is shifted upwards by 5.43 eV, so as to place the Fermi level
at the origin (E = 0).
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to the peaks appearing in the starting reagent Cl4Q and in the
complex with a similar copper(II) geometry [Cu(terpy)(CN)I],
compounds 1 and 2 show two new absorption maxima located
at ∼483 nm and ∼1072 nm. These bands are most likely associ-
ated with the formation of charge transfer adducts, more
specifically with the interaction between [Cu(terpy)ClI] and tet-
rachloroquinone, likely corresponding to two types of π-hole
contacts between a metal-bonded halide and a quinoid ring in
compound 1 (A and B in Fig. 1b). The shorter contact, labelled
A (Fig. 1b), could be responsible for the lower energy charge
transfer transitions appearing as a broad band centred at
1072 nm, while the band at 483 nm could originate from a
higher energy charge transfer transition labelled as contact B
(Fig. 1b). The absence of these bands in the spectra of com-
pounds 3 and 4 (Fig. S19†), where no charge transfer is
expected according to the structural analysis, is also a confir-
mation that the new absorption bands in 1 and 2 are due to
strong π-hole contacts. TD-DFT calculations performed on the
contact A dimer of compound 1 further corroborate these experi-
mental findings (see ESI, Fig. S12–S14†). The calculations predict
a HOMO–LUMO transition at 1097 nm, in excellent agreement
with the experimentally observed absorption band at 1072 nm.
Additionally, the TD-DFT results provide detailed insights into
the electronic transitions, confirming that the HOMO is deloca-
lized across the [Cu(terpy)ClI] complex and the LUMO is localized
on the π-system of the quinone. This supports the assignment of
the absorption bands to charge transfer processes involving these
strong π-hole contacts (see Fig. S12†). The inclusion of oscillator
strength values and calculated excitation energies strengthens the
claim that these transitions arise from cooperative charge transfer
mechanisms rather than isolated intraligand or d–d transitions,
providing further validation for the structural and spectroscopic
analyses.

Tauc’s plots from diffuse reflectance measurements were
calculated to estimate the band gap energy of compound 1.
According to Tauc’s plot, compound 1 has a direct band gap at
a photon energy of 1.80 eV. The results shown in Fig. 6b agree
well with the values calculated from DFT, which indicate a
band gap of 1.66 eV.

Conclusions

We have described a series of four novel isostructural co-crys-
tals [Cu(terpy)ClX]·X′4Q with strong π-hole interactions
between a metal-bound halide and a quinoid ring. The com-
bined data strongly support a charge transfer pathway invol-
ving the entire [Cu(terpy)ClI] complex, with iodine playing a
pivotal role in facilitating the interaction through π-hole inter-
action, which is reflected in the black colour of the crystals.
This interpretation is supported by the observed optical
absorption spectra and band structure calculations, which
highlight the interplay of these transitions in shaping the elec-
tronic properties.

Although conductivities of compounds 1–4 are rather low,
they nevertheless show that conductivity through the π-hole

interaction can be achieved and may be enhanced by crystal
engineering. An infinite chain of ⋯iodide⋯quinone⋯iodide⋯
moieties may increase conductivity by several orders of magni-
tude. We anticipate that by a smart choice of electron donors
and electron acceptors, one can substantially enhance the
effect and engineer more efficient conductive materials.

Also, co-crystals of this type are easily prepared and are
stable – after more than a year out of the matrix, in air and at
room temperature, the crystals did not show any sign of
decomposition. Therefore, π-hole interactions seem to have
much potential in crystal engineering and materials chemistry.

Another interesting observation is that we obtained the
compounds [Cu(terpy)ClX] only as co-crystals with quinones.
All attempts for the preparation of pure compounds [Cu(terpy)
ClX] were unsuccessful. Instead, mixtures of [Cu(terpy)Cl2] and
[Cu(terpy)X2] were obtained, and the presence of a novel
phase, which may be [Cu(terpy)ClI], was not detected. Since we
were able to obtain [Cu(terpy)ClX] only as a co-crystal with the
quinones, we conclude that [Cu(terpy)ClX] is thermo-
dynamically less stable than [Cu(terpy)Cl2] and [Cu(terpy)X2]
and forms only in the presence of quinones, as it is stabilised
by π-hole interactions.

Experimental

Single crystals of the compounds 1–4 were prepared by apply-
ing a layering technique using analogue syntheses. A mixture
of methanol solution (4 mL) of CuCl2·2H2O (0.017 g;
0.100 mmol) and 2,2′:6′,2″-terpyridine (0.023 g; 0.100 mmol)
was layered with a mixture of acetonitrile solutions (6 mL) of
tetrachloro- or tetrabromoquinone, (C6O2Cl4 or C6O2Br4,
0.040 mmol) and KI (0.020 g; 0.012 mmol) After a few days,
black crystals of 1 and 2 or green crystals of 3 and 4 were
formed, respectively, isolated, washed with water and dried in
air.

Single crystal measurements were performed on a dual
source (Mo/Cu) Rigaku Oxford Diffraction Synergy S diffract-
ometer equipped with an Oxford Cryosystems Series 800 cryo-
stat. The program package CrysAlis PRO68 was used for data
reduction and analytical absorption correction. The structures
were solved using SHELXS9769 and refined with
SHELXL-2017.70 The models were refined using the full-matrix
least squares refinement; all non-hydrogen atoms were refined
anisotropically. Hydrogen atoms were located in a difference
Fourier map and refined as riding entities. In 3 a substitu-
tional disorder is present with the Cu-bound atom Cl5 being
partially substituted with a bromine, labelled as Br2. The
refined occupancies are 0.65 and 0.35, respectively.

Periodic DFT computations for 1 were performed by the
CRYSTAL23 software.71 Calculations were performed as spin-
polarized unrestricted DFT using PBE0 hybrid functional with
Grimme D3 dispersion correction,72 at the pob-DZVP level of
theory. For topological analysis of electron density, program
TOPOND2373 fully integrated with CRYSTAL23 was used. To
support the discussion on the nature of chemical bonding in
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the studied system, single-point gas-phase calculations on
interacting dimers including halogen-quinone and π-hole con-
tacts were performed at the DFT/PBE0/def2-TZVP level74,75

using the GAUSSIAN 16.C.01 program package.76 Gas-phase
wavefunctions were used to generate the electrostatic potential
of interacting molecules and analyse molecular orbitals of the
studied dimers. The same wavefunctions were further used to
analyse electron density distribution with the AIMAll
package77 and to perform quantitative NCI-analysis (non-
covalent interactions analysis) by generating reduced density
gradients (RDGs) and calculating electron density derived pro-
perties within the RDG regions. All NCI related calculations
were performed using NCIPLOT4 software.78

The electrical properties were studied by solid-state impe-
dance spectroscopy (ss-IS) on single crystals along the direc-
tion of the π-hole chains (the long axis of rod-like crystals)
using an impedance analyzer (Novocontrol Alpha-AN Dielectric
Spectrometer, Novocontrol Technologies, Montabaur,
Germany), at a voltage of 20 mV under a nitrogen atmosphere
over the temperature range from −30 to 80 (±0.5) °C and fre-
quencies from 0.1 Hz to 1 MHz. The impedance spectra were
analysed by equivalent circuit modelling using the complex
nonlinear least-squares fitting procedure (ZView software). The
complex impedance plane in both crystal orientations displays
an arc which can be modelled by an equivalent circuit consist-
ing of a resistor and a capacitor in parallel.

Solid-state UV-vis diffuse reflectance spectroscopy was per-
formed on a Shimadzu UV-Vis-NIR spectrometer (model
UV-3600) equipped with an integrating sphere. Barium sul-
phate was used as a reference. The diffuse reflectance spectra
were transformed using the Kubelka–Munk function and the
optical bandgaps were estimated from Tauc’s plots.
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