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Machine learning models have been developed to rationalise correlations between molecular structure and
sensitivity to initiation by mechanical impact for a data set of 485 energetic molecules. The models use
readily obtainable features derived from SMILES strings to classify structures, first by a binary split to
differentiate between primary and secondary energetic material behaviour, and by subsequent boundary
divisions to create up to five impact sensitivity classes. The best accuracy score was 0.79, which was
obtained for the binary classifier random forest model. Feature importance and SHAP analysis showed

that the features most likely to categorise a molecule with a high impact sensitivity were a high oxygen
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on how the structure of a molecule can be tailored to design energetic materials with desired impact
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Introduction

Energetic materials (EMs, explosives, propellants and pyro-
technics) are substances that contain large amounts of stored
chemical energy that can be quickly released upon initiation."
Their sensitivity to mechanical stimuli, ie., the impact of
a falling weight, can be quantified as impact sensitivity (IS), and
is an important safety metric for EMs. For this reason,
substantial efforts are devoted to measuring this property,
which is typically achieved using a fall-hammer test,” such as
the BAM apparatus.® IS values are quoted as either an /s, value,
which represents the height in centimetres at which a weight of
known mass dropped onto the sample will induce initiation
50% of the time, or alternatively as an E5, value, where the data
is recast in units of Joules. It is well known that this test comes
with inherent subjectivity, as well as inconsistency, due to
dependencies on variables such as crystal size and morphology,
sample purity, humidity and temperature.>** While valuable
research is ongoing to improve data reproducibility,*® one
further limitation exists for the fall-hammer test, namely the
maximum height from which the weight can reasonably be
dropped. This leads to issues with data resolution, as many
insensitive compounds are simply recorded as having an IS
value of greater than 40 J, meaning opportunities to differen-
tiate between compounds that fall into this category are lost.
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additional molecular structures from a SMILES string.

Many efforts have also been undertaken to establish rela-
tionships between IS and both the molecular and crystalline
structures of EMs. Studies have reported correlations with the
amount of free space per molecule in its corresponding crystal
lattice,>** the electronic band gap of the EM," bond dissocia-
tion energies,'” charge distributions within molecules,” and
activation energy of thermal decomposition.* More computa-
tionally expensive methods include models which are rooted in
mechanochemistry via the vibrational up-pumping model***
such as those by Ye, Bernstein and Michalchuk.*** However,
although this approach has demonstrated success in predicting
trends in IS for a broad range of crystalline EMs, the process is
computationally intensive, which naturally limits the number of
compounds that can be processed in this way. This means that
the opportunity to ‘learn’ what features are most likely to
influence IS is limited. An obvious strategy to address this is to
shift the focus from the solid-state structure onto the molecular
structure. Although this means that any correlations with
crystal structure properties, e.g., polymorphism, will be lost,
a substantial increase in the size of the data set offers oppor-
tunities to apply machine learning (ML) methods to identify
aspects of molecular structure that correlate with IS.

Recent work has shown that ML models can be successfully
trained to predict several important properties of EMs,
including formation energies and crystal densities.?”
However, IS presents challenges for training ML models
because of the relatively small size of the data set,”** as well as
the inherent limitations of experimental measurements as
outlined above. Several ML models for IS have been reported,
but these have typically been restricted to one or two functional
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groups or structure types***°?* which limits their general
applicability to other types of EMs. A recent report has drawn on
a larger and broader data set,* although it included both
molecular and ionic compounds which means any conclusions
drawn will likely be complex, as salt or co-crystal formation are
known to markedly alter IS values of EMs.*® Other ML models
have been explored that are rooted in the kinetics of the
decomposition process behind energetic initiation,*”** or which
use EM-property-based features calculated using
empirical or quantum mechanical calculations.**** While
these models have achieved high accuracies, the complex
nature of the features employed means that it is harder to
rationalise how these features translate to the structure of the
molecule, and therefore how the insights learned can be directly
used to design new molecules with desired IS values. Therefore,
methods involving prediction of IS using features that can be
extracted purely from the 2D structure of the molecule, ie.,
a SMILES string,* or even just the molecular formula, allow for
simpler translation into structure design.***

From this short overview it is clear that opportunities exist to
apply ML models to capture the correlations between molecular
structure and measured IS values, but the available data pres-
ents challenges. While transfer learning is being applied to
address the issues associated with limited data,*° this still
leaves the issue of data reliability. To address this, we have
opted to explore classification models, where molecules are
assigned to a particular category based on a range of IS values.
In this way we not only tackle the problems associated with
numerical variation, but we can also include the reports that
simply state IS values above the common 40 J threshold value.

Herein we report our efforts to derive a classification ML
model to link impact sensitivity to molecular structure by
undertaking the following steps:

(1) Creating a substantial IS data set for molecular EMs from
the available literature, taking care to include a broad range of
functional groups and structural motifs. Salts and co-crystals
are excluded from this data set for the reasons outlined above.

(2) Training ML models based on classification methods
(specifically, linear support vector classification (SVC), logistic
regression, random forest (RF) and Light Gradient Boosting
Machine (LightGBM)) to group EMs into classes with similar
reported IS values. As previously described, this can address
some of the experimental limitations of the data set. We start
with a simple binary classifier model, i.e., setting one sensitive/
insensitive boundary, and extend the methodology to encom-
pass up to five classes.

(3) Defining model features that are quick and straightfor-
ward to obtain (i.e., no quantum mechanically computed data).
These should be already known to be important features for EM
design, be inspired by insights gained in our previous work on
a mechanochemistry-based vibrational up-pumping model or
be generally important structural features that influence
molecular design.

(4) Analysing how the features highlighted by the ML model
can be applied to direct the design of new molecules with
desired IS values.

semi-
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Computational methodology

An extensive literature search was undertaken to create a large
drop-weight sensitivity data set for molecular-based EMs (485
compounds, see SI). This includes some (ca. 40%), of the
previous data set reported by Storm which contains a total of
279 compounds.* This new data set encompasses all the main
molecular EM structure types (azides, ca. 6%, tetrazoles 17%,
pyrazoles 17%, triazoles 16%, nitrate esters 7%, aromatics 22%,
and other ring/cage compounds 14% - note that most
compounds fall into multiple classes, see SI), and encompasses
a wide spread of IS behaviour. Only solid molecular crystals
were included, ie., polymers, liquids, salts, hydrates and co-
crystals are excluded. The data were not sorted or differenti-
ated by the instrument used to measure experimental IS. Other
large data sets, such as those by Muravyev et al.** and Marrs
et al.* were not used when compiling this data set but are
acknowledged as significant contributions to the availability of
IS data and data on other EM properties.

We then grouped compounds into the classifications defined
in Table 1. Final class boundary decisions were made to create
approximately equal class sizes; this was particularly pertinent
for the tertiary, quaternary and quinary classes. Altering the
class boundaries was not explored as this would create an
uneven distribution of data in each class; this imbalance would
likely lead to unreliable outcomes.

Our choices of model features are summarised in Fig. 1.
Some were selected based on criteria that are already known to
be important for general EM performance. One such feature is
oxygen balance (OB; a metric that defines whether a molecule
contains sufficient oxygen to completely convert all carbon
present to CO, during oxidation). Another feature is the number
of weak bond linkages, described as trigger bonds (TBs).** In
this work we have defined two classes of trigger bonds - the
widely accepted R-NO, (where R = C, N, or O), which are
denoted as class I trigger bonds, together with other weak
bonds (C_N)aliphaticy (C_O)aliphaticy Caliphatic_Naromatic; N-NH, and
C-P, which we term class II trigger bonds. These have recently
been highlighted as being just as weak as the class I trigger
bonds.** We also include several features that take inspiration
from insights learned from the vibrational up-pumping model,
which has highlighted that a correlation exists between pre-
dicted impact sensitivity and the number of so-called doorway
modes;'®** these are low-energy vibrational modes typically
describing angle bends and torsional motions, together with
some bond-stretching character. A high density of doorway
modes is essentially indicative of molecular flexibility. For our
ML study this has been translated into the Kier Molecular
Flexibility (KMF) index (a measure of a molecule's flexibility
based on its size, atom types and degree of one-bond and two-
bond connectivity information),**** along with the number of
rotatable bonds. We also include a count of the total number of
rings, as well as differentiating between the number of aromatic
and other rings, which essentially define stiffer structures, as
well as a ratio of hydrogen bond donor groups to hydrogen bond
acceptor groups. This defines the molecular intra- and inter-
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Table 1 Classification boundaries for impact sensitivity measurements. The number of entries in each class is given in square brackets

Class
Classification 0 1 2 3 4
Binary IS = 8J[212] IS > 8] [273] — — —
Tertiary IS < 6] [162] 6 =IS<20][162] IS >20] [161] — —
Quaternary IS = 4] [129] 4<IS =10][131] 10 <IS = 30 J [117] IS > 30 J [108] —
Quinary IS = 3] [100] 3 <IS = 8]J[112] 8 <IS = 18] [95] 18 < IS <40 ] [93] IS = 40 J [85]

molecular bonding potential, and is also indicative of molecular
flexibility, since a high potential for forming hydrogen bonding
interactions will likely restrict the molecular conformation. We
also note that the vibrational up-pumping model has previously
highlighted that IS correlates very strongly with the number of
trigger bonds.*** Our final set of features take inspiration from
the design approach commonly adopted by synthetic chemists,
and includes molecular weight (MW), empirical formula
(defined by the number of hetero, carbon, oxygen and nitrogen
atoms), and the decisions on functional group placement (e.g.
whether to position an -NO,, -NH,, -NH, -OH, or -CH; group
adjacent to another -NO, group). A similar approach of
including structural fragments has been shown to be advanta-
geous in earlier ML models,**® and all substituent groups
included here are commonly found in some combination in
energetic molecules. Additionally, interactions between adja-
cent groups could lead to intra- and inter-molecular interac-
tions, affecting the sensitivity as described above. We also
include the number of azide (-N3) functional groups present.
Finally, we include three cheminformatics features that define
fundamental properties related to electron distribution and
surface area. These are (i) the topological polar surface area
(TPSA), a measure of the total polar area on a molecule,” (ii)
VSA_EState8, which is related to the ease with which two atoms
can interact (due to electronegativity difference and physical
distance) and is therefore associated with hydrogen bond
interactions,* and (iii) SMR_VSA5, which is related to molec-
ular polarisability and therefore also interactions.** These
features also represent a straightforward way to approximate
the effects of the electrostatic surface potential, which has
previously been observed to correlate with IS for a small sample
of nitroaromatics and nitroheterocycles."**® Feature correlation

analysis was carried out prior to model training to detect and
remove any highly correlated features (see Fig. S1 in the SI). As
aresult of this first step, five features were highlighted as highly
correlated, and were therefore removed from the initial feature
set. The affected features were the (i) total number of rings, (ii)
number of rotatable bonds, (iii) molecular weight, (iv) number
of oxygen atoms and (v) number of heteroatoms were removed.
This is reflected in Fig. 1.

Each molecular structure was parsed in the form of a SMILES
string,* while the Python3 (ref. 61) library RDKit*> and SMARTS
queries® were used to extract the data for the selected features.
The SMARTS parsing script was based on published scripts by
Rein et al.** Scikit-learn® and LightGBM® were used for data
pre-processing and model implementation. During pre-
processing, the continuous features were log-transformed and
scaled for modelling. Classification machine learning models
linear support vector classifier (SVC), logistic regression (Log-
Reg), random forests (RF) and Light Gradient Boosting Machine
(LightGBM) were implemented. These were chosen to test
a range of well-established linear, non-linear and tree-based
ensemble models to balance interpretability and accuracy.

The input data were randomly split such that 75% of the data
was used for training the models and 25% was used for testing.
For models implemented in scikit-learn, hyperparameters were
tuned using 5-fold Grid Search Cross Validation. Bayesian
Optimisation (via HyperOpt) was used for hyperparameter
tuning in LightGBM.* These optimised hyperparameters were
used to train all four ML models for each of the four classifi-
cation tasks. Model outcomes were assessed via precision and
recall values. Analysis of feature importance for all four classi-
fication tasks was performed for the most accurate models
using SHapley Additive exPlanations (SHAP) analysis.®”*®

Oxygen balance
No. of N,

Total no. of rings*
No. of aromatic rings
No. of aliphatic rings

EM inspired Vibrational up-pumping
features inspired features
No. of class | TBs KMF
No. of class || TBs H bond ratio

No. of rotatable bonds*

Structure design inspired features

Molecular weight*
No. of N atoms
No. of O atoms*
No. of C atoms
SMR_VSA5
TPSA
VSA_EState8

No. of heteroatoms*
No. of NO, adj. to NO,
No. of NO, adj. to NH,
No. of NO, adj. to C=0
No. of NO, adj. to CH,
No. of NO, adj. to OH
No. of NO, adj. to NH

Fig. 1
other features.
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Initial features selected for ML models. Those marked with an asterisk were removed before model training due to high correlation with
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Results and discussion

The best outcomes obtained for training and testing data sets
for the four classifications are shown in Table 2. Scores for all
models are available in the SI. The class assignment threshold
was 0.5 probability for binary classification (i.e., if the model
prediction for a molecule is > 0.5, we consider that as class 1, or
otherwise class 0) and based on highest predicted probability
for the multi-class classification.

The most visible and expected outcome is that the highest
accuracy is achieved for the binary classification model. This is
to be expected because having only two classification groups
means that there is more data for each class to be trained on
and there are fewer possible outcomes to predict. From an
experimental perspective this is the most important boundary
division, as an IS value of about 8 J marks the approximate di-
fferentiator between primary and secondary EM behaviour. As
the number of classification groups increases, it follows that
training and outcome prediction will be affected as the data set
is divided into increasingly smaller classes. The RF model
performs best in three out of the four classification tasks, which
is not an unexpected result, since Random Forests are known to
perform well in cases of non-linear, complex relationships.

The outcomes from the models reported in Table 2 are pre-
sented as confusion matrices in Fig. 2. For the binary classifi-
cation task (Fig. 2a) this shows that 33 (out of 47) molecules are
correctly predicted as true class 0 (i.e. IS < 8 J; this is a recall rate
of 70%), while 63 (out of 75) molecules are correctly predicted as
true class 1 (i.e. IS > 8 J; 84% recall). This slightly skewed
performance could arise due to a little more of the data set (and
therefore more of the training data set) being assigned to class 1
(see Table 1). For the tertiary classification task (Fig. 2b), the
recall rates for true class 0-2 prediction are 74%, 48%, and 74%,
respectively, indicating now that the middle-ranking class
(where IS falls in the range 6-20 J) is the most challenging to
predict. This trend continues for the quaternary and quinary
data sets (Fig. 2c and d), where recall accuracy increases at
either end of the sensitivity spectrum. For the quaternary clas-
sification task, the recall rates for true class 0 and 1 are 56% and
62%, respectively, dropping to 34% for true class 2 assignment,
before improving back up to 55% for the true class 3. For the
quinary classification task, the overall performance accuracy is
lowest, at 0.48, but the recall rate for true class 0 (ie.
compounds with IS < 3 J) is 52%, and true class 1 (also sensitive
compounds with IS in the range 3-8 J) is 65%, showing best
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ability for prediction of most sensitive compounds, important
for the safety aspect of the prediction.

Another metric to report the predictions for the ML models is
the precision scores. This defines, for example, what proportion
of the molecules in a given model predicted to be class 0 are true
class 0. The confusion matrices (Fig. 2) show that precision and
recall scores follow similar trends for most of the models.

It is important to note that impact sensitivity classification
data is ordinal, i.e., we know that class 0 is more sensitive than
class 1, which is more sensitive than class 2, etc. However, this is
not accounted for by the models, which will treat the data as
though it is nominal, ie. as if it has no implicit ordering.
Additionally, since we know that there is an experimental error
on all IS data (which is not always reported, and so is not
accounted for here), a molecule assigned to class 2, for example,
could actually be class 1. This becomes more of an issue as we
move to higher numbers of categories that span smaller
numerical ranges of IS values. We see that the majority of
wrongly classed predictions are assigned to neighbouring
categories of the true class, which suggests that the models are
nonetheless doing well at interpreting the order of the classes.

Next, we extracted the feature importances from each model;
the outcome for the quaternary RF model is shown in Fig. 3 and
is broadly representative of the outcomes obtained for all the
classification models (see SI). This highlights that several of the
features that were already known to be important for EM design
(blue bars), and those that were inspired by the vibrational up-
pumping model (green bars), were ranked highly in comparison
to the structurally-inspired features (red bars). We note that the
high ranking of oxygen balance has been previously observed in
other ML models for IS prediction.*>** Although the ordering of
feature importance does change between the four classification
tasks, the list of the most important features is consistent. Some
slight change in ordering is to be expected due to the differing
decision boundaries for the four different tasks.

In addition to simply identifying which features correlate
with IS, the central aim of this work was to create a model which
could inform molecular design of more- or less-sensitive EMs in
a straightforward way, by using readily accessible features that
correlate with molecular structure. The next step was therefore
to analyse how the most important structural parameters affect
sensitivity, and how these could be used as a design tool for new
EMs with predicted IS behaviour. This can be performed using
SHAP analysis, with the binary classification model being the
most intuitive model to interpret. The analysis ranks the
features, from most important (top) to least (bottom), in terms

Table 2 Best models (as judged by highest test set accuracy scores) for each of the four classification models

Accuracy score

Classification Best model Train Test Macro averaged precision Macro averaged recall
Binary RF 0.95 0.79 0.78 0.77
Tertiary RF 0.80 0.65 0.64 0.65
Quaternary RF 0.99 0.52 0.54 0.52
Quinary LogReg 0.52 0.48 0.49 0.49

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig.2 Confusion matrices for the most accurate ML model for each classification task, showing only testing data: (a) binary RF, (b) tertiary RF, (c)

quaternary RF, (d) quinary LogReg.

of whether a high (red) or low (blue) numerical value of each
parameter will consign a given molecule to class 0 (positive
SHAP values) or class 1 (negative SHAP values) (see Fig. 4). Thus,
analysis of the colour distribution of the features given in the
top right-hand side of the plot gives the most important infor-
mation to categorise a molecule as a sensitive EM (IS < 8]). It is
important to note that most of the features are scaled in the pre-
processing step to have values between 0 and 1. The exceptions
to this are the number of C atoms and the six functional group
relative position parameters. Therefore, whilst the effect these
features have on the model output is correctly accounted for,
the impact of the number of C atoms on the result may be
slightly overestimated.

A number of observations become readily apparent. Firstly,
a high oxygen balance is more likely to assign a given EM to be
impact sensitive, a correlation that has been shown previ-
ously.***% Secondly, features that code for high molecular

3264 | Digital Discovery, 2025, 4, 3260-3269

flexibility also correlate with increased impact sensitivity.
Specifically, this is represented by a low ratio of hydrogen bonds
(i.e. molecules are less likely to constrained by hydrogen
bonding interactions), high KMF values, a low number of
aromatic rings in the structure, and VSA_EState8 being low.**
The low values of VSA_EState8 and SMR_VSAS5 correlating with
higher sensitivity is somewhat in contrast with previous obser-
vations documenting the relationship between electrostatic
surface potential and impact sensitivity."* However, it should be
noted that the previous work used a dataset constrained to
nitroaromatics only, which only account for 22% of our data set,
so the relationship may be different when more structural
variety is considered, as it is in this study. Thirdly, for a more
sensitive molecule, the number of class I and II trigger bonds
should be high. Increased impact sensitivity also correlates with
the number of carbon atoms being low, in agreement with the
oxygen balance being high. Molecules with a high number of

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Feature importance (normalised to the most important feature) for the quaternary RF model, based on splits (the number of times the
feature is used in the model). The bars are coloured according to the feature groupings shown in Fig. 1.

azide functional groups are more likely to be categorised as
highly impact sensitive, although this may reflect a bias in the
data set, since 28 out of 30 azides in our data set are very impact
sensitive. Finally, the features that relate to functional group
placement have a very weak effect on classification. This is an
important finding for the design of energetic molecules, as it
suggests that, at least for the 485 molecules in the data set
explored here, we are not able to identify a correlation between
placement of these particular functional groups and IS. This
may be symptomatic of the size of the data set employed, or
SMILES strings being too simplistic to capture molecular
geometry features.
Since this work is employs a ML model, rather than a phys-
ical model, any reasoning as to why some features are more
important than others is ultimately speculation. The exceptions
to this are the features that relate to previous work performed
on a physical model (vibrational up-pumping) which permitted
structure/property relationships to be explored, albeit on
a substantially smaller data set (33 compounds)** and oxygen
balance which, as discussed above, has been shown to be an
important feature in multiple previous models. Mathieu
proposed that this could be due to initiation depending on the
ability of oxygen-containing groups to fuel conversion of ener-
getic molecules to decomposition products, and therefore
formulated a link between the proportion of oxygen in a mole-
cule and its ease of initiation.” Features coding for high flexi-
bility (such as a low hydrogen bond ratio, high KMF and a low
number of rings), and a high number of trigger bonds giving
more sensitive molecules is in agreement with the general
findings from the mechanically-induced impact sensitivity
model.** This permits a physical interpretation for these
correlations that more flexible molecules have more vibrational

© 2025 The Author(s). Published by the Royal Society of Chemistry

modes of appropriate frequencies to more efficiently channel
the impact energy up to the higher frequency modes that excite
weak chemical bonds.

This work is the first attempt to impose a predictive classi-
fication system on impact sensitivity data, and we believe that
this straightforward approach, particularly with respect to the
binary classification scheme, will be beneficial to experimen-
talists who seek guidance on molecular design features that will
likely result in primary or secondary energetic behaviour. While
regression and classification models are fundamentally
different approaches it is, of course, possible to binarise the
continuous output from a regression model to try and offer
a comparison. The data set provided by Matheiu offers this
possibility, as they provide numerical predictions alongside the
experimental values.*® Applying the binary dividing value of 8 J
to the output from their Mod7P model resulted in 78% of the
structures being correctly assigned as primary energetics, and
90% as secondary energetics (test set data size: 217 structures).
These recall rates are better than ours (70% and 84% for
primary and secondary, respectively), but we note that this is
a surface analysis only. More in-depth analysis would be
required to convert an existing regression model into a catego-
risation model, and both would need to be run with the same
data set to assess whether the model we have proposed here is
formally more or less accurate than previously published
regression models, and whether classification offers improved
predictions over regression.

Our models and data set are open access. In order to maxi-
mise their utilisation beyond training and testing, we also
include a prediction functionality, which provides a simple
route to predict the sensitivity class for an additional molecule
outside of our data set from a user-provided SMILES string. This

Digital Discovery, 2025, 4, 3260-3269 | 3265
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additional functionality is available for the four models out-
lined in Table 2.

Conclusion

In this work, machine learning models have been developed to
rationalise correlations between molecular structure and
impact sensitivity. This was achieved using one of the largest
energetic molecule data sets constructed to date (485 struc-
tures). The model requires only readily obtainable features
derived from a SMILES string (no QM-calculated parameters),
informed by insights gained from our previous work on the
vibrational up-pumping model for impact initiation, or which
are generally known to be important structural features in
energetic molecular design. The work also addresses how to
account for some of the limitations in experimental IS data,

3266 | Digital Discovery, 2025, 4, 3260-3269

particularly where published values show numerical variation
or simply report IS values above 40 J, by implementing classi-
fication ML models to group the compounds, first by a binary
split, and then by further dividing the compounds to create up
to five separate groupings. For the test data, the best accuracy
score for the binary classification model was 0.79, which fell to
0.48 as the number of classification categories rose to five. This
result was to be expected, as the higher number of classification
groupings means that the number of data points available for
model training in each class falls, and the number of possible
outcomes to predict rises. From a molecular design perspective,
the binary classifier is the most important, as an IS value of ca. 8
J (chosen as the differentiator in our ML model) represents the
approximate boundary divider between primary and secondary
EM behaviour. Feature importance and SHAP analysis were
conducted to investigate how the features highlighted by the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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model could be directly applied to design new molecules with
tailored IS values. For the binary classifier model, we have
shown that a more sensitive molecule will likely have a higher
oxygen balance and have a more flexible structure. This model,
working with simply the molecular structure, does not account
for crystal structure factors, such as polymorphism, or macro-
scopic factors including defects, particle size or hotspot
formation. However, the insights gained from this study offers
a straightforward tool with readily relatable information for
chemists to design new EMs with desired IS responses.
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