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validation of machine learning
models for copper nanocluster synthesis using
cloud-based automated platforms

Ricardo Montoya-Gonzalez, ab Rosa de Guadalupe González-Huerta,b

Martha Leticia Hernández-Pichardo a and Subha R. Das *c

The integration of machine learning (ML) into materials science has the potential to accelerate material

discovery and optimize properties. However, the reliability of ML models depends heavily on the

consistency and reproducibility of experimental data. In this study, we present a methodology to

combine automated, remotely-programmed synthesis protocols with ML to enable data-driven materials

discovery. Experiments were programmed and conducted remotely through robotic syntheses at cloud

laboratories, using multiple different liquid handlers and spectrometers across two independent facilities

(Emerald Cloud Lab, Austin, TX and Carnegie Mellon University Automated Science Lab, Pittsburgh, PA).

This multi-instrument approach ensured precise control over reaction parameters, eliminated both

operator and instrument-specific variability, and enabled generation of high-quality datasets for ML

training. From only 40 training samples, our approach predicts whether specific synthesis parameters will

lead to successful formation of copper nanoclusters (CuNCs) with interpretable models providing

mechanistic insights through SHAP analysis. Our workflow demonstrates how remotely accessed/cloud

laboratory infrastructure coupled with ML can transform traditionally manual processes into

autonomous, predictive systems. This multi-instrument validation demonstrates reproducibility critical for

reliable ML-driven materials discovery and for advancing automated materials synthesis beyond single-

laboratory demonstrations.
1 Introduction

Articial intelligence (AI) transforms numerous scientic
disciplines, withmachine learning (ML) playing a pivotal role as
a key variant of AI. Using ML enables systems to discern
patterns and make predictions from data, facilitates the anal-
ysis of large datasets, identies complex correlations, and
generates predictions more efficiently than traditional
methods. An ML enhanced approach is particularly benecial
in materials science, aiding in the exploration of materials with
specic properties, design of alloys, prediction of structural
stability, and analysis of spectroscopic data, among other
applications.1–3

Despite the transformative potential of ML in materials
science, its application in experimental systems faces signi-
cant challenges related to data consistency and quantity.2,4–6
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Materials synthesis involves numerous interdependent vari-
ables: selection of reagents, concentrations of reagents,
temperature, pH, reaction time, and choice of reaction vessel,
where even small changes can dramatically alter outcomes.7

This sensitivity creates a dual problem – experimental protocols
become difficult to reproduce, leading to inconsistent results
that generate poor-consistency datasets, while the time-
consuming and resource-intensive nature of materials
synthesis limits the number of experiments that can be con-
ducted. Even when high-consistency data is obtained,
researchers oen lack sufficient quantities of data to train
robust ML models. Generating comprehensive datasets
covering the full parameter space requires hundreds or thou-
sands of experiments—a practical impossibility with traditional
manual approaches. Therefore, for ML to be successfully
applied to materials science, it remains essential to improve
data consistency and data quantity. Data consistency can be
improved through enhanced experimental control, while data
quantity can be improved through the use of automated, high-
throughput experiments. Both limitations have mainly been
addressed through the implementation of microuidic systems
and robotic synthesis.8

Several approaches have employed ML in experimental
materials science, primarily for property optimization9–11 or to
Digital Discovery, 2025, 4, 3683–3692 | 3683
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elucidate synthesis parameter effects on specic outcomes,7,12–14

particularly with complex variable interactions. Tang et al.15

trained a regression ML model to optimize the photo-
luminescence quantum yield of MoS2 synthesized via chemical
vapor deposition. Guda et al.16 explored gold nanoparticle
synthesis parameters using an Extra Trees algorithm to predict
size and shape. Miyazato et al.17 used ML models to map reac-
tion selectivity in the oxidative coupling of methane, demon-
strating ML's value in rening reaction pathway analysis.

Furthermore, several approaches have been made to outline
best practices for ML implementation, including data pre-
processing, feature engineering, and model evaluation.2,11,12,18

Metal nanoclusters (NCs) are materials composed of a few to
a hundred atoms with unique properties due to their size
comparable to the Fermi wavelength of electrons, resulting in
molecular-like properties.19,20 NCs possess characteristics
including uorescence, low toxicity, large Stokes shi, and good
biocompatibility.21,22 One common synthesis method is tradi-
tional wet chemical reduction, typically involving trapping
metal ions within pores, channels, a nano-matrix, or a template,
followed by reduction using agents like ascorbic acid, sodium
borohydride, or hydrazine. While many studies have focused on
gold, silver, and copper NCs and their applications, the devel-
opment of copper NCs (CuNCs) is still comparatively underde-
veloped and in its early stages.23 This is primarily due to
challenges, as CuNCs tend to agglomerate and oxidize.19,24

In this study, we report a well-documented and reproducible
methodology for CuNCs synthesis via simple wet chemistry
reduction combined with real-time absorbance measurements.
The experiments and syntheses were performed in a remotely
controlled and automated laboratory. This research proposes
a methodology for material design and synthesis aimed at
obtaining reliable and reproducible experimental results, vali-
dated across different batches and at an independent location,
to enable their subsequent integration into ML models. Using
a highly controlled protocol with robotic CuNCs synthesis,
chosen due to its well-documented nature, the data generated
were used to train an ML model capable of predicting synthesis
success based on selected parameters. This approach demon-
strates the potential of combining automated synthesis withML
to enhance material design and discovery.
2 Experimental
2.1 Synthesis protocol

The procedure begins by adding CuSO4 1M (Cu) and hexa-
decyltrimethylammonium bromide 1 M (CTAB) in varying
proportions (see SI Table 1) into a 96-well, 2 mL DeepWell Plate,
along with 1 mL of H2O. The mixture is then cooled to 4 °C and
stirred at 30 rpm for 1 hour. Aer this incubation period,
ascorbic acid 1 M (AA), sodium hydroxide (NaOH), and 0.8 mL
of water are rapidly added, followed by mixing at 300 rpm for 15
minutes. To analyse the reaction, 250 mL aliquots are taken from
each well and transferred into a 96-well UV-Star Plate. This plate
is then placed into the CLARIOstar absorbance spectrometer,
where it is heated to 45 °C. Once this temperature is reached,
3684 | Digital Discovery, 2025, 4, 3683–3692
absorbance spectra are recorded every 43 seconds for 80
minutes.

To measure the reproducibility of the absorbance spectra we
calculated the coefficient of variation (CV) of the absorbance
intensity at each wavelength, dened as the ratio of the stan-
dard deviation to the mean absorbance intensity, expressed as
a percentage. This metric quanties the relative spread of the
absorbance values and was used to assess the reproducibility of
the measurements.25,26

The molar concentrations of the rst four samples (SI Table
1) were selected directly from the literature. Samples #5–10 were
prepared by incrementing the concentrations of AA and CTAB.
Samples #11–20 were prepared by incrementing smaller
concentrations of Cu, CTAB, and AA. Samples #21–40 were
generated using the Latin Hypercube Sampling method, with
absolute concentration bounds set between 0.5 and 5 mM with
a sum of 6.25 mM between all reagents.
2.2 ECL command center

Every experiment reported in this work was set up using
Command Center Desktop Version: 1.5.134.1. Constellation
Version: 2.7.2.2. Mathematica version: 13.3.1 for Microso
Windows.
2.3 Robotic workcell

Multiple Hamilton Liquid Handler SuperSTAR identical model
units were used at both the Austin, TX and CMU Pittsburgh, PA
labs. The serial numbers of the different instruments are listed
below:

� At Emerald Cloud Lab (Austin, TX): H910, B862, I068
� At CMU Automated Science Lab (Pittsburgh, PA): H924,

H688
� Soware: Hamilton Microlab STAR Soware VENUS two

v4.3.0.4686.
Multiple CLARIOstar spectrometers identical model units

were used to record absorbance and uorescence measure-
ments. The serial numbers of the instruments are listed below:

� At Emerald Cloud Lab (Austin, TX): 430-0929, 430-4255
� At CMU Automated Science Lab (Pittsburgh, PA): 430-4371,

430-4373
� Soware: CLARIOstar 5.4.
2.4 Machine learning model training

Since the ECL soware is based on Mathematica, all data pre-
processing, transformation, ML training, and validation were
performed using Wolfram Mathematica (version 14.0). All
models were trained with the same forty sample information
and validated with six never-seen samples. Root mean square
error was calculated with eqn (1) where m is the number of
values that were us to validate the model, f(xi) is the predicted
output value by the model and yi is the actual output value

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m

Xm
i¼1

ðf ðxiÞ � ðyiÞÞ2
s

(1)
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Experimental robotic synthesis of the copper nanoclusters (A).
Experimental setup and (B). Schematic for dispensing the reagents at
various molar concentration (see SI Table 1) and subsequent absor-
bance measurement of CuNCs.
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Coefficient of determination (R2), its expression is shown in
eqn (2), where Stdvbaseline is the standard deviation of the true
values.

R2 ¼ 1� RMSE2

Stdvbaseline
2

(2)

Each model's hyperparameters were automatically opti-
mized in Mathematica using the Predict function with Quality
set as the performance goal, aiming to maximize the overall
prediction accuracy.

2.4.1 Linear regression. L2 regularization = 1, max itera-
tion number = 30.

2.4.2 Decision tree. Nodes= 13, leaves= 7, feature fraction
= 1.

2.4.3 Random forest. Feature fraction = 1/3, leaf size = 4,
trees number = 100, distribution smoothing = 0.5.

2.4.4 Nearest neighbour. Neighbours number = 5, nearest
method = KDTree, distribution smoothing = 0.5.

2.4.5 Gradient boosted trees. Max training rounds = 50,
leaves number= 25, learning rate= 0.1, max depth= 6, leaf size
= 3.

2.4.6 Gaussian process. Estimation method = maximum
posterior, nominal covariance type = hamming, numerical
covariance type = squared exponential.

2.4.7 Neural network. Fully connected network, depth = 8,
number of parameters = 17 700, activation function = SELU,
max training rounds = 300.

3 Results and discussion
3.1 Data collection

One of the key aspects of using experimental data for ML
training is ensuring its consistency and reproducibility. To
address this, we implemented a robotic experimental method-
ology performed in a robotic workcell (SI Fig. 1), where every
synthesis step was executed consistently and in a standardized
manner. This approach guarantees high data consistency and
ensures that modications to synthesis parameters can be
reliably correlated with their impact on outcomes.

Fig. 1 illustrates the synthesis protocol, adapted from
a widely reported method for AuNCs.27 Briey, the procedure
begins by adding CuSO4 (Cu) and hexa-
decyltrimethylammonium Bromide (CTAB) solutions in varying
proportions (see SI Table 1) along with H2O. The mixture is
cooled and slowly stirred. Subsequently, ascorbic acid (AA) is
added, followed by vigorous mixing for 15 minutes. An aliquot
is then transferred to a well in a 96-well plate to an absorbance
spectrometer, heated to the target reaction temperature, and
absorbance spectra are recorded every 43 seconds for no more
than 80 minutes to avoid oxidation.28

We used the remotely programmed and automated robotic
liquid handling enabled by the Emerald Cloud Lab (ECL) at
their laboratory in Austin, TX for synthesis. This platform allows
precise control of operational conditions, material traceability,
and real-time monitoring of experimental progress. Prior to
execution, operational parameters such as temperature, stirring
© 2025 The Author(s). Published by the Royal Society of Chemistry
rates, and atmospheric composition can be congured, while
ECL also provides the capacity to regulate parameters inher-
ently difficult for human operators during liquid handling,
including pipette aspiration and dispensing rates, mixing and
equilibration times, and pipette angle and height. Throughout
the experiment, critical variables are continuously logged,
including these pipetting parameters (SI Fig. 2) and ambient
temperature and humidity. Aer protocol completion,
a comprehensive dataset is generated containing full video
recordings (SI Video 1), metadata including start/end times and
step durations, nal volumes, images of stock solutions and
resulting samples, recent instrument calibrations, detailed
substance handling owcharts for traceability (SI Fig. 3), and
theoretical chemical composition of each sample (SI Table 1)
based on actual amounts dispensed and mixed—information
later used as features to train the ML model (see features,
outcomes and data normalization).

From our synthesis samples, representative absorbance
spectra are shown in Fig. 2. In Fig. 2A (sample #17 in SI Table 1),
the initial measurement displays a single broad peak around
400 nm, corresponding to the metallic ion complex formed
between Cu and CTAB.22,29 This peak gradually decreases and
eventually disappears while absorbance in the 240–300 nm
range simultaneously increases until stabilizing in the last 30
minutes. This spectroscopic behavior, combined with the
absence of absorbance between 400 and 600 nm where surface
plasmon resonance would typically appear, serves as a strong
indicator of CuNCs formation, as reported in several
studies.28,30–33 This was further conrmed by the high uores-
cence exhibited by successful samples (SI Fig. 4), a character-
istic that is restricted to NC composed of fewer than ten copper
Digital Discovery, 2025, 4, 3683–3692 | 3685
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Fig. 2 Representative absorbance spectrum of copper nanoclusters. (A) Successful synthesis and absorbance spectra were recorded every 43
seconds (sample #17). (B) Unsuccessful synthesis, absorbance spectra were recorded every 43 seconds (sample #2). (C) Successful absorbance
mean (red) and standard deviation (shaded area) of four batches at 40 minutes (sample #17). (D) Unsuccessful absorbance mean (red) and
standard deviation (shaded area) of four batches at 40 minutes (sample #2).
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atoms due to discrete electronic transitions enabled by their
small size and ligand interactions.21,34–36 This characteristic was
conrmed in only the successful samples, which exhibited high
uorescence (SI Fig. 4). In contrast, Fig. 2B (corresponding to
sample #10) shows only the metallic complex absorbance with
no characteristic CuNCs signal, indicating an unsuccessful
reaction.

To assess reproducibility, samples were synthesized in four
different batches. Fig. 2C and 2D show the mean (red) and
standard deviation (shaded area) of the absorbance spectra for
the successful and unsuccessful samples, respectively, with
little detectable difference between them across batches, which
resulted in a CV in absorbance intensity of 10–20% for
successful samples and 15–25% for unsuccessful samples in the
230–300 nm range (SI Fig. 5). The consistency of these results
demonstrates the high reproducibility of this method and the
consistency of the collected data. Furthermore, we successfully
reproduced the synthesis of sample #17 at a different laboratory
location (Carnegie Mellon University (CMU) Automated Lab in
Pittsburgh, PA) using the identical robotic protocol and
instrumentation and operated remotely through ECL soware,
with no signicant differences observed in the resulting spectra
(SI Fig. 6), along with a CV below 50% in the same range of study
(SI Fig. 7). We note that the CV was based on the absorbance
intensity which may vary due to the age of the stock solutions,
especially AA. However, the absorbance peak position that
indicated the formation of CuNCs did not vary in any result,
demonstrating the high reproducibility of our automated
approach.
3686 | Digital Discovery, 2025, 4, 3683–3692
For samples #3 and #4, the molar concentrations (see SI
Table 1) were directly adapted from literature protocols origi-
nally developed for gold sphere and rod morphologies, respec-
tively.16,37 Interestingly, their absorbance spectra (Fig. 3) suggest
the possibility of analogous morphological control in CuNCs,
though this requires further investigation. Sample #3 exhibits
a single peak at 275 nm, reminiscent of the spectroscopic
signature typically associated with spherical copper nano-
structures.38,39 In contrast, sample #4 displays two distinct peaks
in the same region at 30 minutes, similar to the characteristic
dual-peak pattern observed for rod-like nanoparticles. These
dual peaks tend to disappear in later reaction stages, possibly
due to agglomeration (SI Fig. 8), a behavior consistent with
previous copper nanoparticle studies.40,41
3.2 Features, outcomes, and data normalization

A key advantage of our standardized robotic synthesis protocol
is the ability to modify synthesis parameters with high preci-
sion. The molar concentrations between Cu, CTAB, and AA were
varied by adding different volumes of stock solutions with
identical concentrations. The composition of the sample in
each well-determined using ECL soware and accounting for
actual reagent dispensing and dilution, served as the feature
set. To ensure comparability, these compositions were stan-
dardized (transformed to have a mean of 0 and standard devi-
ation of 1), which helps improve model performance by making
feature scales consistent.

The absorbance signal between 240 and 300 nm is associated
with CuNCs formation.42–44 Therefore, the absorbance ratio at
264 and 294 nm, measured at 40 minutes when the reaction was
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Absorbance spectra of copper nanoclusters with likely different morphologies, with insets illustrating the suggested shapes. (A–D)
Spherical particles (samples #3, #18, #20, and #22, respectively). (E–H) Rod-like particles (samples # 4, #14, #17, and #24, respectively).
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nearly complete, was selected as the output metric for training
the ML models. Ratios approaching zero corresponded to
unsuccessful synthesis (no CuNCs formation), whereas values
closer to one indicated successful CuNCs formation.

In the rst stage, ten control samples were synthesized to
explore possible molar concentrations between Cu, CTAB, and
AA. Four ratios were selected from literature sources (samples
#1 to #4),32,45 while the remaining six involved incremental
increases of CTAB and AA with all other reagents held constant
(samples #5 to #10). This initial approach provided insight
into the most relevant reagents concentration for CuNCs
formation.

Aer identifying synthesis parameter boundaries, a second
stage was conducted with ten new control samples, selected
similarly to the rst stage but with fewer variations to rene the
sample space understanding (samples 11–20). Additionally, 20
new samples21–40 were synthesized using Latin Hypercube
Sampling (LHS), which ensures even coverage of each dimen-
sion in the input space, improving the exploration of molar
concentration. Finally, in the third stage, six additional random
samples were generated exclusively for model validation,
ensuring an independent test set to assess the predictive
performance of the machine learning model.

In total, 40 samples were synthesized. Half the samples1–20

were selected using traditional experimental design, incorpo-
rating literature molar concentrations and systematic incre-
ments of single reagents. The remaining 20 samples21–40 were
© 2025 The Author(s). Published by the Royal Society of Chemistry
systemically distributed using LHS, ensuring a broader explo-
ration of the parameter space.

Fig. 4 shows a 3D representation of the composition between
Cu, CTAB, and AA. The red dots indicate unsuccessful samples,
the green dots represent successful samples, and the blue dots
correspond to validation samples used for model validation. In
Fig. 4A, the composition ratios are displayed on a scale that
includes all samples, including First Stage control samples.
This visualization highlights the limitations of a classical
experimental approach, where systematically increasing
reagent concentrations makes it difficult to fully explore the
entire sample space. In contrast, Fig. 4B illustrates the distri-
bution of samples on a focused range, displaying only synthesis
conditions within the relevant boundaries for NC formation.
This method results in a more evenly distributed exploration of
the parameter space, ensuring a more comprehensive repre-
sentation of potential synthesis conditions.
3.3 ML model training and validation

Classical ML approaches such as Linear Regression, Nearest
Neighbors, Decision Trees, Random Forest, and Support Vector
Machines are preferred for small datasets like ours because
these models are interpretable and less prone to overtting.2

Table 1 lists the evaluatedMLmodels—that predicts the relative
absorbance at 264 and 294 nm—all trained with the same 40
samples and validated with six independent samples, along
with key performance metrics: root mean squared error (RMSE),
Digital Discovery, 2025, 4, 3683–3692 | 3687
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Fig. 4 3D Representation of the same sample composition at different ranges of reagents: Ascorbic Acid (AA), Cetyltrimethylammonium
bromide (CTAB), and Copper sulphate (Cu) molar ratios. (A) A broader range that includes all composition ratios, including control samples. (B) A
focused range, displaying only synthesis conditions within the relevant boundaries for nanocluster formation.

Table 1 Performance of evaluated models for predicting the relative
absorbance at 264 and 294 nm (nanocluster formation). Reported
metrics include root mean squared error (RMSE), coefficient of
determination (R2), mean absolute error (MAE). Results are compared
against a standard deviation baseline (Stdvbaseline = 0.308). The poor
performance of the Neural Network model reflects overfitting due to
the small dataset size, demonstrating that simpler models are more
appropriate for limited training data”

Model RMSE MAE R2

Decision tree 0.118 0.092 0.853
Linear regression 0.131 0.091 0.820
Random forest 0.151 0.099 0.760
Nearest neighbours 0.163 0.137 0.720
Gradient boosted trees 0.164 0.128 0.716
Gaussian process 0.249 0.191 0.347
Neural network 0.338 0.279 0.200
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mean absolute error (MAE), and coefficient of determination
(R2).

The RMSE is compared against the standard deviation
baseline (Stdvbaseline) to assess model utility—if RMSE exceeds
Stdvbaseline, using the mean as a predictor would be preferable,
whereas a lower RMSE indicates superior predictive perfor-
mance. The R2 value indicates the fraction of variance explained
by the model, with a perfect model achieving a value of 1. ML
models trained only on LHS and control samples respectively
were validated with the same six unseen samples (SI Fig. 9). The
best LHS-trained model was LR achieved an RMSE of 0.073 (see
SI Fig. 9A), while the best control-trainedmodel had an RMSE of
0.214 (see SI Fig. 9A), highlighting the advantage of using LHS
generated molar concentrations.

Two models demonstrated superior performance: Deci-
sion Tree (DT) and Linear Regression (LR), selected based on
their R2 values approaching 1 and low RMSE scores. Fig. 5
presents a comparison of DT and LR predictions versus actual
validation values, with the dashed diagonal line representing
3688 | Digital Discovery, 2025, 4, 3683–3692
the ideal regression where perfect predictions would align.
Additionally, SHAP (SHapley Additive exPlanations) value
distributions are shown for all features, providing insights
into each input variable's contribution to model predic-
tions—values greater than zero indicate a positive impact on
CuNCs formation, while a negative value indicates inhibitory
effects.

Fig. 5A and B demonstrate that predicted values from both
models closely align with the ideal regression line without
substantial outliers, conrming strong predictive performance.
Given the comparable performance between DT and LR, model
selection required additional considerations beyond these
metrics. Importantly, when the same validation samples were
synthesized at a different location (Pittsburgh) following the
identical protocol from the ECL facility at Austin, the LR model
maintained reasonable performance (SI Fig. 10) with an RMSE
of 0.227. This cross-laboratory validation demonstrates both the
reproducibility of our synthesis methodology and the model's
capacity to generalize beyond the original training
environment.

Feature importance analysis using SHAP values obtained
from LR model (Fig. 5C) revealed that AA concentration is the
most critical parameter, consistent with rst-stage synthesis
observations where all samples containing more than 2 mM of
AA resulted in unsuccessful synthesis. This behavior may be
attributed to competitive interactions between protons and
copper ions within the micelle environment.34,46 Cu concentra-
tion emerged as the second most important feature, which is
expected since excessive Cu concentration promotes agglom-
eration, favoring nanoparticle formation over discrete NCs.
CTAB concentration showed a smaller but signicant impact,
reecting its crucial role in facilitating stable micelle formation
during the initial low-temperature mixing step – a prerequisite
for successful NCs formation.47,48
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Comparison plots of the predicted values versus validation values and SHAP value distributions for all features, Ascorbic Acid (AA),
Cetyltrimethylammonium bromide (CTAB), and Copper sulphate (CuSO4) of different models. (A and C) Linear regression. (B and D) Decision
tree.
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4 Conclusions

This study establishes a validated framework for integrating
machine learning with automated synthesis protocols to predict
and control CuNCs formation—a signicantly underexplored
area compared to extensively studied gold NCs systems. By
systematically exploring reagent molar concentrations (Cu,
CTAB, and ascorbic acid), we demonstrate that high-quality
predictive models can be developed from strategically
designed small datasets when coupled with rigorous experi-
mental control.
4.1 Methodological advances and cross-laboratory
validation

Our approach transcends traditional trial-and-error synthesis
by combining LHS with automated liquid handling and data
collection at multiple laboratories. This integration achieved
experimental reproducibility, with successful cross-laboratory
validation between ECL (Austin, TX) and CMU Automated
Science Lab (Pittsburgh, PA) conrming model robustness
across different experimental environments. Crucially, our
protocols maintained consistency not only across laboratories
but also across multiple instruments within each facility—
utilizing different Hamilton Liquid Handler units (six total
instruments) and CLARIOstar spectrometers (four total
© 2025 The Author(s). Published by the Royal Society of Chemistry
instruments)—demonstrating true multi-instrument reproduc-
ibility. This multi-instrument validation is critical for ensuring
research ndings are robust and transferable across different
experimental setups. The automated protocols eliminated both
operator-dependent and instrument-specic variability, estab-
lishing new standards for data consistency and reproducibility
in materials discovery.
4.2 Strategic ML implementation for small datasets

Our results demonstrate that sophisticated insights can be
extracted from compact, high-quality datasets through intelli-
gent feature engineering. Decision Trees and Linear Regression
achieved robust predictive performance (R2 > 0.82, RMSE < 0.15)
from just 40 training samples while maintaining interpret-
ability—crucial for understanding underlying chemical mech-
anisms. SHAP analysis revealed ascorbic acid concentration as
the dominant synthesis parameter, providing actionable
chemical insights that extend beyond correlation to
mechanism-based understanding. Our success with minimal
data requirements has signicant implications as it suggests
that we can develop predictive models with only 40 samples,
fewer experiments than traditional approaches, dramatically
reducing costs and the experimental burden for developing
predictive models. Our approach is particularly valuable for
expensive synthesis protocols, rare materials, or hazardous
Digital Discovery, 2025, 4, 3683–3692 | 3689
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chemistries where large dataset generation may be impractical
or prohibitive.
4.3 Chemical insights and knowledge gap

This work addresses a signicant knowledge gap in CuNCs
synthesis. While gold NCs have extensive documentation,
CuNCs remain underexplored despite advantages in cost,
abundance, and catalytic properties. Our systematic exploration
revealed critical threshold effects and non-linear relationships
between reagent ratios and formation outcomes. The identi-
cation of ascorbic acid as the dominant parameter, coupled
with CTAB stabilization mechanisms, establishes fundamental
design principles for CuNCs synthesis and lls crucial gaps in
copper-based NCs chemistry.
4.4 Transformative implications

Our current implementation represents a supervised learning
approach, while the validated predictive models establish
a necessary foundation for future active learning implementa-
tions. Specically, our models' demonstrated ability to predict
synthesis outcomes from just 40 samples could be integrated
with Bayesian optimization or other active learning frameworks
to guide experimental selection, potentially reducing the
required experimental budget by an order of magnitude
compared to grid searches. Recent parallel optimization
methods developed for cloud laboratories49 demonstrate the
feasibility of such approaches, though their application to
materials synthesis remains unexplored. Integration with cloud
laboratory infrastructure creates a scalable model for democ-
ratizing advanced materials research, enabling researchers
without specialized facilities to access automated synthesis
capabilities. Our multi-instrument, cross-laboratory validation
proves that this approach can maintain reproducibility across
different experimental environments while reducing resource
consumption. The demonstrated success with CuNCs, validated
against parallel gold nanoparticle methodologies, suggests
extensibility to other nanomaterial systems. With this validated
methodology for combining automated synthesis with ML
prediction, we provide a foundation that can be built upon to
develop closed-loop optimization systems, ultimately enabling
the transition from empirical screening to rational, predictive
approaches in materials design.
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