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Understanding nanoscale material evolution—including phase transitions, structural deformations, and
chemical reactions—under dynamic conditions remains a fundamental challenge in materials science.
While advanced imaging techniques enable visualization of transformation processes, they typically
capture only discrete temporal observations at specific time intervals. Consequently, intermediate stages
and alternative pathways between captured images often remain unresolved, introducing ambiguity in
analyzing material dynamics and transformation mechanisms. To address these limitations, we present
a two-stage framework using deep generative models to probabilistically reconstruct intermediate
transformations. Our framework is based on the hypothesis that generative models trained to reproduce
experimental images inherently capture the dynamical processes that generated those observations. By
integrating these trained generative models into Monte Carlo simulations, we generate plausible
transformation pathways that interpolate unobserved intermediate stages. This approach enables the
extraction of meaningful insights and the statistical analysis of material dynamics. This study also
evaluates the framework's applicability across three phenomena: tantalum test chart translation, gold
nanoparticle diffusion in polyvinyl alcohol solution, and copper sulfidation in heterogeneous rubber/

brass composites. The generated transformations closely replicate experimental observations while
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Accepted 23rd September 2025 revealing previously unrecognized dynamic behaviors for future experimental validation. These findings

suggest that learned generative models encode physically meaningful continuity, enabling statistical
interpolation of unobserved intermediate states and classification of transformation modes under sparse
observational constraints.
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1. Introduction

Understanding and controlling material transformations are
essential for tailoring materials to achieve desired structural,
mechanical, and functional properties in engineering applica-
tions. At the nanoscale, transformations such as phase transi-
tions,™? structural deformations,* and chemical reactions®®
significantly influence material stability, mechanical properties,
and chemical reactivity. For instance, molecular chirality—the
left- or right-handed absolute configuration of molecules—can
lead to markedly different chemical behaviors in materials with
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identical atomic compositions.” Investigating these trans-
formations is essential for designing materials with tailored
properties, enabling advancements in catalysis, energy storage,
and electronic devices.

Recent advanced imaging techniques, including scanning
electron microscopy (SEM),® transmission electron microscopy
(TEM),® and coherent X-ray diffraction imaging (CXDI),****
enable researchers to track structural and compositional
changes during material transformations. These methods
generate sequential snapshots of material states, often captured
in real-time or under in situ conditions. Conventional analyses
model dynamic behavior from these discrete observations, as
illustrated in Fig. 1a. However, these techniques face a funda-
mental limitation: their discrete temporal sampling inherent in
these techniques captures only isolated moments within
continuous transformation processes. This constraint is anal-
ogous to reconstructing a continuous dynamical system from
sparse temporal observations—while each captured state
reveals crucial information about the system's evolution, the
intermediate dynamics driving transitions between observed
states remain inaccessible.
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Fig. 1 Conceptual framework for material dynamics analysis. (a) Conventional approach: sequential snapshots of material states captured
through microscopic imaging over time, showing discrete observations with unresolved intermediate states. (b) Proposed approach: ensemble
of possible material states generated through Monte Carlo sampling in the learned latent space of a deep generative model, enabling exploration

of transformation pathways between observed states.

To overcome these observational limitations, methods
capable of simulating the transitions between captured sparse
snapshots are highly required. Ideally, while denser experi-
mental sampling would yield more complete datasets,*>'*
practical constraints in imaging equipment and measurement
time often render this approach infeasible. Therefore, an
alternative approach is to augment experimental data with
computational methods that simulate plausible transitions
between observed states.'® This strategy forms the conceptual
foundation of our approach, addressing data sparsity through
statistically grounded analyses that extend beyond directly
measurable transitions.

With recent advances, deep generative models offer a prom-
ising avenue to address the limitations of observable
transitions.'*"® Models such as generative adversarial networks
(GANs),?* variational auto-encoders (VAEs),** and diffusion
models* are designed to learn mappings from high-
dimensional image data to compact latent spaces that
preserve essential structural features. Crucially, we hypothesize
that by learning to generate experimental images, these models
implicitly capture the underlying dynamical processes that
produce the observed material states. A key advantage of these
latent representations is their local smoothness—small
perturbations in latent coordinates typically yield gradual and
coherent variations in the generated images, despite the
absence of explicit physical constraints during training. This
property is particularly valuable for modeling material trans-
formations—such as defect motion or phase-boundary migra-
tion—where latent geometry can reflect physical continuity in
structural evolution.”*** Thus, exploring the latent space offers
a potential mechanism to simulate hypothetical transitions that
complement sparse experimental observations and statistically
enrich the space of observed transformations.'®*®
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The local smoothness of latent spaces suggests a powerful
approach to address the challenge of sparse observations. Given
that small perturbations in latent coordinates typically yield
gradual, coherent changes in generated images,*?>® we can
systematically explore neighborhoods around observed states to
generate material variations—an ensemble of plausible inter-
mediate states that could occur during transformation. This
concept arises from recognizing that nanoscale systems rarely
follow deterministic paths. Instead, thermal fluctuations,
kinetic barriers, and competing energetic pathways create
multiple possible routes between observed states. By sampling
these variations through controlled exploration of the latent
space, we transform the limitation of discrete observations into
an opportunity for richer analysis. Notably, while we cannot
directly observe all intermediate states, we can utilize the
learned generative model to generate statistically plausible
alternatives. This approach parallels established methods in
statistical mechanics, where ensemble averages provide more
robust insights compared with single trajectories. However,
implementing this strategy requires careful consideration of the
extent to which the exploration of latent space can be conducted
while maintaining physical validity.

Based on these insights, we propose a framework that inte-
grates deep generative modeling with statistical sampling and
distributional analysis to characterize material transformations
from experimental data with limited transition coverage. Our
approach uses a generative model to map compact latent
representations to hypothetical material states, enabling effi-
cient navigation on the latent space. To systematically sample
local transitions, we implement Monte Carlo (MC) sampling®
in latent space to explore material variations around a given
material state. This probabilistic strategy enables diverse
sampling of latent codes under constraints that ensure the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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generated transitions remain physically plausible while
capturing variation in possible outcomes (Fig. 1b). To further
analyze dynamic behaviors, the generated states are grouped
into variations that approximate the collective range of trans-
formations possible from the same initial condition, rather
than representing single predictions. This approach, based on
local sampling and statistical aggregation, enables statistical
interpolation of unobserved intermediate states and classifica-
tion of transformation behaviors, even in the absence of explicit
time-series data. Thus, the proposed framework extends
generative models' representational capacity, enabling the
interpretation of transformation behavior through physically
grounded, data-driven reasoning.

2. Methodology

To implement the described concepts, the proposed framework
for analyzing material dynamics follows two systematic stages,
as shown in Fig. 2: (1) generative model training, where a deep

View Article Online
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generative model is employed to synthesize microscopy images
and construct a structured latent space for material states; and
(2) MC simulation, which utilizes the trained model to generate
and analyze material variations representing possible trans-
formations from a given material state. Hereinafter, we define
a material variation as a localized ensemble of synthetic material
states derived from perturbations around a latent embedding of
a reference configuration. This representation captures the
stochastic neighborhood of dynamic transitions without
requiring temporally resolved sequences.

2.1. Generative model training

In this stage, we develop a deep generative model to construct
a continuous latent space that enables sampling of material
states while connecting these states to their image representa-
tions. This design is based on the hypothesis that, by learning to
reproduce the distribution of experimental images, the gener-
ative model implicitly encodes the underlying dynamical

Stage 1: Generative Adversarial Networks (GAN) training
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Fig. 2 Overview of the two-stage analytical framework for extracting insights into material dynamics from experimental images. (a) Deep
generative model training: a GAN is trained on experimental images to construct latent space of material states. (b) Monte Carlo simulation: the
trained model generates material variations through latent space perturbations, which are then analyzed to identify distinct transformation

behaviors and dynamic patterns.
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processes that generate the observed material configurations.
This generative approach provides a structured statistical
representation of material configurations, supporting system-
atic exploration of material variations—structurally similar
configurations that may plausibly evolve from a common initial
material state over short timescales—in subsequent analyses.

For this construction, we implement GANSs,*® selected for
their effectiveness in generating high-quality images from
limited training data. Our GAN approach constructs a latent
space where the original data instances follow a multivariate
normal distribution A/(0,1), enabling systematic sampling of
the material state space. The adversarial training process
involves a generator network that produces realistic material
images, whereas a discriminator network learns to distinguish
between generated and real experimental images, progressively
improving generation quality. Compared with alternative
approaches, GANs offer a practical trade-off between fidelity
and efficiency. In contrast, the variational sampling principle in
VAEs imposes an additional constraint by enforcing recon-
structions through a latent distribution, which tends to blur
fine-scale features and restricts analysis of delicate structural or
compositional details, particularly at the nano- or microscale.
Diffusion models* require extensive computational resources
and large datasets, making them less practical in this context.

The GAN consists of two competing neural networks:
a generator G and a discriminator D, trained on a dataset D of
experimental material images, as shown in Fig. 2a. Both
networks use convolutional layers to capture the spatial features
present in the material data. The generator G: Z — X maps
a latent vector ze R? from a d-dimensional latent space Z to
a synthetic image x in image space X, simulating a possible
material configuration. The discriminator D: X—R assigns
higher scores to real images and lower scores to generated ones.

To train the model, we employ the Wasserstein loss function,*®
which provides a stochastic objective for comparing real and
generated distributions:

minmax£(D, G) = Ev.,[D(x)] - E..r,[DGE)], (1)

where Pp and Pz are distributions of observed images x in
dataset D over image space X and the prior distribution of latent
vector z over the latent space Z, respectively. Accordingly, x ~ Pp
denotes a material image sampled from the dataset D and
z ~ Py are latent vectors sampled from the multivariate normal
distribution A (0,I) over the latent space Z.

In material dynamics modeling, the generator is trained to
produce images that simulate physically plausible dynamically
evolving material states, such as those induced by diffusion,
deformation, or sulfidation. These synthetic images represent
hypothetical progressions along dynamic trajectories, capturing
variations that may be absent from experimental observations.
The discriminator acts as a critic, emphasizing realistic image
features and enabling the model to internalize key structural
and compositional characteristics of material evolution.

To improve training stability and image fidelity, we imple-
ment a gradient penalty®® along with a progressive growing
strategy,®® which begins with low-resolution images and
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incrementally increases resolution. This multi-scale approach
facilitates the learning of both coarse and fine features essential
for capturing hierarchical material structures. The configura-
tion of model architecture and training schedule across mate-
rial systems follows the logic of progressive growing: training
begins at low resolution to stabilize global structures, and layers
with gradually reduced filter counts are added as resolution
increases to capture finer details. Accordingly, higher-
resolution datasets require deeper networks and finer resolu-
tion schedules, while batch sizes are scaled down to maintain
stability, with stricter reductions for volumetric data due to
cubic scaling (see Tables S1 and S2). All available experimental
data were used for training without partitioning into separate
sets, as the objective was not to predict unseen outcomes but to
model the full distribution of material states. Model quality was
assessed by validating that generated samples reflect the
statistical and physical properties of the training data.

2.2. Monte Carlo simulation for material dynamic analysis

In materials science, a material state refers to a specific
configuration of atoms, molecules, or microstructures at a given
moment. While experimental imaging captures discrete snap-
shots of these states, it cannot fully resolve the continuous
transitions between them. Therefore, we employ MC simulation
to examine plausible transformations and material evolution
over time.

Our MC approach, illustrated in Fig. 2b, models short-range
transformations within the GAN-generated latent space. We
adopt a first-order Markov assumption where transformations
depend primarily on the current state. This assumption enables
us to focus on local changes rather than reconstructing full
dynamic trajectories, which require densely sampled, high-
resolution data rarely obtainable without specialized instru-
mentation. By constraining transitions to experimentally plau-
sible magnitudes, we ensure physical relevance while enabling
probabilistic analysis of material dynamics without the need to
model long-range sequences.

We sample M latent vectors z; from the normal distribution
N(0,1) over the latent space Z and input them into the gener-
ator G to produce material state images X; = G(z;). For each
sampled state as a reference, we generate N images of multiple
transitioned states by perturbing its latent vector with
a stochastic deviation ¢; (where j = 1, ..., N), as follows:

X = Glziy) = Gz + ¢)), (2)

where each component of ¢; is drawn from a uniform distribu-
tion U|_,,. We determine vy by correlating the maximum
observed micro-structural displacement over time intervals with
the average latent space distances between adjacent time-step
reconstructions. The uniform distribution ensures equal
sampling probability within a controlled radius around each
reference state, providing comprehensive coverage of local
transformations.

Latent perturbations can be interpreted as surrogates for
stochastic fluctuations in material states under thermal,
chemical, or mechanical influences. Although the latent space

© 2025 The Author(s). Published by the Royal Society of Chemistry
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is not explicitly linked to thermodynamic or kinetic parameters,
its geometry reflects structural similarity, enabling the inter-
pretation of small perturbations as physically feasible local
transformations. Therefore, y serves as a proxy for the expected
magnitude of change under short-time dynamics or environ-
mental variations. To select vy, we compare generated trans-
formations to the structural differences observed between
experimentally yielded states sampled at the highest available
temporal resolution, ensuring that perturbations represent
short-range, physically plausible transitions.

The sampled states X;;, representing transitions associated
with the reference state x;, are grouped into a set denoted as
a material variation V; This set represents possible trans-
formations associated with X; over short timescales, expressed as:

Vi={X; Xi1, Xigs s Xin}- 3)

Each material variation V; is then characterized by the
statistical distribution of reference state x; and its N trans-
itioned states X;; reflecting patterns in the transformations
occurring within V;. For each case study, we design features that
represent characteristic variations across the sampled state
images, guided by domain knowledge of the associated physical
processes. These features serve as representations of each
material variation V.

Subsequently, we apply unsupervised clustering techniques
to the space of material variation descriptors to identify repre-
sentative transformation behaviors across the dataset. This
approach enables systematic grouping of variations based on
both discrete and continuous transformation patterns, offering
insight into dominant dynamic modes. Notably, we do not
impose directionality on these transitions. Given that the
transformations are derived from differences between gener-
ated image samples in the GAN latent space, they are not con-
strained to a fixed direction of change. Instead, each pair of
states can be interpreted as either a forward or backward tran-
sition, reflecting the symmetric nature of local variations in this
representation. This general formulation is suitable for cases
where transition order is uncertain or experimentally unre-
solved while still preserving local physical plausibility.

3. Results and discussion
3.1. Experimental settings

We evaluate the effectiveness of our proposed GAN-based
framework for analyzing material dynamics through a series

View Article Online
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of carefully structured experiments. These experiments
emphasize both quantitative validation against experimental
measurements and the extraction of novel insights beyond
those obtainable through conventional analytical methods.
Building on our previous studies,"'>** we assessed the frame-
work's performance using three primary criteria:

1. Image fidelity: evaluating whether the generated images of
material states accurately reflect physically plausible configu-
rations that align with real experimental observations.

2. Latent space smoothness: verifying that small perturba-
tions in latent vectors produce gradual and coherent changes in
generated images. This criterion assesses the model's capacity
to reflect smooth physical transformations, such as defect
movements or boundary migrations.

3. Insight consistency with prior studies: comparing the
physical insights obtained from our generative analysis with
those from established conventional approaches, emphasizing
consistency rather than superiority.

To comprehensively evaluate these criteria, we selected three
distinct yet progressively challenging case studies (Table 1),
each designed to systematically increase the complexity of both
the imaging data and the underlying physical mechanisms. The
first case study served as a controlled, proof-of-concept scenario
using two-dimensional (2D) phase images obtained through
coherent X-ray diffraction imaging (CXDI) of a Ta test chart.*®
These images captured simple, precisely controlled trans-
lational and rotational motions without internal structural
changes, forming a baseline for validating the fundamental
capabilities of the generative model.

Building on this foundational scenario, the second case
study also employed CXDI to reconstruct phase images
capturing the diffusion of gold nanoparticles (NPs) in a poly-
vinyl alcohol (PVA) solution."” In this study, the dataset featured
stochastic and complex NP motions, testing the framework's
ability to model and interpret realistic diffusive processes.

The third case study further increased complexity by exam-
ining 3D volumetric images obtained using X-ray absorption
fine structure computed tomography (XAFS-CT)." These 3D
images comprise three separate channels corresponding to Cu
valence states (Cu’, Cu'’, Cu®"), offering insights into the
chemical degradation (aging) processes within brass-rubber
composites over time.

The model architecture is adapted for each case, with the
number of convolutional layers and filter sizes tailored to the
specific characteristics of each dataset. In the 2D cases (Ta test
chart and NP diffusion), we employed 2D convolutional GANs.

Table 1 Summary of experimental datasets used for generative model training and material dynamics analysis. The datasets represent diverse
material systems imaged using advanced synchrotron-based techniques (CXDI: Coherent X-ray Diffraction Imaging; XAFS-CT: Hard X-ray

Absorption Fine Structure Computed Tomography)

Datasets No. images (no. channels) Image size Pixel resolution Imaging techniques
Ta test chart® 10530 (1) 178 x 178 pixels 20.72 nm per pixel CXDI

NP diffusion®? 2000 (1) 142 x 142 pixels 40.58 nm per pixel CXDI

Aging brass clumps’ 4956 (3) 32 x 32 x 32 voxels 0.65 um per voxel XAFS-CT

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Conversely, for the 3D XAFS-CT case, we used a 3D convolu-
tional GAN to better capture volumetric features. All models
were trained on an NVIDIA A100 graphics processing unit (GPU)
with 80 GB of memory. A complete description of the training
configuration, including stage-wise growth schedules tailored
for specific datasets, is provided in Section S1.

Throughout this study, we define a material variation as the
set of synthetic material states generated by perturbing the
latent vector of a single reference configuration. Thus, each
variation represents an ensemble of physically admissible,
short-range transitions accessible from that configuration and
constitutes the fundamental unit of our analysis. For clarity, we
adopt context-specific labels—NP variations for diffusion-driven
displacements of NPs and clump variations for sulfidation-
induced morphological changes in brass particles—while
maintaining a unified underlying concept. In all cases, a mate-
rial variation functions as a structured surrogate for local
material dynamics, capturing the spectrum of plausible short-
range evolution.

3.2. Proof-of-concept case study of Ta test chart translation

Before applying our framework to complex material systems, we
first validate a key assumption that the learned latent space
encodes both static material states and meaningful trans-
formation dynamics. To test this hypothesis, we conduct
a controlled experiment using a rigid-body system—a Ta test
chart subjected to prescribed translation and rotation. This case
study offers a ground-truth scenario involving only rigid-body
motion without internal deformation. Therefore, any devia-
tions or deformations in the generated images must reflect
limitations in the model's learned representation rather than
unobserved material behavior.

The dataset is acquired using CXDI to capture the horizontal
translation of a Ta test chart moving at 340 nm s~ ' under
triangular aperture illumination.*® The raw dataset consists of
1755 phase-reconstructed frames, each representing a 7 ms
time window of the Ta test chart's continuous motion. To
enhance the statistical robustness of our generative model
while maintaining physical realism, we augment the dataset
through controlled in-plane rotations. Specifically, each original
frame is supplemented with five additional images generated by
applying random rotations within the range of [—30°, 30°],
expanding the total dataset to 10 530 images. For visualization,
images were center-cropped to highlight the most coherent
region unaffected by peripheral artifacts, as shown in Fig. 3a.
However, for model training, full image frames—including
boundary artifacts—were retained to maximize the perceivable
structural information. The GAN was trained on this dataset to
capture the statistical distribution of physically plausible
material states and their potential transformations (see Section
S1.1 for details).

To evaluate whether the latent space encodes smooth,
plausible transitions, we conduct an MC sampling step using
the trained GAN. A latent vector z was sampled from the stan-
dard multivariate Gaussian prior and perturbed by additive
noise drawn from a uniform distribution 4| (see more
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details in Section S3.1). While this range may seem large relative
to the unit-variance prior, it corresponds to moderate deviations
in high-dimensional latent spaces owing to their geometric
properties (see Section S2). This process yields a local variation
set V,, consisting of images that represent material states that
can transform between each other. Although these generated
images are not temporally ordered, they collectively reflect
plausible short-range transitions in the configuration space.

Fig. 3b and c show two representative image sequences,
compiled post hoc from variations generated in V,. These
sequences are presented to illustrate that latent-space sampling
captures the inherent mechanisms underlying the observed
rigid-body dynamics: one representative sequence highlights
horizontal translation and the other in-plane rotation. To
construct these illustrative sequences, we selected subsets of
generated images and sorted them according to quantitatively
evaluated transformation magnitudes, such as translation
offsets or rotation angles, computed via a template-matching
procedure applied to locally perturbed latent samples (see
Section S3.2 for details). Fig. 3b illustrates smooth translational
motion along the x-axis, whereas Fig. 3c captures rotational
steps of approximately 1-2 degrees. Full sequences are provided
in Videos S1 and S2. Compared with the original experiment,
the generated translation appears slightly slower, yet the spatial
coherence across frames supports the interpretation that the
latent space encodes physically meaningful, continuous varia-
tions. Intersection-over-union (IOU) distributions between
consecutive generated frames and those in the experimental
sequence are shown in Fig. 4a. The higher IOU values in the
synthetic data suggest that the sampled transitions correspond
to smaller structural changes than those observed experimen-
tally, which is consistent with short-range interpolations.

To quantitatively verify the plausibility of the sampled tran-
sitions, we analyze their consistency with ground-truth rigid-
body dynamics. Given that the transformation in this case
study involves only rigid-body motion, which implies that the Ta
test chart moves without internal deformation, any geometric
inconsistencies in the generated images must originate from
limitations in the model's latent representation. To detect such
deviations, we track two structural features—slit-like probe
lines labeled d; and d,—across all images in the sampled vari-
ation set V,, originating from a reference image I, as shown in
Fig. 4b. We apply template-matching-based tracking** to
robustly localize and quantify the dimensions of these features
throughout the variation set (more details of the process is
shown in Section S3.2). As shown in Fig. 4b, the generated
images consistently preserve the contrast between transmitted
and absorbed regions, enabling clear delineation of the slits.
Notably, the measured slit widths in the generated images are
d; =309 £ 11 nm and d, = 340 &+ 12 nm, closely aligning with
the reference widths in I, and comparable to those in the
observed dataset: d; = 311 + 13 nm and d, = 324 + 11 nm. The
resulting deviations (26-39 nm) fall within approximately two
pixels (1 pixel = 20.72 nm), indicating that the generative
model preserves key structural features and does not introduce
significant deformations during localized transformations.

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00277j

Open Access Article. Published on 20 October 2025. Downloaded on 10/25/2025 8:55:24 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

[{ec

Paper

Observations

Simulated Translation Augmentation

Simulated Rotation

View Article Online

Digital Discovery

Phase (rad) o5

Fig. 3 Sampled phase images depicting rigid-body motion progression of a Ta test chart. (a) Experimental phase images documenting
controlled translation and rotation of the Ta test chart. Upper row: Sequential phase images capturing horizontal translation at frames 1st, 400th,
800th, 1200th, and 1600th. Lower row: Corresponding augmented images with applied in-plane rotations, where annotations indicate rotation
angles relative to the original experimental frames. (b and c) Representative sequences of GAN-generated images illustrating smooth
progressions of translational motion (b) and rotational motion (c) extracted from MC sampling in GAN's latent space. Annotations indicate
cumulative displacement distances or rotation angles relative to the initial frame in each sequence, demonstrating the model's ability to generate

physically coherent transformation pathways.

Overall, these results support the core hypothesis of our
framework—that localized traversal in the GAN latent space,
even without explicit temporal supervision, can expose trans-
formation patterns consistent with physical dynamics.

3.3. Investigating dynamics of nano-particles diffusing in
aqueous media

Having validated our framework using controlled trans-
formations in the Ta test chart experiment, we subsequently
applied it to a more complex, stochastic system: gold NP
diffusing in an aqueous PVA solution. This case study assesses
the framework's capacity to capture random, thermally driven
particle motion, providing insights into diffusion mechanisms
and NP-solution interactions. Unlike the deterministic rigid-
body motion of the previous study (Section 3.2), the NP-PVA
system exhibits stochastic dynamics governed by Brownian

© 2025 The Author(s). Published by the Royal Society of Chemistry

motion, introducing significant variability across spatial and
temporal scales.

The experimental dataset comprises 2000 sequentially
captured, phase-reconstructed images from 2D CXDI, recording
real-time NP movement in the PVA solution.'> Each image has
a resolution of 142 x 142 pixels, with a spatial resolution of
approximately 40.58 nm per pixel. These images represent
snapshots of NP arrangements evolving under thermal agita-
tion, providing an ideal dataset to evaluate the generative
model's ability to represent and interpolate diffusive dynamics.

3.3.1. Evaluating fidelity of sampling transitions. We
trained a GAN model on this dataset to learn the statistical
distribution of plausible NP configurations and their local
variations. Detailed model architecture and training procedures
are provided in Section S1.4. Fig. 5a (left column) shows
representative experimental frames sampled from the 600th,
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900th, and 1200th time steps. Corresponding synthetic images,
selected from 1000 GAN-generated samples, are shown in
Fig. 5a (right column). These samples were generated by
decoding latent vectors randomly drawn from a standard
normal distribution. The generated samples visually resemble
their experimental counterparts, preserving the number, size,
and spatial coordination of NPs. This resemblance suggests that
the trained model effectively captures both structural fidelity
and variation patterns characteristic of the diffusive process. To
ensure consistent analysis, we used a validated image-
processing method" to extract the positions and morphol-
ogies of individual NPs over time (see Section S1.2). A compar-
ison of the NP area distributions from observed and generated
images (Fig. 5b) yielded a low Wasserstein distance of 0.068,
indicating close statistical agreement and supporting the
physical plausibility of the generated configurations.

Beyond assessing the fidelity of generated images, we also
evaluate the smoothness of the GAN's latent space. Specifically,
we assess whether small perturbations in latent vectors lead to
gradual and coherent changes in generated images. This crite-
rion reflects the model's capacity to represent plausible short-
range NP movements. To examine this hypothesis, we
generate 100 perturbed variants around each of 1000 latent
vectors sampled from a standard normal distribution. Pertur-
bations are then applied by adding noise drawn from a uniform

distribution U|_,,), with the y varied from 0.25 to 2.0 in

[_—] Observed [_] Generated

)
S &
L1

density (x 10
o o
P

I I I | I
600 800 1000 1200 1400

Particle area (pixel)

I
400

I
200

difference

300—

200 —

difference (pixel)

0.15

0.05
Sampling margin per dimension

0.10

Fig. 5 Evaluation of fidelity for generated NP configurations and diffusion dynamics. (a) Observed and generated phase images as snapshots
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training GAN models) and GAN-generated phase images to represent
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increments of 0.25. This approach enables the analysis of how
latent space distance influences structural variations in the
generated images. To quantify how these perturbations affect
image structure, we measure two metrics between reference and
perturbed images: (1) image entropy difference, and (2) particle
area difference. Image entropy®® measures the statistical
complexity of grayscale distributions and reflects structural
richness in the image. Notably, higher entropy indicates more
complex or varied patterns.

Interpreting distances in high-dimensional latent spaces is
challenging because absolute distances often lose meaning due
to the curse of dimensionality.***” To address this, we measure
the average Euclidean distance between each reference latent
vector and its perturbed samples and normalize this average by
the number of latent dimensions (see details provided in
Section S2). This normalization yields an intuitive measure of
locality within the latent space. Consequently, perturbation
margins of y = 0.25 and y = 2 correspond to average per-
dimension changes of approximately 0.025 and 0.20,
respectively.

As shown in Fig. 5c, both metrics increase smoothly with
larger v, indicating that the latent space encodes a gradient of
structural variation. At lower margins (e.g., v = 0.25), generated
variations show minimal differences from their reference
images. Conversely, at higher margins, substantial differences
in image entropy and particle area emerge, reflecting broader
configurational changes in NP arrangements. Notably,
a sampling margin of ¥y = 1 (equivalent to a per-dimension
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sampling margin of approximately 0.1) yields differences in
entropy and particle area closely matching those observed
between consecutive experimental frames. At this level, the
entropy difference corresponds to the upper bound observed
between consecutive experimental frames (0.26), and particle
area differences remain below 200 pixels. This observation
aligns with NP depletion rates of approximately 10 particles per
second,” indicating that latent vectors sampled within this
margin produce configurations reflecting the natural stochastic
motion of NPs over a timescale of about one second. Therefore,
in subsequent simulations of dynamic behavior, we adopt y =1
to generate physically plausible transitions.

3.3.2. Extraction of dynamic behaviors of NP diffusion.
Based on the proximity analysis of GAN's latent space, we
conduct MC sampling with a sampling margin y = 1 to generate
variations. Starting from 200 reference states, we generate per-
turbed samples around each one, yielding 500 sampled images.
We then retain only those with an entropy difference =0.2,
a threshold corresponding to the upper bound 0.26 of the
experimentally observed transition between consecutive phase
images (see more details in Section S4.1). The retained samples
are then pixel-wise averaged to produce images summarizing
local NP diffusion over intervals of approximately 1 s. Each of
these averaged images encodes the diffusion traces of multiple
NPs, including multiple NP variations associated with the same
reference state. From each image, we extract individual NP
variations—each representing the diffusion trace of a single
NP—characterizing them using two descriptors: anisotropy and
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Fig. 6 Analysis of NP diffusion modes in PVA solution. (a) Schematic showing how motion descriptors (anisotropy and tortuosity) are extracted
from a single NP variation. (b) Distribution of diffusion areas measured from sampled NP variations, with mean value indicated by red line. (c)
Hierarchical clustering dendrogram revealing three distinct diffusion modes. (d) Box plots showing anisotropy and tortuosity distributions for

each identified mode, with outliers shown as gray dots.
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tortuosity, as illustrated in Fig. 6a (see more details of this
process in Section S4.2). Anisotropy quantifies the directional
preference of each diffusing motion, while tortuosity captures
the degree of path irregularity.>***’ Notably, these descriptors
are widely used in both biological and materials diffusion
studies for distinguishing transport modes across heteroge-
neous media. Fig. 6b shows the distribution of diffusion areas
derived from the extracted NP diffusion traces. The mean
sampled diffusion area over approximately 1 s intervals is 7712
+ 2862 nm?, which closely aligns with the diffusion rate of 7550
+ 850 nm? per second, measured by X-ray Photon Correlation
Spectroscopy (XPCS) in a previous study.*

To quantitatively compare these NP variations, we construct
a distance matrix using a metric scaled to account for the range
and distribution of the descriptors (see Section S4.3 for details).
We then apply hierarchical agglomerative clustering (HAC)
using the average linkage method*®** to identify structurally
coherent groups based on geometric separation in descriptor
space. This approach enables the classification of distinct
diffusion modes by grouping trajectories with similar path
characteristics. As shown in the dendrogram in Fig. 6c, three
primary clusters emerge, suggesting distinct classes of NP
motion within the PVA solution.

Fig. 6d shows the distribution of anisotropy and tortuosity
values across these clusters. The first cluster exhibits di-
rectionally biased diffusion with lower tortuosity, indicating
persistent movement potentially influenced by channel-like
structures or local field gradients within the polymer.** The
second cluster exhibits random, isotropic diffusion character-
ized by high tortuosity and low directional persistence—
features typical of classic Brownian motion and consistent with
unstructured diffusion in homogeneous fluids.** The third
cluster consists of highly confined diffusion characterized by
limited displacement and no dominant direction, suggesting
transient immobilization or trapping—a phenomenon known
to occur in polymer matrices and crowded soft-matter

environments.***

3.4. Investigating dynamics of sulfidation in aging process
of rubber/brass composites

Having demonstrated our framework's effectiveness in
analyzing systems with well-defined or partially understood
dynamics—from rigid-body motion in a Ta test chart to
stochastic diffusion of NPs—we now apply it to a more complex
and less-characterized phenomenon: the sulfidation dynamics
of copper within aging rubber/brass composites. This process is
critical for the durability and performance of steel-cord-
reinforced rubber tires, where brass-coated wires embedded
in a rubber matrix significantly enhance interfacial adhesion.
Despite its industrial importance, the physicochemical mech-
anisms driving Cu sulfidation during aging are not well quan-
tified, with most existing studies offering primarily empirical
descriptions.

To examine these sulfidation dynamics, we analyzed a 3D
imaging dataset acquired using XAFS-CT' at the SPring-8
synchrotron facility.** This advanced imaging technique
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enables precise 3D mapping of elemental compositions and
oxidation states, allowing spatially resolution of metallic Cu,
monovalent Cu,S, and CuS distributions within rubber/brass
composites. The dataset was generated through controlled
aging experiments conducted in a previous study:' approxi-
mately 2000 brass particles (Cu/Zn ratio = 75/25) were
embedded within a rubber matrix, heated at 443 K for 10 min to
form adhesive layers, and subsequently aged under controlled
conditions. The aging process and corresponding XAFS-CT
imaging were repeated over multiple intervals, producing
imaging datasets at aging times of 0, 3, 14, and 28 days, denoted
as Aging-0, Aging-3, Aging-14, and Aging-28, respectively.

From this time-resolved dataset, we systematically tracked
the chemical evolution of individual brass particles throughout
the entire aging period. Initially, 6590 particles were extracted
from the experimental data (details of the data collection
process are shown in Section S1.3). However, to ensure consis-
tent volumetric representation within our generative modeling
framework, we retained only particles whose dimensions fit
entirely within a 32 x 32 x 32 voxel grid (voxel size = 0.65 um
per voxel). Particles exceeding this spatial constraint were
excluded from subsequent modeling. This preprocessing step
resulted in a final dataset comprising 4956 particles, each
tracked across the aging intervals (0, 3, 14, and 28 days).

3.4.1. Evaluating fidelity of sampling transitions. We
trained a GAN to model the statistical distribution of particle
transformations during aging. Complete model and training
details are provided in Section S1.4. Fig. 7a shows the progres-
sive chemical evolution of a representative particle observed
experimentally. Corresponding synthetic images, selected from
1000 GAN-generated samples, are shown in Fig. 7b. These
synthetic images closely align with experimental observations
in particle shape and distribution of Cu valence states (see
a comparison with VAE-generated images in Section S$1.5),
indicating that the GAN effectively captures structural and
chemical changes throughout aging. Quantitatively, intensity
distributions for each Cu state (Cu, Cu,S, and CuS) show
minimal differences between observed and synthetic data
(Wasserstein distances: Cu, 0.010; Cu,S, 0.017; CuS, 0.006),
confirming the physical fidelity of the generated particle states
(Fig. 7¢).

Beyond assessing the fidelity of generated images, we eval-
uated the smoothness of the GAN's latent space, specifically,
whether small perturbations in latent vectors lead to gradual
and coherent changes in generated images. We applied the
same local perturbation protocol described in Section 3.3.1,
generating 100 perturbed variants around each of 1000 latent
vectors previously sampled from the standard normal distri-
bution. Perturbations were applied by adding noise drawn from
a uniform distribution U|_, ,, with the y varied from 0.25 to 2.0
in increments of 0.25. To quantify the deviation of perturbed
samples from their respective references, we measured two
metrics: (1) the complement of the 3D IOU image (IOUjp),
which captures shape-based dissimilarity (see Section S5.1), and
(2) total compositional density difference, which quantifies
voxel-wise changes in elemental distribution. As shown in
Fig. 7d, both metrics gradually increase with increasing v,

© 2025 The Author(s). Published by the Royal Society of Chemistry
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indicating that the latent space encodes a continuous and
interpretable spectrum of compositional transformations.
Notably, a sampling margin of v = 0.5 (equivalent to a per-
dimension sampling margin of approximately 0.05) yields an
I0U;p = 0.7 and total compositional mass deviations under
20%, closely matching observed differences between adjacent
sulfidation stages.* This suggests that latent vectors sampled
within this margin produce brass clumps consistent with
natural aging processes observed within the experimental time
window. Therefore, in subsequent simulations of aging

© 2025 The Author(s). Published by the Royal Society of Chemistry

behavior, we adopt ¥y = 0.5 to generate physically plausible
transitions.

3.4.2. Extraction of dynamic behaviors of sulfidation.
Based on the latent space proximity analysis, we selected
a sampling margin of y = 0.5 (corresponding to an average
distance of 0.05 per dimension) for MC sampling. From 3000
reference latent vectors, 400 perturbed samples were generated
per reference. Accordingly, to enforce physical validity, we
applied two constraints: (1) compositional mass deviation
=20%, and (2) IOU;,, = 0.5 to retain morphological identity.
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Invalid samples, likely representing cross-clump or unrealistic
changes, were discarded (see Section S5.1).

Each sampled set defines a clump variation, representing the
ensemble of admissible transformations around a given refer-
ence clump. From each set, we derived a single data instance in
the form of a descriptor vector summarizing sulfidation-
induced redistribution behaviors. Specifically, we computed
the interquartile range (IQR) of voxel intensities for Cu, Cu,S,
and CusS across all valid samples in the set. Subsequently, we
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calculated the variance of these IQR values as a descriptor of
sulfidation-induced redistribution extent. Thus, each clump
variation was represented by a 3D vector [Var(IQRcy),
Var(IQRcy,s), Var(IQRcys)], capturing compositional responses
within its local transformation space (see Section S5.2). We
applied Multidimensional scaling (MDS) to these descriptors,
generating a 2D embedding space that visualizes the similarity
among clump variations based on their transformation behav-
iors (Fig. 8a). Details of the embedding space construction are
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mapping showing progression of sulfidation modes across aging stages (0—-28 days), with contour lines indicating density distributions. For each
stage, darker points denote variations associated with that stage, while lighter ones indicate variations involved with other stages. (c) Box plots
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of the respective attributes). (d) Representative 3D visualizations of sulfidation progression for each mode, showing transformation from left to
right with increasing sulfidized mass ratio.
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shown in Section S5.3. Notably, the embedded clump variations
self-organized into three distinct groups—denoted as A, B, and
C—each exhibiting characteristic transformation patterns.

To interpret the underlying dynamic behaviors, clump vari-
ations were mapped to experimentally temporal observations
(Fig. 8b). Clump variations in Group A predominantly corre-
sponded to the initial aging stage (Aging-0). Conversely, clump
variations in Group B were primarily observed after 3 to 14 days,
while those in Group C appeared mostly in later stages (14 to 28
days). Previous experimental studies indicate that early aging
(0-14 days) primarily involves sulfidation and conversion of
metallic Cu to monovalent Cu,S. By contrast, the later aging
stage (14-28 days) is characterized by increased formation of
bivalent CuS. This temporal alignment suggests that clump
variations in Groups A and B are primarily associated with the
sulfidation and consumption of Cu to form the monovalent
Cu,S phase, while clump variations in Group C are more closely
associated with the formation of the bivalent CuS phase.

Fig. 8c provides further support for the inferred sulfidation
phases. Clump variations in Group A exhibited high metallic Cu
content, indicating minimal sulfidation, whereas Groups B and
C showed pronounced Cu,S and CuS enrichment, respectively.
Further simulation of transitions within these groups revealed
that clump variations in Groups A and B exhibited distinct
degrees of monovalent sulfidation. Notably, the transformation
amplitude in Group A was significantly lower compared with
Group B. Conversely, Group C exhibited significant bivalent
sulfidation, confirming distinct transformation dynamics at
later stages.

The representative simulation of these clump variations,
shown in Fig. 8d, revealed distinct patterns: Cu,S preferentially
accumulated near clump surfaces during the early and inter-
mediate stages, whereas CuS formation prominently occurred
in interior regions during late stages. These spatial distribu-
tions closely match experimental observations, where early
sulfidation (Cu,S formation) dominates interfacial regions
during initial vulcanization, whereas deeper CuS formation is
associated with progressive mechanical degradation observed
in aging or cracked regions."*"**

4. Discussion

This study introduced a generative framework that infers
material dynamics from sparse experimental observations by
utilizing the latent space of a trained GAN to perform statistical
interpolation of unobserved intermediate states and to classify
transformation modes. Unlike prior approaches that interpo-
late between states or simulate single transitions, our method
samples local ensembles—termed material variations—to
capture the spectrum of plausible short-range transformations.
These ensembles enable statistical analysis of transformation
behaviors without requiring time-resolved data. This study's
core novelty lies in shifting from deterministic path prediction
to distributional analysis of latent-space perturbations. Each
variation functions as a surrogate for stochastic dynamics,
allowing the extraction of interpretable descriptors—such as

anisotropy, tortuosity, and compositional variance—and

© 2025 The Author(s). Published by the Royal Society of Chemistry
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uncovering hidden transformation modes. Notably, our results
validate the central hypothesis that physically plausible trans-
formations generated through latent space exploration
demonstrate the generative models' ability to capture essential
aspects of the dynamical processes underlying the training
images. Across three distinct case studies, these variations
revealed mechanistic behaviors consistent with experimental
observations, despite the absence of explicit physical
constraints or temporal supervision. This outcome highlights
the emergent structure of the latent space, where small
perturbations yield coherent and physically plausible trans-
formations. Consequently, the framework connects deep
generative modeling with physical reasoning, enabling data-
driven discovery despite limited observational coverage.
Despite its effectiveness, the framework presents two main
limitations. First, like any data-driven model, the proposed
framework depends on the coverage and diversity of the
training data; rare or under-sampled transformation patterns
may not be reliably inferred. Second, the approach models
transitions as isolated, memoryless perturbations, following
a first-order Markovian assumption. Although this simplifica-
tion facilitates analysis, it restricts the ability to capture
trajectory-dependent behaviors such as hysteresis, irrevers-
ibility, or long-range causality. Addressing these limitations
motivates future directions toward trajectory-level modeling.
Incorporating temporal priors through latent ordinary differ-
ential equations (ODEs), time-conditioned generative models,
or reinforcement learning-based latent navigation could enable
the generation of physically consistent transformation
sequences. Such advances would transition the framework from
sampling local alternatives to simulating complete dynamic
pathways governed by kinetic or thermodynamic constraints.
Nonetheless, even without explicit temporal structure, the
current formulation provides insights into short-range trans-
formation mechanisms. It also supports interpretable, proba-
bilistic reasoning under sparse observational conditions,
reveals emergent structural variation, and facilitates compara-
tive analysis across heterogeneous datasets. Accordingly, the
framework functions both as an independent tool for latent
dynamics interpretation and as a foundational step toward
generative simulation of material evolution. As machine
learning continues to advance materials discovery, our study
offers a principled and extensible approach to unveiling hidden
dynamics from high-dimensional experimental observations.
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