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Numerous Workflow Management Systems (WfMS) have been developed in the field of computational

materials science with different workflow formats, hindering interoperability and reproducibility of

workflows in the field. To address this challenge, we introduce here the Python Workflow Definition

(PWD) as a workflow exchange format to share workflows between Python-based WfMS, currently AiiDA,

jobflow, and pyiron. This development is motivated by the similarity of these three Python-based WfMS,

that represent the different workflow steps and data transferred between them as nodes and edges in

a graph. With the PWD, we aim at fostering the interoperability and reproducibility between the different

WfMS in the context of Findable, Accessible, Interoperable, Reusable (FAIR) workflows. To separate the

scientific from the technical complexity, the PWD consists of three components: (1) a conda

environment that specifies the software dependencies, (2) a Python module that contains the Python

functions represented as nodes in the workflow graph, and (3) a workflow graph stored in the JavaScript

Object Notation (JSON). The first version of the PWD supports Directed Acyclic Graph (DAG)-based

workflows. Thus, any DAG-based workflow defined in one of the three WfMS can be exported to the

PWD and afterwards imported from the PWD to one of the other WfMS. After the import, the input

parameters of the workflow can be adjusted and computing resources can be assigned to the workflow,

before it is executed with the selected WfMS. This import from and export to the PWD is enabled by the

PWD Python library that implements the PWD in AiiDA, jobflow, and pyiron.
1 Introduction

Due to their intrinsic hierarchical nature, material properties
depend on the coupling of various domains, among others,
materials chemistry, defect engineering, microstructure physics,
and mechanical engineering. This oen requires multiscale
simulation approaches to adequately model materials with
different communities representing the different scales. Conse-
quently, the goal of multiscale simulations inmaterials science is
to bridge the gap between the macroscale relevant for applying
these materials and the quantum mechanical ab initio approach
of a universal parameter-free description of materials at the
atomic scale. One of these multiscale simulation approaches that
has recently gained popularity is coupling the electronic-
structure scale and atomic scale by training machine-learned
interatomic potentials (MLIP).1 Such a training of a MLIP
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rüfung, 12205 Berlin, Germany

ena, Germany
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the Royal Society of Chemistry
typically consists of the generation of a reference dataset of
electronic structure simulations, the tting of the MLIP with
a specialized tting code, typically written in Python based on
machine learning frameworks like pytorch and tensorow, and
the validation of the MLIP with atomistic simulations, oen with
widespread soware such as the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS)2 or the atomic simula-
tion environment (ASE),3 both of which also provide Python
interfaces. Consequently, it requires expertise in electronic
structure simulations, in tting the MLIP, as well as in inter-
atomic potential simulation, with the corresponding simulation
and tting codes being developed by different communities.4,5

The resulting challenge of managing simulation codes from
different communities in a combined study of hundreds or
thousands of simulations has led to the development of
a number of Workow Management Systems (WfMS). Similarly,
high-throughput screening studies, which also couple large
numbers of simulations executed with simulation codes at
different scales, with different computational costs, and devel-
oped from different communities, benet from WfMS.

In this context, a scientic workow is commonly dened as
the reproducible protocol of a series of process steps, including
the transfer of information between them.6,7 This can be
Digital Discovery, 2025, 4, 3149–3161 | 3149
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Fig. 1 The Python Workflow Definition (PWD) consists of three
components: a conda environment, a Python module, and a JSON
workflow representation. The three Workflow Management Systems
AiiDA, jobflow, and pyiron all support both importing and exporting to
and from the PWD.
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visualized as a graph with the nodes referencing the computa-
tional tools and the edges the information transferred between
those nodes. Correspondingly, a WfMS is a soware tool to
orchestrate the construction, management, and execution of the
workow.8 The advantages of using a WfMS are: (1) Automized
execution of the workow nodes on high-performance
computing (HPC) clusters; (2) improved reproducibility, docu-
mentation, and distribution of workows based on a standard-
ized format; (3) user-friendly interface for creating, editing, and
executing workows; (4) interoperability of scientic soware
codes; (5) orchestration of high-throughput studies with a large
number of individual calculations; (6) out-of-process caching of
the data transferred via the edges of the workow and storage of
the nal results; (7) interfaces to community databases for
accessing and publishing data.7 As a consequence, using a WfMS
abstracts the technical complexity, and the workow centers
around the scientic complexity.

In contrast to WfMS in other communities like BioPipe,9

which denes workows in the Extensible Markup Language
(XML), or SnakeMake,10 NextFlow11 and Common Workow
Language (CWL),12 which introduce their own workow
languages, many WfMS in the computational materials science
community use Python as the workow language.13–24 Using
a programming language to dene workows has the benet
that ow control elements, like loops and conditionals, are
readily available as basic features of the language, which is not
the case for static languages. This is a limitation of static
languages, such as XML (more on this in Sec. 1 and the SI).
Furthermore, the choice of Python in the eld of computational
materials science has three additional advantages: (1) the
Python programming language is easy to learn as its syntax is
characterized by very few rules and special cases, resulting in
better readability compared to most workow languages and
a large number of users in the scientic community, (2) the
improved computational efficiency of transferring large
amounts of small data objects between the different workow
steps in-memory, compared to le-based input and output (IO),
and (3) a large number of scientic libraries for the Python
programming language, including many for machine learning,
materials science and related domain sciences.

The increasing number of WfMS being developed in the
computational materials science community and beyond led to
the development of benchmarks implementing the same
workow in different WfMS25 and the extension of the FAIR
(Findable, Accessible, Interoperable, and Reusable) principles
to FAIR workows.8 However, the interoperability between
different WfMS remains challenging, even within the subgroup
of WfMS that use Python as the workow language. For this
specic case, three levels of interoperability can be identied:
(1) the same scientic Python functions are shared between
multiple WfMS, e.g., parsers for the input and output les of
a given simulation code, (2) the Python functions representing
the nodes and the corresponding edges are shared as
a template, so that the same workow can be executed with
multiple WfMS and (3) the workow template, including the
intermediate results of the workow, e.g., the inputs and
outputs of each node, is shared.
3150 | Digital Discovery, 2025, 4, 3149–3161
In the following, the Python Workow Denition (PWD) for
Directed Acyclic Graphs (DAG) and the corresponding Python
interface26 are introduced. They implement the second level of
interoperability for the following three WfMS: AiiDA,13,14,27 job-
ow,16 and pyiron.20 The interoperability of the PWD is demon-
strated in three examples: (1) The coupling of Python functions, (2)
the calculation of an energy-versus-volume curve with the
Quantum ESPRESSO Density Functional Theory (DFT) simulation
code28,29 and (3) the benchmark le-based workow for a nite
element simulation introduced in ref. 25. These three examples
highlight the application of the PWD to pure Python workows,
le-based workows based on calling external executables with le
transfer between them, andmixedworkows that combine Python
functions and external executables. Different users have different
preferences for their choice of WfMS and the PWD is not intended
to replace any of them, instead it is an interoperability format to
allow users of different WfMS to exchange their workows.
2 Python workflow definition

Following the goal of separating technical complexity from
scientic complexity, our suggestion for a PWD consists of three
parts: (1) The soware dependencies of the workow are speci-
ed in a conda environment le, so all dependencies can be
installed using the conda package manager, which is commonly
used in the scientic community.30 (2) Additional Python func-
tions, which represent the nodes in the workow graph, are
provided in a separate Python module. (3) Finally, the workow
graph with nodes and edges is stored in the JavaScript Object
Notation (JSON) with the nomenclature inspired by the Eclipse
Layout Kernel (ELK) JSON format.31 This is illustrated in Fig. 1,
together with the threeWfMS currently supporting the PWD. If all
the involved scientic functionalities are already available within
preexisting conda packages, the Python module (part 2) is not
required. Still, while an increasing number of open-source
simulation codes and utilities for atomistic simulations are
available on conda for different scientic domains,30 in most
cases, additional Python functions are required. These functions
are typically stored in the Python module.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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As a rst simple example workow, the addition of the product
and quotient of two numbers, c = a/b + a$b, and subsequent
squaring of their sum is represented in the PWD. To illustrate the
coupling of multiple Python functions, this computation is split
into three Python functions, a function to
compute the product and quotient of two numbers, a
function for the summation, and a function to
raise the number to the power of two:

It is important to note here, that the Python functions are
dened independently of a specic WfMS, so they can be reused
with anyWfMS or even without. Furthermore, the Python functions
highlight different levels of complexity supported by the PWD: The

function returns a dictionary with two
output variables, with the keys and referencing the
product and quotient of the two input parameters. Instead, the
summation function takes two input variables and
returns only a single output, which is then fed into the

function that returns the nal result. In addition,
the function uses default parameter values
and type hints, which are optional features of the Python
programming language supported by the PWD to improve the
interoperability of the workow. While the computation of the
product and quotient of two numbers could be done in two separate
functions, the purpose here is to demonstrate the implementation
of a function with more than one return value. Another example of
such a function could be a matrix diagonalization function that
returns the eigenvalues and eigenvectors. The supplementary
information provides a more in-depth discussion of how function
returns are resolved to an unambiguous mapping in the graph.

As a demonstration, the Python functions
, and are stored

in a Python module named . In addition, as these
functions have no dependencies other than the Python stan-
dard library, the conda environment, , is
sufficiently dened by specifying the Python version:

The conda-forge community channel is selected as the
package source as it is freely available and provides a large
number of soware packages for materials science and related
disciplines.30 For other examples, e.g., the calculation of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
energy-versus-volume curve with Quantum ESPRESSO (see
below), the conda environment would contain the soware
dependencies of the workow, including the simulation code
and additional utilities like parsers. It is important to note that
the combination of the Python module and the conda envi-
ronment already addresses the requirements for the rst level of
interoperability dened above. As the scientic Python func-
tions are dened independently of any workow environment,
they can be used with any WfMS that supports Python functions
as nodes. Furthermore, conda environments can be converted
to containers, such as docker32 and PyPI packages can be con-
verted to conda packages,33 highlighting the interoperability
advantage of using conda packages.

The limitation of the rst level of interoperability is the loss of
connection of the individual functions, that is, which output of
one function is reused as input of another function. In terms of
the workow as a graph with the Python functions representing
the nodes of the graph, these connections are the edges between
the nodes. To dene the workow, we wrap the individual
function calls in another function to which we can then pass our
input values and from which we retrieve our output value:

We pass the inputs and to our
function, in which the computation of the product and quotient
with the is executed rst. This is then
followed by a summation of the two results with the
function, which returns a single output value that is then fed
into the function. The corresponding graph is
visualized in Fig. 2.

In the next step, the resulting graph is serialized to an
internal JSON representation with the nomenclature and overall
structure inspired by the ELK JSON format,31 for sharing the
workow between different WfMS. While human-readable, the
JSON format is not intended for direct user interaction, i.e.
generating or modifying the JSON with a text editor; rather, it is
primarily focused on enabling interoperability of WfMS and
long-term storage. For the construction of a workow, we rec-
ommended using one of the existing WfMS and aerwards
exporting the workow to the PWD. The resulting PWD JSON for
the arithmetic workow is:

On the rst level, the PWD JSON format denes the workow
metadata given by the version number, nodes and edges:

� The version number (of the PWD JSON format) is given by
three non-negative integers combined in a string, to enable
semantic versioning. Minor changes and patches which do not
affect the backwards compatibility are indicated by increasing
the second and third numbers, respectively. In contrast, an
Digital Discovery, 2025, 4, 3149–3161 | 3151
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Fig. 2 The arithmetic workflow computes the sum of the product and
quotient of two numbers. The red nodes of the workflow graph denote
inputs, the orange the outputs, and the blue nodes the Python func-
tions for the computations. The labels of the edges denote the data
transferred between the nodes.

3152 | Digital Discovery, 2025, 4, 3149–3161
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increase in the rst number indicates changes that are no
longer backwards compatible.

� The nodes section is (in this example) a list of six items: The
three Python functions dened in the Python
module, the two input parameters for the workow, in this case

and , and the output data node. Each node is
dened as a dictionary consisting of an , a , and
a . In case of the and data nodes, the

is an identier that denotes how the inputs and outputs
are exposed by the overall workow. Moreover, for data
nodes, the is an optional default value (if provided during
workow construction). On the other hand, for
nodes, the entry contains the module and function
name. The usage of the dictionary format allows future extensions
by adding additional keys to the dictionary for each node.

� In analogy to the nodes, also the edges are stored as a list of
dictionaries. Therst two edges connect the input parameters with
the function. Each edge is dened based on
the source node , the source port , the
target node and the target port . As the
input data nodes do not have associated ports, their source ports
are null. In contrast, the target ports are the input parameters
and of the function. The PWD JSON
representation also contains two edges that connect the two
outputs from the function to the inputs of
the function. In analogy to the target port, the source
port species the output dictionary key to select from the output. If
no source port is available (typically because a function does not
return a dictionary containing keys that can serve as source ports),
then the source port is set to and, in that case, the entire
return value of the function (possibly, also a tuple, list, dictionary
or any other Python data type) is transferred to the target node.
This is the case for the h edge that maps the return value of the

function to the input of the func-
tion. Finally, its result is exposed as the global output of
the workow, the last edge in the graph. As the
function does return the value directly, and the target of the edge is
an output data node (that does not dene a port), both

and are null in this edge.
By using a list of dictionaries for both the nodes and edges,

as well as a dictionary at the rst level, the PWD JSON format is
extensible, and additional metadata beyond the version number
can be added in the future. As the focus of this rst version of
the PWD is the interoperability between the different WfMS,
apart from the node types (useful for parsing and validation), no
additional metadata is included in the PWD JSON format. To
assist the users in analyzing the JSON representation of the
PWD, the PWD Python interface provides a function to
visualize the workow graph. The function is introduced
in the supplementary material.
3 Export to the Python workflow
definition

The focus of the PWD is to enable the interoperability between
different WfMS. Thus, it is recommended that users always use
© 2025 The Author(s). Published by the Royal Society of Chemistry
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one of the supportedWfMS to create the workow and export it to
the PWD using the PWD Python library. Aerwards, the workow
can be imported into a different WfMS, the input parameters can
be modied, and computational resources can be assigned
before the workow is executed. In the following, the same
workow introduced above is dened in AiiDA, jobow, and
pyiron. This highlights the similarities between these Python-
based WfMS, which all use the Python programming language
as their workow language, with the selection of WfMS being
based on the authors' experience. While this section covers the
export of the workow to the WfMS, the import is discussed in
the application section below. Finally, interfaces for additional
WfMS are planned in the future. Full integration will be achieved
with PWD support becoming an integral part of the WfMS itself
and the PWD package possibly becoming a dependency.

3.1 AiiDA

The “Automated Interactive Infrastructure and Database for
Computational Science” (AiiDA)13,14,27 is aWfMS with a strong focus
on data provenance and high-throughput performance. AiiDA
provides check pointing, caching, and error handling features for
dynamic workows at full data provenance (via an SQL database),
among other features. While it originated from the eld of
computational materials science,34 it has recently been extended to
several otherelds (see e.g. the codes supported in the AiiDA plugin
registry35) and to experiments.36 In the following code snippets, we
will be using the , a recently added and actively devel-
oped new AiiDA workow component.37 The functions
like a canvas for workow creation to which a user can dynamically
add , that is, workow components (also called “nodes” in
a graph-based representation of a workow), and connect them
with (the “edges“ in the PWD). This approach to workow
creation offers the exibility of dynamically chaining workow
components together “on-the-y”, an approach especially crucial
for rapid prototyping common in scientic environments. Imple-
mentation of the arithmetic workow is shown in the following
snippets. It starts with the import of relevant modules:

We rst import the module,
which contains the necessary code to import from and export to
the general Python workow denition. In addition, from the
AiiDA core module, we import AiiDA's Object-Relational Mapper
(ORM), as well as the function. The ORM module
allows mapping Python data types to the corresponding entries in
© 2025 The Author(s). Published by the Royal Society of Chemistry
AiiDA's underlying SQL database, and calling the
function ensures that an AiiDA prole (necessary for running
workows via AiiDA) is loaded. From the
module, we import the main class, as well as the
decorator. Lastly, we import the Python functions from the

module.
To convert the pure Python functions from the arithmetic

workow into AiiDA WorkGraph workow components, we
wrap them with the function (decorator):

As the function returns a dictionary with
multiple outputs, we pass this information to the function
via the argument, such that we can reference them at
a later stage (they will become the ports in the PWD JSON).
Without the argument, the whole output dictionary

would be wrapped as one
port with the default key. This is what actually
happens to the single return value of the function (as
further outlined in the supplementary information, we follow
a similar approach to resolve the “ports” entries in the “edges”
of the PWD). Next follows the instantiation of the WorkGraph:

Which then allows adding the previously dened :

Here, we wrap the inputs as AiiDA ORM nodes to ensure they
are registered as nodes when exporting to the PWD. Further, in
the , the outputs of the previous

are passed as inputs. Note that at
this stage, the workow has not been run, and these output
values do not exist yet. In WorkGraph, such outputs are
represented by a that serves as a placeholder for future
values and already allows linking them to each other in the
workow:
Digital Discovery, 2025, 4, 3149–3161 | 3153
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Alternatively, adding tasks to the WorkGraph and linking
their outputs can also be done in two separate steps, shown
below for linking the and

:

Lastly, the JSON le containing the PWD can be written to disk
via:

The import of the workow that is exported from AiiDA, in
jobow and pyiron is discussed in Sec. 4. In addition, the cor-
responding examples on GitHub contain both the import and
export for each of the three examples, to highlight the inter-
operability between the different WfMS.26
3.2 Jobow

Jobow16 was developed to simplify the development of high-
throughput workows. It uses a decorator-based approach to
dene the that can be connected to form complex
workows ( s). Jobow is the workow language of the
workow library atomate2,38 designed to replace atomate,39

which was central to the development of the Materials Project40

database.
First, the decorator, which allows the creation of

objects, and the class are imported. In addition, the PWD
Python module and the functions of the arithmetic workow
are imported in analogy to the previous example.
3154 | Digital Discovery, 2025, 4, 3149–3161
Using the job object decorator, the imported functions from
the arithmetic workow are transformed into jobow s.
These s can delay the execution of Python functions and can
be chained into workows ( s). A can return serializable
outputs (e.g., a number, a dictionary, or a Pydanticmodel) or a so-
called object, which enables the execution of dynamic
workows where the number of nodes is not known prior to the
workow's execution. As jobow itself is only a workow
language, the workows are typically executed on high-
performance computers with a workow manager such as Fire-
works41 or jobow-remote.42 For smaller and test workows,
simple linear, non-parallel execution of the workow graph can
be performed with jobow itself. All outputs of individual jobs
are saved in a database. For high-throughput applications, typi-
cally, a MongoDB database is used. For testing and smaller
workows, amemory database can be used instead. In Fireworks,
its predecessor in theMaterials Project infrastructure, this option
did not exist, which was a signicant drawback.

As before in the AiiDA example, the workow has not yet
been run. refers to an

object instead of the actual output.
Finally, aer the workow is constructed, it can be exported

to the PWD using the PWD Python package to store the jobow
workow in the JSON format, which again can be imported with
AiiDA and pyiron as demonstrated in the examples in the
GitHub repository.26
3.3 pyiron

The pyiron WfMS was developed with a focus on rapid proto-
typing and up-scaling atomistic simulation workows.20 It
has since been extended to support simulation workows at
different scales, including the recent extension to experimental
workows.43 Based on this generalization, the same
arithmetic Python workow is implemented in the pyiron
WfMS. Starting with the import of the pyiron job object deco-
rator and the PWD Python module, the functions of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Energy-versus-volume curve calculation workflow with
Quantum ESPRESSO. Red boxes denote inputs, orange boxes outputs,
blue boxes Python functions and green boxes calls to external
executables.
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arithmetic workow are imported in analogy to the previous
examples above.

Using the job object decorator, the imported functions
from the arithmetic workow are converted to pyiron job
generators. These job generators can be executed like
Python functions; still, internally, they package the Python
function and corresponding inputs in a pyiron job object, whi-
ch enables the execution on HPC clusters by assigning dedicated
computing resources and provides the permanent storage of the
inputs and output in the Hierarchical Data Format (HDF5). For
the function, an additional list of output
parameter names is provided, which enables the coupling of the
functions before the execution, to construct the workow graph.

Aer the conversion of the Python functions to pyiron job
generators, the workow is constructed. The pyiron job genera-
tors are called just like Python functions; still, they return pyiron
delayed job objects rather than the computed values. These
delayed job objects are linked with each other by using a delayed
job object as an input to another pyiron job generator. Finally,
the whole workow would be only executed once the pull func-
tion is called on the delayed pyiron object of the

function. At this point, the delayed pyiron objects
are converted to pyiron job objects, which are executed using the
pyiron WfMS. In particular, the conversion to pyiron job objects
enables the automated caching to the hierarchical data format
(HDF5) and the assignment of computing resources.

For the example here, the workow execution is skipped and
the workow is exported to the PWD using the PWD Python
package to store the pyiron workow in JSON format. The export
command is implemented in analogy to the export commands
for AiiDA and jobow, taking a delayed pyiron object as an input
in combination with the desired le name for the JSON repre-
sentation of the workow graph, which again can be imported
© 2025 The Author(s). Published by the Royal Society of Chemistry
with AiiDA and jobow as demonstrated in the examples in the
GitHub repository.26

The implementation of the arithmetic workow in pyiron
demonstrates the similarities to AiiDA and jobow.
4 Import from the Python workflow
definition

To demonstrate the application of the PWD beyond just the arith-
metic example above, we consider a secondworkow that describes
the calculation of an energy-versus-volume curve with Quantum
ESPRESSO. The energy-versus-volume curve is typically employed to
calculate the equilibrium volume and the compressive bulk
modulus for bulk materials. The workow is illustrated in Fig. 3,
with the red and orange nodes marking the inputs and outputs of
the workow, the blue nodes the Python functions, and the green
nodes indicating Python functions that internally launch Quantum
ESPRESSO simulations. The individual steps of the workow are:

1. Based on the input of the chemical element, the lattice
constant, and the crystal symmetry, the atomistic bulk structure
is generated by calling the bulk structure generation function

. This function is obtained via the
Atomistic Simulation Environment (ASE)3 and extended to
enable the serialization of the atomistic structure to the JSON
format using the OPTIMADE44 Python tools.45

2. The structure is relaxed aerwards with Quantum
ESPRESSO to get an initial guess for the equilibrium lattice
constant. Quantum ESPRESSO is written in FORTRAN and does
Digital Discovery, 2025, 4, 3149–3161 | 3155
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not provide Python bindings, so that the communication is
implemented in the function by writing input
les, calling the external executable, and parsing the output
les. This Python function has been imple-
mented once and is reused by all three WfMS.

3. Following the equilibration, the resulting structure is
strained in the function with two
compressive strains of −10% and −5% and two tensile strains
of 5% and 10%. Together with the initially equilibrated struc-
ture, this leads to a total of ve structures.

4. Each structure is again evaluated with Quantum
ESPRESSO to compute the energy of the strained structure.

5. Aer the evaluation with Quantum ESPRESSO, the calcu-
lated energy–volume pairs are collected in the

function and plotted as an
energy-versus-volume plot. The nal plot is saved in a le named

.
Compared to the previous arithmetic example, this workow

is more advanced and not only illustrates one-to-one connec-
tions, in terms of one node being connected to another node,
but also one-to-many and many-to-one connections. The latter
two are crucial to construct the loop over different strains,
compute the corresponding volume and energy pairs, and
gather the results in two lists, one for the volumes and one for
the energies, to simplify plotting. In addition, it highlights the
challenge of workows in computational materials science to
couple Python functions for structure generation, modica-
tions, and data aggregation with simulation codes that do not
provide Python bindings and require le-based communica-
tion. Given the increased complexity of the workow, the
implementation for the individual WfMS is provided in the
supplementary material. Instead, the following briey high-
lights how the workow, which was previously stored in the
PWD, can be reloaded with the individual frameworks.

Starting with the AiiDAWfMS, the rst step is to load the AiiDA
prole and import the PWD Python interface. Aerwards, the
workow can be loaded from the JSON representation
using the function. To demonstrate the
capability of modifying the workow parameters before the
execution of the (re-)loaded workow, we then modify the lattice
constant of the node to 4.05 Å. Similarly,
one could also adapt the element, bulk structure, or strain list
input parameters of the workow. Finally, the workow is executed
by calling the function of the AiiDA WorkGraph object:
3156 | Digital Discovery, 2025, 4, 3149–3161
The same JSON representation of the workow can
also be loaded with the jobow WfMS. Again, the jobow WfMS
and the PWD Python interface are imported. The JSON repre-
sentation is loaded with the
function. Aerwards, the lattice constant is adjusted to 4.05 Å
and nally the workow is executed with the jobow

function. We note that the same workow could
also be submitted to a HPC cluster, but local execution is
primarily chosen here for demonstration purposes to enable the
local execution of the provided code examples.

In analogy to the AiiDA WfMS and the jobow WfMS. the
energy-versus-volume curve workow can also be executed with
the pyiron WfMS. Starting with the import of the PWD Python
interface, the JSON representation of the workow is
again loaded with the function, fol-
lowed by the adjustment of the lattice constant to 4.05 Å by
accessing the input of the rst delayed job object. Finally, the
last delayed job object's function is called to execute the
workow.

The focus of this second example is to highlight that
a workow stored in the PWD can be executed with all three
workow frameworks with minimally adjusted code. This not
only applies to simple workows consisting of multiple Python
functions but also includes more complex logical structures like
the one-to-many and many-to-one connections, covering any
Directed Acyclic Graphs (DAG) topology. We remark, though,
that in the current version the restriction to DAGs is also
a limitation of the PWD, as it does not cover dynamic workows,
such as a while loop that adds additional steps until a given
condition is fullled. Another challenge is the assignment of
computational resources, like the assignment of a xed number
of CPU cores, as the wide variety of different HPC clusters with
different availability of computing resources hinders stan-
dardization. As such, the user is required to adjust the
computational resources via the WfMS aer reloading the
workow graph. For this reason, the workow is also not
directly executed by the function, but
rather the user can explore and modify the workow and
© 2025 The Author(s). Published by the Royal Society of Chemistry
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aerwards initiate the execution with any of the WfMS once the
required computational resources are assigned.
5 Compatibility to non-Python-based
workflows

The two previous examples demonstrated Python-based work-
ows, which couple either solely Python functions or Python
functions and external executables, wrapped by other Python
functions that write the input les and parse the output les.
Before Python-based WfMS, a number of previous WfMS were
introduced, which couple simulation codes solely based on
transferring les between the different steps of the workow.9–12

To demonstrate that the PWD can also be applied to these le-
based workows, we implement the benchmark published in
ref. 25 for le-based workows in materials science in the PWD.
The corresponding workow is illustrated in Fig. 4.

As the le-based workow for nite element simulations is
already discussed in the corresponding publication,25 it is only
summarized here. A mesh is generated in the rst pre-
processing step, followed by the conversion of the mesh
format in the second pre-processing step. Aerwards, the
Poisson solver of the nite element code is invoked. Finally, in
the postprocessing, the data is rst visualized in a line plot,
a TeX macro is generated, and a TeX document is compiled,
resulting in the as the nal output. To represent this le-
based workow in the PWD, each node is represented by
Fig. 4 File-based finite element workflow from ref. 25 implemented
with the Python Workflow Definition (PWD). Red nodes denote inputs,
orange nodes outputs, green nodes calls to external executables, and
the labels on the edges the files and data transferred between them.
Files are passed as path objects between the individual steps.

© 2025 The Author(s). Published by the Royal Society of Chemistry
a Python function. This Python function acts as an interface to
the corresponding command line tool, handling the writing of
the input les, calling of the command line tool and the parsing
of the output les. In this specic case, which is purely based on
external executables, the output les of one node are copied to
be used as input les for the next node, and only the path to the
corresponding le is transferred in Python. The Python func-
tion for the node is given below:

The input parameters of the function are
the and the with the

referencing the location of additional input
les. Following the denition of a number of variables,
a directory is created and the source les are copied as
templates to this directory. Then the external executable is
called. Here we use the package,46 which
allows us to execute the external executable in a separate conda
environment. This was a requirement of the le-based bench-
mark workow.25 Finally, the path to the output le

is returned as result of the Python function.
While the denition of a Python function for each node is an

additional overhead, it is important to emphasize that the
Python functions were only dened once, independently of the
Digital Discovery, 2025, 4, 3149–3161 | 3157
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different WfMS and aerwards the same Python functions were
used in all three WfMS. Again, the step-by-step implementation
in the three different WfMS and the exporting to the PWD is
available in the supplementary material. This third example
again highlights the universal applicability of the PWD, as it can
cover both Python-based workows and le-based workows.

Finally, to increase the impact of the PWD and extend its
generality beyond the three WfMS discussed in this work, we
provide a rst proof-of-concept implementation to convert
a PWD JSON le to the Common Workow Language (CWL).12

In this case each input and output of every node is serialized
using the built-in pickle serialization of the Python Standard
library. The resulting pickle les are then transferred from one
node to another through CWL. To convert a given PWD JSON
le, use the from the CWL submodule of the
PWD Python interface:

This Python function creates the corresponding CWL les to
represent the individual nodes, as well as the resulting workow
in the CWL, which can then be executed by any CWL engine
(given that the necessary dependencies are available on the
system). Still, it is important to emphasize that in contrast to the
interfaces to the Python-based WfMS, the interface to the CWL
is a one-way conversion only from the PWD to the CWL, not the
other way around. Furthermore, by converting the workow to
the CWL, the performance benet of handling the data on the
edges of the workow inside the Python process is lost as the
CWL interface is based on le-based communication. Lastly,
another notable concept close to the PWD is the graph-based
Abstract Syntax Tree (AST)47 representation of the Python stan-
dard library. For brevity this comparison is discussed in the
supplementary information.
6 Conclusions

The Python Workow Denition (PWD) enables users to
develop interoperable workows to fulll the requirements for
Findable, Accessible, Interoperable and Reusable (FAIR) work-
ows. The rst version of the PWD currently supports Directed
Acyclic Graphs (DAGs) based workows and interoperability
between the Workow Management Systems (WfMS) AiiDA,
jobow, and pyiron. It is based on three components: (1)
a conda environment that species the soware dependencies,
(2) a Python module that contains the Python functions repre-
sented as nodes in the workow graph, and (3) a workow graph
stored in the JavaScript Object Notation (JSON). The application
of the PWD is demonstrated on three different workows with
different combinations of Python functions and external
executables, which require interfacing using le-based
communication, highlighting the universal applicability of the
PWD. With the corresponding Python interface that we
3158 | Digital Discovery, 2025, 4, 3149–3161
developed, users can export DAG-based workows from one
WfMS to the PWD and then import the PWD representation of
the workow with any of the supported WfMS. Aer the import
of the workow, the user still has the option to adjust the input
parameters of the workow, adjust and add WfMS specic
features, and assign computational resources to leverage HPC
during the execution of the workow. In the current version, the
assignment of the computational environment is not included
in the PWD as it is not expected that a user would use multiple
WfMS on the same HPC cluster, but rather uses the PWD when
transferring a workow from one HPC cluster with a specic
WfMS to a different HPC cluster with a different WfMS. In this
case, the assignment of the compute environment changes
based on the different HPC resources.

Future development directions of the PWD will focus on
broadening its adoption and enhancing its capabilities:

� Engage a wider array of WfMS developers and scientic
communities in the joint effort. It is recommended to start with
the implementation of the function,
i.e., with the mapping of the workow stored in the JSON le to
the internal workow data structure of a given WfMS. The
inverse, the implementation of the
function, then follows analogously.

� Enable connections to data handling frameworks like
datatractor,48 and leverage the PWD to create containerized,
portable versions of generalized workows for both simulation
and experiment.

� Extend the PWD format to include standardized speci-
cations for submitting workows to standardized HPC
resources, thereby simplifying execution across different
infrastructures.

� Transcend PWD's current limitation to DAGs by incorpo-
rating support for dynamic ow control elements like loops and
conditional branching, enabling the representation of more
complex scientic workows.Ultimately, the vision is to evolve
the PWD towards a comprehensive schema capable of capturing
all information necessary to dene computational workows,
from initial setup to nal results, beyond the eld of materials
science. For this vision the key difference of the PWD in
comparison to other workow standardization efforts is the use
of the Python programming language to dene workow nodes,
which benets from the wide adoption of the Python
programming language in the scientic community and the
direct transfer of data in memory, without requiring to store
intermediate results in les.
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