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s-informed graph convolutional
network for predicting atomic multipoles†

Caitlin Whitter, *a Alex Pothen a and Aurora Clark b

We introduce PIL-Net, a physics-informed graph convolutional network capable of predicting molecular

properties quickly and with low error, using only basic information about each molecule's atoms and bonds.

The PIL-Net model combines the representational power of graph neural networks with domain knowledge

to predefine a set of constraints that force the network to make physically consistent predictions; this leads

to faster model convergence. We apply PIL-Net to the task of predicting atomic multipoles, which describe

the charge distribution within an atom. Atomic multipoles have several applications, including their

incorporation into force fields for molecular dynamics simulations. We emphasize our model's ability to

predict atomic octupoles, a higher-order atomic multipole property, with a mean absolute error of only

0.0013 eÅ3, more than an order of magnitude less than results reported in the literature. Moreover, our

framework can approximate molecular multipole moments post-training with little additional cost. Finally,

we elaborate on how our network can be used for greater model interpretability, reconstruction of the

molecular electrostatic surface potential, and prediction on out-of-domain datasets.
1 Introduction

Prediction of the properties of atoms in molecules has experi-
enced much interest (and success) within the realm of machine
learning. Many atomic and molecular properties are well
understood to be inuenced by local bonding environments,
not the least of which are those associated with the distribution
of electrons or charge. The multipole expansion describes the
electrostatic potential due to a charge distribution and is
expressed as a series of increasingly higher-order charge
contributions (i.e., monopoles, dipoles, quadrupoles, octupoles,
etc.),1 termed multipole moments. Collectively, multipole
moments characterize the long-range interaction between
a charge distribution and a reference point.2 As a description of
the distribution of electric charge within molecules, multipole
moments are essential for describing a number of physico-
chemical and response properties, e.g., the response to external
perturbations such as electromagnetic elds3 and intermolec-
ular interactions (as in the development of force elds).

Here we report PIL-Net (Physics-Informed Loss Network),
a physics-informed graph convolutional network capable of
predicting atomic multipoles within a molecule quickly and
with high accuracy, using only basic information about the
molecule's atoms and bonds. In particular, we emphasize PIL-
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Net's ability to predict atomic octupoles, a more rarely predicted
higher-order atomic multipole property. The charge distribu-
tions of atomic octupoles exhibit complex angular dependen-
cies. As such, reducing the error in atomic octupole predictions
can result in more nely-tuned calibrations for computational
methods such as force elds. In short, less error in the atomic
octupole moment predictions can lead to less error in down-
stream applications.

The electrostatic potential V at point P(~r) due to charge
distribution r(~r0) is dened as1,4,5

Vð~r Þ ¼ 1

4p30

ð
r
�
~r

0�
j~r�~r 0jd

3r0; (1)

where r(~r0) denotes the charge distribution at a point P(~r0) in the
distribution and~r corresponds to the position vector of a point
at a large distance from the charge distribution. The prefactor
corresponds to Coulomb's constant, where 30 is the vacuum
permittivity constant. This equation leads to the multipole
expansion in spherical coordinates4

Vð~rÞ ¼ 1

4p30

�
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(2)
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://crossmark.crossref.org/dialog/?doi=10.1039/d5dd00228a&domain=pdf&date_stamp=2025-08-02
http://orcid.org/0000-0001-8746-3574
http://orcid.org/0000-0002-3421-3325
http://orcid.org/0000-0001-9381-721X
https://doi.org/10.1039/d5dd00228a
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00228a
https://pubs.rsc.org/en/journals/journal/DD
https://pubs.rsc.org/en/journals/journal/DD?issueid=DD004008


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
Ju

ly
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 4
:2

9:
49

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
where Vmon(~r), Vdip(~r), Vquad(~r), and Voct(~r) describe the contribu-
tion of the monopole, dipole, quadrupole, and octupole terms,
respectively, to the electrostatic potential. The variable r corre-
sponds to the distance between the point P(~r) and the origin, and
q corresponds to the angle between the~r and~r0 position vectors.

The monopole, dipole, quadrupole, and octupole moments
associated with an individual atom are termed atomic multi-
poles, whereas the moments associated with a molecule are
termedmolecular multipoles. The monopole term represents the
total charge of the molecular system, while the dipole describes
the separation of positive and negative charge in the system.
The quadrupole and octupole, the higher-order terms of the
expansion, reveal more complex angular dependencies of the
charge distribution.6 While a dipole is formed by placing two
monopoles with opposite charges near each other, a quadrupole
requires two dipoles with opposite charges, and the octupole
follows the same pattern and is constructed from two oppo-
sitely-charged quadrupoles.6

Ab initio methods such as Density Functional Theory (DFT)
have been commonly used for computing multipole moments
and othermolecular properties formany decades. They have been
shown to accurately calculate atomic and molecular dipoles7 and
have been used in the construction of many databases to support
machine learning of electron densities and the electrostatic
properties of atoms in molecules.5,8–11 Empirical data are
increasingly being used to check the validity of calculations and
rene calculated potentials, as opposed to being the main source
of data for them.2 Following that trend, machine learning has
become a popular computational method for fast assignment of
properties to molecules. There have been several benchmark
datasets constructed for the purpose of molecular property
prediction across a broad range of properties.12–22 Researchers
have also applied machine learning to a number of other
domains, including bioinformatics,23 materials science,24 image
classication,25 natural language processing,26 meteorology,27

agriculture,28 and astronomy.29 Most relevant to our PIL-Net
model, in order to reduce the cost of computationally expensive
ab initio methods, a wide variety of machine learning based
approaches have been employed for the prediction of electrostatic
properties.30–41 More specically, prior machine learning models
for predicting atomic multipole moments include EGNN5 (graph
neural network), DynamPol8 (standard neural network), AIMNet10

(neural network potential), CMPNN9 (message passing neural
network), and D-ML-85 (ref. 11) (kernel ridge regression). The
model architecture used for PIL-Net is based on the graph con-
volutional network42 construction. Section S1 in the ESI† contains
an overview of neural networks and graph convolutional
networks. The physics-informed neural network (PINN) employed
in this work is a neural network in which biases are introduced to
guide the learning process toward a physically consistent
conguration.43 Physics-informed neural networks have several
scientic applications, including drug discovery,44 stiff chemical
kinetic systems,45 and thermo-chemical systems in astrophysical
contexts.46 Moreover, in their survey, Willard et al. reference
several other methods for incorporating physics-based modeling
into machine learning to solve problems in chemistry.47 PIL-Net
employs four physics-informed constraints that narrow the
© 2025 The Author(s). Published by the Royal Society of Chemistry
search space and accelerate the convergence of the network to
a low-error solution. Since PIL-Net's physics-informed constraints
are incorporated directly into the model architecture, as opposed
to indirectly in the form of loss function penalties, their presence
contributes signicantly to the interpretability of the model.
These constraints are the last computations performed on the
model, as well as the last transformations applied to the model
predictions prior to applying the loss function. As a result, once
a constraint is incorporated, all model predictions are forced to
adhere to that constraint, regardless of any model weight opti-
mization procedure. Therefore, given a low-error (or high-error)
model, one can assess the relative inuence of a particular
constraint on model performance by re-training the model and
monitoring the impact of adding or removing the constraint on
the model's predictive error. PIL-Net's weighted loss function and
post-training molecular multipole moment approximations also
differentiate PIL-Net from prior methods. We include a compar-
ison between PIL-Net's physics-informed components and those
of other machine learning methods for predicting atomic multi-
poles in Methods subsection 2.4.

In the Results section, we show that the PIL-Net model
architecture leads to highly accurate atomic multipole moment
predictions, achieving 0.0013 eÅ3 error for the atomic octupole
moment property in the QM Dataset for Atomic Multipoles5

(QMDFAM). To demonstrate the transferability of the PIL-Net
model to other datasets, we also performed inference on the
out-of-domain dataset ANI-1x10,20,48,49 using our PIL-Net models
trained on the QMDFAM. Even when making predictions on an
unknown dataset, our model's predictive error was up to 1.4×
less than that of theD-ML-85 (ref. 11) method. Finally, to further
demonstrate the utility of using the PIL-Net model for predict-
ing atomic multipole moments, we applied the model to two
downstream tasks. We show that the PIL-Net atomic multipole
moment predictions can be leveraged to predict corresponding
molecular multipole moments post-training with minimal
additional cost. The PIL-Net atomic multipole moment predic-
tions can also be used for highly accurate reconstruction of the
electrostatic potential on a molecular surface, with an error as
small as 0.80 kcal mol−1.
2 Methods

We begin by describing the QM Dataset for Atomic Multipoles
(QMDFAM) employed in this work (Subsection 2.1). In Subsec-
tion 2.2, we describe the PIL-Net training architecture in detail.
QMDFAM informs the particulars behind some PIL-Net archi-
tectural decisions, including the physics-informed constraints
and the weighted loss function. We next discuss the PIL-Net
post-training molecular dipole moment approximation equa-
tion (Subsection 2.3). Finally, in Subsection 2.4, we compare the
PIL-Net model architecture to that of prior machine learning
atomic multipole prediction architectures.
2.1 QM Dataset for Atomic Multipoles (QMDFAM)

QMDFAM5 is a molecular dataset consisting of elements H, C,
N, O, F, S, and Cl with 1m molecular conformations with up to
Digital Discovery, 2025, 4, 2198–2213 | 2199

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00228a


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
Ju

ly
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 4
:2

9:
49

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
20 heavy (non-hydrogen) atoms. The dataset includes atomic
number/nuclear charge and Cartesian coordinate information
for each atom, as well as corresponding SMILES strings for the
molecules. Fig. S1 in the ESI† displays a rendering of a molecule
from QMDFAM. The dataset contains several target properties,
including atomic monopoles (e), atomic dipoles (eÅ), atomic
quadrupoles (eÅ2), and atomic octupoles (eÅ3), as well as
molecular dipole moments (eÅ). The e unit refers to the
elementary charge (charge on a proton). The atomic multipole
moments and molecular dipole moments were derived via the
minimal basis iterative Stockholder (MBIS) method at the PBE0-
D3BJ/def2-TZVP level of theory. One of many models for atomic
multipole assignment, MBIS50 is an atoms-in-molecule method
that endeavors to partition the total electron density into atomic
contributions. We removed 58 molecular conformations from
the dataset that were missing atomic multipole, element,
coordinate, and/or SMILES string data.

In the QMDFAM, the dimension of each atomic monopole
moment vector is 1, atomic dipole moment vector is 3, atomic
quadrupole moment vector is 6, atomic octupole moment
vector is 10, and molecular dipole moment vector is 3. Prior to
model training, the atomic quadrupole and octupole moment
vectors are transformed so that their corresponding full tensor
representations are traceless. This detracing procedure is
described in ESI Section S2†. Additional distribution informa-
tion about the dataset is displayed in Table S1, Fig. S2 and S3 in
the ESI.† As shown in ESI Fig. S2,† the atomic monopoles have
the widest distribution of all the atomic multipole moments in
the dataset, followed by the dipoles, quadrupoles, and octu-
poles. ESI Fig. S3† indicates that the dataset molecules are
neutral, as the sum of their monopoles is approximately zero for
all.
2.2 PIL-Net training architecture

2.2.1 Overview. Fig. 1 provides a high-level view of the PIL-
Net training architecture. In PIL-Net, molecules are represented
as undirected graphs, where the nodes correspond to the atoms
of the molecules and the edges correspond to the bonds between
the atoms. During each training epoch, for a given mini-batch of
data, the node, edge, and Cartesian coordinate features (which
are treated separately from the node features) of the input graphs
[colored gray in Fig. 1] are passed into the network. These
Fig. 1 Overview of the PIL-Net training architecture, where k correspond
is three for the atomic dipole moment. In PIL-Net, there are five stacked

2200 | Digital Discovery, 2025, 4, 2198–2213
features are transformed by passing through a stack of ve
modules [colored purple in Fig. 1 and shown in detail in Fig. 2],
which are each composed of multiple layers. The output of each
module is the intermediate representation of the node, edge, and
coordinate features. These updated representations are passed
into the next module. Following the nal module, a fully-con-
nected linear layer [colored green in Fig. 1] is applied to the latest
node feature representations and transforms the features to have
the correct output dimension. This dimension corresponds to
the length of the corresponding multipole vector. The physics-
informed constraints [colored red] are applied to these initial
predictions, and the resulting values form the multipole
predictions [colored gray]. Subsequently, the predicted values
and reference values taken from the dataset [both colored gray in
Fig. 1] are passed into the loss function [colored orange]. The loss
function outputs a scalar loss score [also colored orange], which
enables the network to compute the gradients and the optimizer
to update the model weights [both colored blue]. These forward
and backward passes through the network repeat until model
training is complete.

E(3)-Equivariance. Maintaining E(3)-equivariance in multi-
pole moment prediction is important because moving a single
molecule in 3D space should impact its multipole moments in
a predictable manner. An E(3)-equivariant model generates
representations that preserve the relationship between the
function inputs and outputs under translations and rotations in
three-dimensional space. For models that belong to the E(3)-
equivariant group, if the input (a graph) to the function (a
trainedmodel) is translated and/or rotated, then the output (the
predictions) must translate and/or rotate in the same manner.
PIL-Net is an E(3)-equivariant model because its predictions are
derived from the relative distances between the atomic posi-
tions, not the atomic positions themselves. As a consequence,
the PIL-Net model learns representations that preserve
symmetries under translations and rotations. Further detail is
provided under the Graph convolution heading within Subsec-
tion 2.2.3.

2.2.2 Graph features. Each molecule can be described
uniquely by a set of n atoms with nuclear charges Z = (z1, z2,.,
zn) and Cartesian atomic positions R = (r1, r2, ., rn), which are
provided in the QM Dataset for Atomic Multipoles.5 From these
atomic coordinates, we derive an invariant interatomic distance
edge feature by applying the squared exponential kernel:
s to the output dimension of the target property. For example, this value
modules.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Detailed view of a PIL-Net module, where k corresponds to the original length of the corresponding feature vector. For example, this
value is 3 for the Cartesian coordinate feature.
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K
�
ri; rj

� ¼ exp

 
� kri � rjk22

2‘2

!
: (3)

Here, the vectors ri and rj are the atomic coordinate inputs, and
the value ‘ is set to one. A smaller interatomic distance will
result in a larger kernel value, and a larger interatomic distance
will result in a smaller kernel value. This feature can be
particularly benecial for model training when there is an
inverse relationship between distance and the target predictive
property.

Beyond nuclear charges and atomic coordinates, we use the
dataset SMILES information in tandem with the RDKit soware
package51 to obtain additional node features and edge features for
the molecules in the dataset. These features include atom
hybridization state, bond type, bond aromaticity, bond con-
jugacy, and bond ring membership. The Cartesian coordinates
are treated separately from the other node features in the
network, and they form their own coordinate features. This
brings our total number of features to eight: two node features,
ve edge features, and one coordinate feature. Using this
feature information, one can embed the dataset molecules into
a low-dimensional space, providing each molecule with
a representation suitable for input into the neural network.

Prior to training, we apply a one-hot encoding to the nuclear
charge, hybridization state, and bond type features, since these
features are categorical, and we do not want the network to use
their magnitude to infer information about each atom's relative
importance. We also normalize the training set interatomic
distance features to have a mean of zero and a standard devi-
ation of one, so the edge features are not assigned greater
importance relative to the other features. We apply this
normalization to the validation and test sets as well, using the
training set mean and standard deviation. We do not apply
further transformations to the three remaining edge features, as
they are binary.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Altogether, eachmolecule has a node featurematrix of size (n
× 16), an edge feature matrix of size (m × 26), and a coordinate
feature matrix of size (n × 3) associated with it, where n corre-
sponds to the number of atoms in the molecule and m corre-
sponds to the number of bonds. Since the interatomic distance
edge feature is a function of the coordinate feature, there may
be some redundancies between the two features. In the future,
removing the interatomic distance feature might result in
a slight speedup in model training, while having minimal effect
on model accuracy.

2.2.3 Stacked modules. Fig. 2 provides a detailed view of
a module in the PIL-Net architecture, and we describe each
component of the module in the text that follows.

Feature expansions. The input node, edge, and coordinate
features [colored gray in Fig. 2] are expanded independently
through the application of a fully-connected linear layer with
256 hidden neurons [colored green]. Section 3, the Results
section, includes a discussion on PIL-Net hyperparameter
selection. This linear layer application is followed by the CELU
non-linear activation function [same green-colored blocks].
CELU stands for Continuously Differentiable Exponential
Linear Units,52 and is dened as:

CELUðx;aÞ ¼
8<
:

x; if x$ 0

a�
�
exp
�x
a

�
� 1
�
; otherwise:

(4)

In PIL-Net, a is set to 1.0. CELU is used to enable faster
network convergence, since the function has a mean activation
near zero and its gradients do not vanish. Additionally, CELU
has the benet of being continuously differentiable for all x.

Graph convolution. Following the transformations from the
feature expansion blocks, the node, edge, and coordinate
feature representations have the same dimension, 256. Now, in
the graph convolution block, the goal is to combine these data
so that each atom's updated node feature representation is
Digital Discovery, 2025, 4, 2198–2213 | 2201
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a function of its neighbors' feature representations. PIL-Net
achieves this outcome via a graph convolution [colored pink in
Fig. 2] operation. The equation for computing the resulting
feature matrix F for a given graph is:

Fi ¼
Xn�1

j¼0; j˛N ðiÞ

��Cj � Ci

��� �Nj � Ek

�
; 0# i\n; k ¼ gði; jÞ;

(5)

where the C, N, and E matrices correspond to the expanded
coordinate, node, and edge feature matrices, respectively, for
the graph. The Hadamard operator � computes an element-
wise product. The value of n corresponds to the number of
nodes in the graph, and the row indices i and j correspond to
particular nodes within the graph. The set N ðiÞ refers to the
neighboring nodes of node i (nodes that share an edge with
node i). Row index k is given by the function g(i,j), which returns
the edge index of the edge incident on nodes i and j.

Through computing distances and not using absolute coor-
dinates, PIL-Net is invariant with respect to translation and
rotation of the input data. If a model is invariant with respect to
a certain transformation, the model's output (the predictions)
will remain unchanged under the application of that trans-
formation to the model's input (a graph). PIL-Net is also
equivariant with respect to the permutation of node indices. If
a transformation is applied that permutes the nodes of the
input graph, then the output predictions will be permuted in
the same manner. It should be noted that invariant operations
are also equivariant.

Combined feature expansion and compression. The output from
the graph convolution block is an updated node representation.
To this new node representation, PIL-Net applies two sets of
linear and CELU functions [colored green in Fig. 2]. The rst
linear layer has 256 neurons and the second has k neurons,
which corresponds to the dimension of the original node
feature vector. This transformation is to enable combination
with the input node feature representation in the next block.
PIL-Net applies one set of linear and CELU functions [colored
green] each to the edge and coordinate feature representations,
which are output directly from their corresponding feature
expansion blocks. The rationale for applying an additional set
of functions to the node feature representation as compared to
the edge and coordinate feature representations is due to the
updated node features containing more complex information
because of the graph convolution step.

Skip connections. In this block [colored yellow in Fig. 2], PIL-
Net adds the output from each combined feature expansion and
compression block to the input node, edge, and coordinate
features. Skip connections help to stabilize network conver-
gence by providing an alternative pathway for the gradient
during backpropagation. They also help preserve initial feature
information as the features are propagated through the
network.

Module output. Following the skip connection blocks, the
updated node, edge, and coordinate feature representations
[colored gray in Fig. 2] are output from the module. From there,
they are either used as input to the next module, or the updated
2202 | Digital Discovery, 2025, 4, 2198–2213
node representations are fed into the fully-connected linear
layer to obtain the initial multipole predictions, as depicted in
Fig. 1.

2.2.4 Physics-informed constraints. The graph convolu-
tional network construction is augmented with a physics-
informed component [colored red in Fig. 1]. Through this
addition, the network is forced to make predictions that align
with pre-dened physical constraints. This narrows the model
search space, leading to faster model convergence early in
training. Broadly, physics-informed constraints can be applied
to a neural network architecture regardless of the dataset used,
but the specic implementation of the PIL-Net physics-
informed constraints is informed by the QM Dataset for Atomic
Multipoles. The PIL-Net physics-informed constraints for the
QMDFAM are the following:

(1) Monopole total charge constraint. The sum of the atomic
monopoles within eachmolecule should equal the net charge of
the molecule. As the molecules are neutral, the absolute sum of
the atomic monopoles within a molecule should equal zero. If
this sum exceeds 10−2 e, PIL-Net redistributes the charges to
sum to zero by subtracting the mean charge.

(2) Monopole hydrogen constraint. Since the molecules are
composed of H, C, N, O, F, S, and Cl atoms, all the atomic
monopoles corresponding to the hydrogen atoms (the least
electronegative dataset element) must be positive. PIL-Net
enforces this constraint by setting the hydrogen atomic mono-
pole predictions equal to their absolute values.

(3) Quadrupole trace constraint. Since the dataset atomic
quadrupoles are traceless quantities, PIL-Net ensures that its
quadrupole predictions are similarly traceless by redistributing
the charges as in eqn (S4).†

(4) Octupole trace constraint. Since the dataset atomic octu-
poles are traceless quantities, PIL-Net ensures that its octupole
predictions are similarly traceless by redistributing the charges
as in eqn (S5).†

Due to rounding errors in oating point representations and
computations, not all monopole sums may equal the net charge
of the molecule exactly, so PIL-Net only redistributes the
charges if their sum exceeds the cutoff 10−2 e. This so
constraint does not preclude PIL-Net from learning model
parameters that assign charges to molecules such that their
total charge sums to zero. This constraint instead ensures that
for molecules in which the total charge does not exactly equal
the true net charge (due to errors in the computation of the
reference values), the architecture does not force charge redis-
tribution. Section 3, the Results section, includes further
information on how the monopole sum cutoff was decided.
There were no cutoffs for the atomic quadrupole and octupole
constraints because we could verify that all their traces are
sufficiently near zero in the training set. Similarly, for the
monopole hydrogen constraint, the error is sufficiently small.

The physical motivation behind the monopole hydrogen
constraint is that all the organic molecules in the QMDFAM
dataset are composed ofH, C, N, O, F, S, and/or Cl atoms. As such,
the hydrogen atoms (electronegativity 2.20) are the least electro-
negative and therefore will always have a positive atomic mono-
pole moment. This is the reason the monopole hydrogen
© 2025 The Author(s). Published by the Royal Society of Chemistry
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constraint enforces all monopoles associated with hydrogen
atoms to be positive. If the dataset contained atoms with lesser
electronegativity, then this constraint would need to be modied
to reect that change. It is also important to be aware that the
model applies the monopole hydrogen constraint prior to the
monopole total charge constraint. As a result, some atomic
monopoles corresponding to hydrogen may not be positive in the
nal model predictions. Nevertheless, such instances are few, as
indicated by the low error displayed in Fig. 5. Moreover, the
absolute value function is used when applying the monopole
hydrogen constraint. This function, like the popular ReLU func-
tion, is not differentiable at input x = 0. In these cases, machine
learning libraries such as PyTorch53 oen compute the gradients
during backward propagation in a piecewise fashion, setting the
gradient at x = 0 to zero. However, this implementation could
eventually lead to vanishing gradients. In the future, we could
replace the absolute value function with a smooth approximation
to the ReLU function, such as the soplus function.

Regarding the quadrupole and octupole trace constraints, an
alternative method for enforcing tracelessness in the atomic
quadrupole and octupole predictions could be to design the
earlier layers of the model to produce irreducible representa-
tions54,55 so that the trace is removed prior to redistributing the
charges. It is also worth noting that an additional possible
physics-informed constraint for this dataset is a monopole
uorine constraint, where the network forces all atomic
monopole uorine predictions to be negative. In practice, we
found that PIL-Net learned this constraint within the rst
couple of epochs of training, so it was an unnecessary compu-
tation. Furthermore, PIL-Net does not have a dipole moment
constraint, which would be a good addition to a future iteration
of the PIL-Net model.

2.2.5 Loss function. The base loss function for PIL-Net
[colored orange in Fig. 1] is Mean Squared Error (MSE) loss.
MSE loss is dened as the mean of the squared difference
between the predicted and target values

MSEðX;YÞ ¼ 1

nd

Xn
i¼1

Xd
j¼1

�
Yi;j � Xi;j

�2
; (6)

where n corresponds to the number of rows which comprise the
X and Y matrices and d corresponds to the number of columns
(e.g., 16 and 3, respectively, for the matrices corresponding to
the atomic dipole moments of a molecule with sixteen
atoms).

During training, the MSE loss is computed for each multi-
pole moment property. Then, each loss is scaled according to
multipole property-specic weights. Finally, these losses are
summed to form the overall loss score for the mini-batch as

Loss score ¼ MSEmon

wmon

þ MSEdip

wdip

þ MSEquad

wquad

þ MSEoct

woct

; (7)

where each MSE corresponds to the loss score computed for
each corresponding multipole property as in eqn (6), and eachw
is a multipole property-specic scalar weight. For the QMDFAM
dataset, the value w for the atomic monopoles is 0.901, dipoles
© 2025 The Author(s). Published by the Royal Society of Chemistry
0.071, quadrupoles 0.017, and octupoles 0.011. These weights
are computed prior to neural network training.

The rationale behind including these weights is that each
atomic multipole type comes from a different distribution of
values. If the network combined these errors without taking the
different distributions into account, the error of a multipole
type from a wider distribution (i.e., atomic monopoles, as dis-
played in Fig. S2 in the ESI†) might dominate the loss score.
This could lead the network to prioritize reducing the loss of the
simpler but larger error atomic monopole property at the
expense of the other properties. To prevent this, the network
scales the error arising from each multipole type by w. The
scalar w is precomputed as the average interquartile range (to
exclude outliers) of each component of the reference atomic
multipole values from the training set. This value is then
normalized with respect to the other multipole types' computed
scalar weights.

An additional approach for implementing a physics-
informed neural network is by augmenting the loss function
with the errors computed from the physics-informed
constraints (as a form of regularization), instead of modifying
the predictions directly on the model. We opted for PIL-Net's
more explicit way of correcting model predictions, as we found
it resulted in better model performance during early testing.
2.3 Molecular moment approximation

PIL-Net can also approximate molecular dipole moments [not
pictured in Fig. 1] without explicitly training over the molecular
property. Instead, incorporating our domain knowledge, PIL-
Net can compute each molecular dipole moment as a function
of its atomic monopole and dipole predictions, as well as the
corresponding atomic Cartesian coordinates, post-training.

It is well-known that one can approximate the molecular
dipole moment via the simple point charge model:2

Molecular dipole moment ¼
Xn
i

qiri; (8)

where q and r correspond to the set of charges and positions of
the atoms in the molecule, respectively. The index i runs over
each atom of the molecule, and n is the total number of atoms
in each molecule. Since PIL-Net has access to its predicted
atomic dipoles, PIL-Net can incorporate them into the molec-
ular dipole moment approximation equation as2

Molecular dipole moment ¼
Xn
i

ðmi þ qiriÞ; (9)

where m, q, and r correspond to the set of atomic dipoles, atomic
monopoles, and atomic Cartesian coordinates of the molecule,
respectively. The index i runs over each atom of the molecule,
and n is the total number of atoms in each molecule.

Eqn (9) combines local atomic dipole information (which
describes the separation of charge in each atom) and knowledge
about the spatial arrangement of the corresponding atomic
charges, through a summation over all atoms in the molecule.
In the Results section, Table 6 reveals that the addition of the
atomic dipole term to the molecular dipole moment
Digital Discovery, 2025, 4, 2198–2213 | 2203
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approximation equation reduces the error from eqn (8). More-
over, in Section S9 of the ESI,† we describe two equations for
approximating the molecular quadrupole moment and the
molecular octupole moment. We assess the quality of the
approximations through quantitative comparison with refer-
ence calculations. Recently, new equations for approximating
molecular dipole moments post-training have emerged (under
the assumption of model equivariance), including those that
directly incorporate information about the chemical bonds of
the molecule and the oxidation state of the atoms.56

2.4 PIL-Net architecture comparison with prior work

There are many aspects of a machine learning pipeline that can
contribute to it being “physics-informed”. For example, the
input features can be chosen to maximize the amount of
information relevant to the target properties. Additionally, the
architecture can be designed so that each atom's property
prediction is dependent on that of its neighboring atoms,
incorporating local atomistic information. Both of these factors
assist in increasing the accuracy of a model's predictions
through the use of outside knowledge about what inuences
each atom's local properties.

PIL-Net implements both through our choice of node, edge,
and coordinate features, as well as the model's graph convolu-
tions, but this is not unique to PIL-Net. For example, PIL-Net
uses most of the same features as EGNN.5 It is also common for
machine learning models to take the local atomistic neighbor-
hood into account when predicting an atomic property. What
sets PIL-Net apart as a physics-informed neural network is the
specic implementation of our physics-informed constraints,
weighted loss function, and post-training molecular moment
approximation equations. In Table 1, we have included
a comparison between these PIL-Net components and those
from prior work for predicting atomic multipoles using
machine learning. As displayed in Table 1, EGNN,5 AIMNet,10

and CMPNN9 are the only methods that implement some
version of PIL-Net's listed physics-informed components in
their architectures. Collectively, these methods implement
a monopole total charge constraint, quadrupole trace
constraint, and physics-informed weighted loss function. Of
these prior work methods, CMPNN has the most overlap with
PIL-Net, incorporating three out of seven of PIL-Net's physics-
Table 1 Comparison of selected physics-informed components of the P
the literature for atomic multipole prediction. A checkmark indicates th
exists in the particular model, but the component's exact implementatio
table

Method
Monopole total
charge constraint

Monopole hydrogen
constraint

Quadr
constr

PIL-Net 3 3 3

EGNN5 3 3

DynamPol8

AIMNet10

CMPNN9 3 3

D-ML-85 (ref. 11)

2204 | Digital Discovery, 2025, 4, 2198–2213
informed components. Therefore, the majority of the physics-
informed components implemented in PIL-Net's architecture
are unique in the literature for atomic multipole prediction
using machine learning. In the following paragraphs, we detail
the similarities and differences between PIL-Net's imple-
mentation of these components and the prior works'
implementations.

Ensuring charge conservation through redistributing
charges within a molecule (i.e., with some form of a monopole
total charge constraint) is common in the literature for pre-
dicting atomicmonopoles. However, EGNN5 and CMPNN9 apply
these corrections to all molecules, regardless of whether the
sum of the charges indicates the need for redistribution. Since
neural networks operate on oating point numbers, which
cannot represent real numbers exactly, the sum of the atomic
monopoles may not equal the net charge of the molecule
exactly. As such, we designed the PIL-Net total charge enforce-
ment scheme to allow for some exibility regarding the exact
value of the monopole sum. Therefore, we only apply the
correction when the absolute difference between the monopole
sum and net charge is sufficiently large. EGNN5 and CMPNN9

also describe the process of enforcing traceless quadrupole
tensors. Here, PIL-Net does enforce this constraint for all
molecules, since we could verify prior to training that the trace
of the quadrupoles in the training set is sufficiently small.

PIL-Net's weighted loss function combines the individual
loss scores of each multipole type, scaled by the width of each
multipole's distribution. The PIL-Net weighting scheme is to
prevent multipoles coming from wider distributions (and
consequently resulting in errors of larger magnitude) from
dominating the loss function, biasing the network towards
prioritizing its loss at the expense of the other properties.
CMPNN9 identies that it weights its loss function in accor-
dance with the relative importance of eachmultipole type, but it
does not mention this weighting scheme being a function of the
distribution of the atomic multipole properties. AIMNet10 uses
a weighting scheme for its loss function, where it scales the
contribution of the different target properties to enforce their
equal contribution to the loss function. However, the AIMNet
loss function combines loss scores from charges, energies, and
volumes, each having a different associated weight. In AIMNet,
all charge properties have the same weight, whereas PIL-Net
IL-Net architecture and several reported machine learning methods in
at some version of the corresponding physics-informed component
n may differ. The current work's method is listed in the first row of the

upole trace
aint

Octupole trace
constraint

Weighted loss
function

Molecular moment
approx. equation

3 3 3

3

3

© 2025 The Author(s). Published by the Royal Society of Chemistry
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associates each atomic multipole charge type with a different
weight.

3 Results

In this section, we begin by describing the soware libraries and
hardware employed to implement and run our experiments
using the PIL-Net framework. Then we detail our PIL-Net
hyperparameter selection process. Finally, we describe the PIL-
Net training procedure and present our main experimental
results. Our out-of-domain experimental results can be found in
ESI Section S12.†

3.1 Libraries and hardware

We employed the machine learning libraries PyTorch53 and
Deep Graph Library57 to implement the PIL-Net framework. Our
code was run on a single NVIDIA A100 GPU58 on the Gilbreth
community cluster59 at Purdue University.

3.2 Hyperparameters

Through the hyperparameter tuning procedure described in ESI
Section S4,† we decided to use a PIL-Net model with a depth of
ve convolutional layers and a width of 256 hidden neurons per
layer in the following experiments. The bound of 10−2 e for the
monopole total charge physics-informed constraint was
decided via inspection. We computed a sum over the atomic
monopole vectors for each molecule in the training set. The
absolute value of all the sums exists in the range [0, 10−2] e for
the atomic monopole property, as shown in Fig. S3 of the ESI.†
There is some room to further tighten this bound, but we did
not want to be too stringent in case the validation or test set's
distribution differed slightly.

3.3 Training procedure

We now turn to describing the remaining components of our
PIL-Net experimental set-up. In each experiment, 900k, 100k,
and 13k molecular conformations were included in the
training, validation, and test sets, respectively, in accordance
with the splits identied in the HDF5 les of the QM Dataset for
Atomic Multipoles.5 In our experiments, we trained three
Table 2 Mean Absolute Error (MAE) results of PIL-Net and several repo
prediction. Section 1 and Methods subsection 2.4 provide further informa
correspond to atomic monopole, atomic dipole, atomic quadrupole, an
written reflects the precision reported in the corresponding papers. The
of the error for PIL-Net's prediction of the q, m, q, and U properties was 5
QMDFAM dataset file sizes differ from those reported in the correspon
training set sizes

Method Train + valid Test Elements MAE q (e

PIL-Net 1m 13k C, H, O, N, F, S, Cl 7.4 × 1
EGNN5 850k 13k C, H, O, N, F, S, Cl 2.19 × 1
CMPNN9 42k 5k C, H, O, N, F, S, Cl, P, Br 3 × 1
D-ML-85
(ref. 11)

2.7k 500 C, H, O, N, F, S, Cl 4 × 1

© 2025 The Author(s). Published by the Royal Society of Chemistry
separate PIL-Net models for 200 epochs each. Additional
information regarding the PIL-Net training procedure can be
found in ESI Section S4.† All results reported in this work are
averaged across three PIL-Net models unless stated otherwise.
3.4 Model evaluation metrics

The evaluation metrics used in these experiments are Mean
Absolute Error (MAE), coefficient of determination (R2), Root
Mean Squared Deviation (RMSD), and Pearson Correlation
Coefficient (PCC). Their corresponding equations can be found
in ESI Section S5.†
3.5 Chemical accuracy

The chemical accuracy of a molecular property is the accuracy to
which it needs to be computed to make useful predictions,
matching or exceeding experimental accuracy. In the context of
multipole moments, this is the accuracy needed for practical
purposes, such as in molecular modeling. Partial charge,
a similar property to the atomic monopole moment, has
a chemical accuracy of 0.01 e.10 The chemical accuracy for the
dipole moment property is 0.01 D, or approximately 0.0021 eÅ.60

For the higher-order multipole moments, quadrupole and
octupole, the experimental data are not very accurate and
different measurements oen disagree.2 Therefore, it is difficult
to assign a desired chemical accuracy to these properties.
3.6 Atomic multipole prediction results

We now report the PIL-Net atomic multipole moment predic-
tion results. In addition to using chemical accuracy as a metric,
we demonstrate PIL-Net's effectiveness in predicting atomic
multipole moments through comparison with other computa-
tional methods, in Tables 2, 3 and 5. Section S11 of the ESI†
provides insight into how the PIL-Net predictive error changes
as a function of training set size.

In Table 2, we compare PIL-Net's MAE results for the atomic
monopole, dipole, quadrupole, and octupole properties with
those from other machine learning models. PIL-Net exceeds the
chemical accuracy for the atomic monopole and dipole prop-
erties with mean absolute errors of 0.0074 e and 0.0020 eÅ,
respectively. Comparing PIL-Net's atomic multipole results to
rted machine learning methods in the literature for atomic multipole
tion about these machine learning methods. The symbols q, m, q, and U

d atomic octupole, respectively. The precision with which the error is
current work's results are displayed in boldface. The standard deviation
× 10−5, 4 × 10−5, 6 × 10−6, and 3 × 10−6, respectively. Note that the

ding EGNN paper;5 this causes a difference in the PIL-Net and EGNN

) MAE m (eÅ) MAE q (eÅ2) MAE U (eÅ3) Train time (hours)

0−3 2.0 × 10−3 1.2 × 10−3 1.3 × 10−3 17
0−3 6.4 × 10−4 6.3 × 10−4 — —
0−3 2 × 10−3 3 × 10−3 — 132
0−2 6 × 10−2 1.3 × 10−2 — —

Digital Discovery, 2025, 4, 2198–2213 | 2205
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those of other methods, PIL-Net has lower error compared to D-
ML-85 (ref. 11) for all recorded properties and is within an order
of magnitude of the error for all EGNN5 and CMPNN9

properties.
In terms of training time, PIL-Net took approximately 17

hours and CMPNN9 took 132 hours. The other machine learning
methods did not report training time. Both PIL-Net and CMPNN
trained on small molecules. CMPNN had a greater diversity of
elements in its dataset, but PIL-Net's training set size is over 23
times larger. Both PIL-Net and CMPNN trained on the atomic
monopole, dipole, and quadrupole properties, but PIL-Net also
trained on the atomic octupole property. In terms of hardware,
PIL-Net ran on a single NVIDIA A100 GPU58 with a FP32 (single-
precision oating-point format) performance of 19.5 teraops,
while the CMPNN model was run on a single NVIDIA P100
GPU.61 The CMPNN paper did not report the precision used, but
the NVIDIA P100 GPU has a FP32 performance of 9.3 teraops.
PIL-Net's hardware is newer with 2.1 times greater performance
than that of CMPNN. Nevertheless, PIL-Net trained over seven
times faster than CMPNN, so PIL-Net's training time appears to
be superior.

To our knowledge, the AIMNet paper10 contains the only
machine learning-derived atomic octupole predictive results
reported in the literature, but AIMNet does not report MAE or R2

for its atomic multipole results. The most similar evaluation
metric to MAE that the AIMNet paper reported is root mean
squared deviation (RMSD). As a result, we compute the RMSD of
our PIL-Net atomic octupole results and compare it with that of
AIMNet in Table 3, separate from our other reported results. We
also include a comparison with AIMNet's atomic dipole and
quadrupole results in Table S2 of the ESI.† The AIMNet paper
does not report atomic monopole results.

At RMSD 0.0024 eÅ3, PIL-Net's error is 12.4× smaller than
that of AIMNet, which is more than one order of magnitude
less than that of AIMNet, making this a state-of-the-art result.
Besides that, AIMNet trained on a dataset that provided the
norms of atomic octupole vectors, as opposed to the atomic
octupole vectors themselves. This difference makes PIL-Net's
performance even more impressive, as predicting a vector of
ten values is more challenging than predicting a single scalar
value. A contributing factor to PIL-Net's superior perfor-
mance could be the four physics-informed constraints that
PIL-Net incorporates, but AIMNet does not, as shown in
Table 1. The two best performing models (excluding PIL-Net),
EGNN and CMPNN, were the only models that incorporated
Table 3 Root Mean Squared Deviation (RMSD) results for PIL-Net and AI
subsection 2.4 provide further information about AIMNet. The symbol U c
includes training over additional properties as well. The precision with w
corresponding paper. The current work's results are displayed in boldfa
predictions was 7 × 10−6. *AIMNet's atomic octupole dataset values are

Method Train + valid Test Eleme

PIL-Net 1m 13k C, H,
*AIMNet10 9m 156k C, H,

2206 | Digital Discovery, 2025, 4, 2198–2213
some of the PIL-Net model constraints and not only
a weighted loss function.

In terms of hardware, PIL-Net ran on a single NVIDIA A100
GPU58 with a FP32 (single-precision oating-point format)
performance of 19.5 teraops. AIMNet used four GPUs in
parallel for model training, including dual NVIDIA GTX 1080
GPUs,62 each GPU with 8.87 teraop FP32 performance. In
terms of training time, PIL-Net took approximately 17 hours and
AIMNet10 took 270 hours, nearly 16× longer. Both PIL-Net and
AIMNet trained on small molecules, composed of the same
elements, but AIMNet's training set size was more than 9× the
size of PIL-Net's training set. However, AIMNet trained on
energies, volumes, and forces in addition to charge properties,
likely increasing the training time further. Given the differences
in the experimental setups, it is difficult to compare the training
time for these two models, but taking all this into account, PIL-
Net and AIMNet seem to be about on par in training time.

Fig. S4 in the ESI† provides additional insight into PIL-Net's
training time. This gure depicts the PIL-Net validation loss
over the full course of training for each of the atomic multi-
poles. Most progress in terms of reduction in validation loss is
made within the rst 100 epochs of training. As a result, if one
were time-constrained, an option would be to end training early
(50% through), resulting in a mostly converged model, while
cutting training time in half.

Perhaps counter-intuitively, in Table 2, the predictions for
the higher-order properties (e.g., atomic quadrupoles) appear
more accurate than those of the lower-order properties (e.g.,
atomic monopoles), when one would expect the higher-order
properties to be more difficult to predict. This disparity in error
is due to the disparity in the width of the distributions of the
properties (i.e., the atomic monopoles come from a wider
distribution than that of the atomic quadrupoles, as displayed
in Fig. S2 of the ESI†). As a result, the absolute errors for the
atomic monopoles, for example, are larger than those of the
atomic quadrupoles. This is why, during training, as described
in eqn (7), the PIL-Net framework scales the loss contribution of
each multipole type by the width of its distribution.

In Table 4, we display the unweighted vs. weighted training
loss for each atomic multipole during an example PIL-Net
training epoch. Looking at the unweighted column in Table 4,
the loss associated with the atomic monopoles is more than 10
times greater than that of each of the other properties. Yet,
following re-weighting, one can see that in actuality, the atomic
monopole is the easiest property to train on (smallest weighted
MNet for atomic octupole moment predictions. Section 1 and Methods
orresponds to the atomic octupole. For both models, the training time
hich the AIMNet error is written reflects the precision reported in the
ce. The standard deviation of the error for PIL-Net's atomic octupole
given as norms of vectors, as opposed to full vector representations

nts RMSD U (eÅ3) Train time (hours)

O, N, F, S, Cl 2.4 × 10−3 17
O, N, F, S, Cl 2.98 × 10−2 270

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 4 Unweighted and corresponding weighted mean squared
error training loss for each atomic multipole property during Epoch
193 of a PIL-Net model

Atomic multipole Unweighted Weighted

Monopole (e) 1.06 × 10−4 1.18 × 10−4

Dipole (eÅ) 9.10 × 10−6 1.29 × 10−4

Quadrupole (eÅ2) 3.91 × 10−6 2.24 × 10−4

Octupole (eÅ3) 5.22 × 10−6 4.82 × 10−4

Total 1.25 × 10−4 9.53 × 10−4
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loss), followed by the atomic dipole, quadrupole, and octupole,
as expected. Without this loss function weighting scheme, PIL-
Net training might have become overly biased towards reducing
the atomicmonopole loss at the expense of the other properties.

In Fig. 3, we display the PIL-Net mean absolute error results,
grouped by element. There is a similar trend amongst the four
Fig. 3 PIL-Netmean absolute error results for each element in the test
dataset.

Table 5 Coefficient of determination (R2) results of PIL-Net and several re
prediction. Section 1 and Methods subsection 2.4 provide further informa
correspond to atomic monopole, atomic dipole, atomic quadrupole, an
lations are written reflects the precision reported in the corresponding pa
deviation of the error for the PIL-Net R2 results for the q, m, q, and U prope
R2 results for D-ML-85 correspond to the Pearson correlation coefficient
excludes the F and Cl atoms. The R2 values for the F and Cl atoms sepa

Method Train + valid Test Elements

PIL-Net 1m 13k C, H, O, N, F, S, Cl
*D-ML-85 (ref. 11) 2.7k 500 C, H, O, N, F, S, Cl
DynamPol8 1.3k 1.3k C, H, O, N
CMPNN9 42k 5k C, H, O, N, F, S, Cl, P, Br

© 2025 The Author(s). Published by the Royal Society of Chemistry
multipole types, where sulfur has a large error relative to the
other elements while hydrogen's error is low. One reason for
this phenomenon might be that multipoles are more difficult to
model for more complex elements such as sulfur. Moreover,
many more hydrogen atoms exist in the training set compared
to sulfur, as displayed in Table S1 in the ESI.† However, while
these two reasons may be factors in the error discrepancies
amongst the elements, there must be additional factors since
chlorine also has great complexity relative to the other
elements, but exhibits less error than sulfur. Additionally,
uorine has less representation in the dataset than sulfur, but
also exhibits smaller error. An additional explanation could be
that the QMDFAM dataset was calculated at the PBE0-D3BJ/
def2-TZVP level of theory, meaning that diffuse functions were
not included in the basis set. Diffuse functions aid in describing
the portion of the atom's electron density that is distant from
the nucleus. Out of the H, C, N, O, F, S, and Cl elements, sulfur
has the largest atomic radius and therefore the largest electron
cloud. As a result, the density functional theory calculations
likely produce worse representations of the sulfur atoms
compared to the other atoms, leading to larger predictive errors
when attempting to model their behavior. A good direction for
future work may be to train PIL-Net using reference atomic
multipole moments originating from a more descriptive level of
theory and/or develop physics-informed constraints to target
the higher error elements more directly.

Next, in Table 5, we compare PIL-Net's coefficient of deter-
mination results with those of other machine learning models
that report the R2 metric. Section S11 of the ESI† provides
insight into how this correlation changes as a function of
training set size. Table 5 indicates that, across all the atomic
multipole results, PIL-Net demonstrates very high correlation
between the PIL-Net predicted values and the dataset reference
values, with all results exceeding 97% in R2 value. PIL-Net
outperforms two of the three models that report this metric: D-
ML-85 (ref. 11) and DynamPol.8 As expected, the results indicate
that the atomic monopole was the easiest property to learn,
followed by the increasingly higher-order properties: atomic
dipole, quadrupole, and octupole.

In Fig. 4, we include an additional view of how well corre-
lated PIL-Net's predicted values are with the dataset reference
portedmachine learningmethods in the literature for atomicmultipole
tion about these machine learning methods. The symbols q, m, q, and U

d atomic octupole, respectively. The precision with which the corre-
pers. The current work's results are displayed in boldface. The standard
rties was 2× 10−5, 6× 10−4, and 3 × 10−4, 1× 10−4, respectively. *The
. Furthermore, for the atomic monopoles, the reported R2 value of 0.97
rately were 0.17 and 0.68, respectively

R2 q (e) R2 m (eÅ) R2 q (eÅ2) R2 U (eÅ3) Train time (hours)

0.9988 0.9839 0.9794 0.9777 17
0.97 0.50 0.65 — —
0.983 0.931 0.867 — —
1.000 0.997 0.993 — 132

Digital Discovery, 2025, 4, 2198–2213 | 2207
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Fig. 4 Predicted vs. reference value results for the test dataset. Each
plot contains each scalar value in the atomicmultipole vectors, not the
magnitude of the vector. The predictions originate from one trained
PIL-Net model.
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values. Since the R2 standard deviation was very low across PIL-
Net models, we chose one model's predictions to be represen-
tative of the other two PIL-Net models. As such, this plot depicts
the predicted values from one trained PIL-Net model, as
opposed to an average of the predictions across the three
models. Since these predictions are near zero, averaging could
lead to cancellation errors from positive and negative predic-
tions. As displayed in Fig. 4, the atomic monopole predictions
have the best t, as expected for the lowest-order property. The
higher-order properties have excellent ts as well. The majority
of the data in the scatter plots follow the target y= x line. Where
there is error, its bulk is primarily distributed at the center of
each plot. This is because the majority of the reference target
data are centered around zero, as shown in Fig. S2 of the ESI.†
3.7 Molecular dipole moment approximation results

As dened in eqn (9), the PIL-Net framework approximates the
test set molecular dipole moments post-training as a function of
Table 6 The resultingMean Absolute Error (MAE) and coefficient of deter
dipole moment approximation equation (eqn (9)) vs. leaving it out (eqn (

MAE

Dipole moment approx. with m 6.59 ×

Dipole moment approx. without m 9.28 ×

2208 | Digital Discovery, 2025, 4, 2198–2213
the predicted atomic monopoles and dipoles, as well as atomic
position information.

Table 6 displays the resulting PIL-Net MAE and R2 results for
the molecular dipole moment property. Table 6 reveals that
incorporating PIL-Net's atomic dipole predictions into the
approximation equation (eqn (9)) resulted in a 29% decrease in
MAE and a 2.27% increase in R2 over using the standard point
charge model for approximating molecular dipole moments
(eqn (8)). Moreover, the improved R2 value, at 97%, nearly
matches that of the predicted atomic monopoles and dipoles,
indicating excellent correlation between the PIL-Net molecular
dipole moment approximations and the reference values.
Although training on the molecular dipole moments directly
would yield more accurate results, since PIL-Net uses separate
model weights for different target properties, this would
increase training time by a non-insignicant amount. Instead,
the PIL-Net framework can perform these post-training
computations to obtain molecular dipole moment predictions
over all the molecules in the test set in a fraction of a second.

Since the PIL-Net model implements the monopole total
charge constraint as a so constraint, only forcing redistribu-
tion of charge if the total charge within a molecule exceeds 10−2

e, one might question the impact this has on approximating the
molecular dipole moment. We tested this empirically by
training an additional PIL-Net model on the QM Dataset for
AtomicMultipoles5 that employed a hardmonopole total charge
constraint, redistributing the charge so that the sum of the
atomic monopole predictions equaled exactly zero for all
molecules in the training set. The results from this experiment
demonstrated that using a so constraint led to molecular
dipole moments with less error than using a hard constraint.
Section S7 in the ESI† contains details about the set-up of this
experiment and the implications of its results.

The MAE in the molecular dipole moments computed from
eqn (9), relative to the values given in the dataset, is due to
a number of factors. Since the atomic monopole and dipole
inputs to the equation are predictions and not ground truth
values, they have associated uncertainty. Additionally, since this
approximation equation is a model and not an exact equation,
there is also uncertainty in the equation itself. In ESI Section
S8,† we bound and analyze these uncertainties. Our conclusion
is that there is little uncertainty in the model itself, so using eqn
(9) to approximate molecular dipole moments is a good option
if training time is a limiting factor. Furthermore, in the ESI
Section S9,† we dene equations for approximating both the
molecular quadrupole moment and the molecular octupole
moment. We also record their respective MAE and R2 metrics
when compared to PSI4 (ref. 63) reference calculations.
mination (R2) from including the atomic dipole term (m) in themolecular
8)), as well as the corresponding standard deviations

(eÅ) R2

10−2 (�6 × 10−4) 0.9697 (�3 × 10−4)
10−2 (�5 × 10−4) 0.9482 (�5 × 10−4)

© 2025 The Author(s). Published by the Royal Society of Chemistry
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3.8 Ablation study: PINN vs. non-PINN

In the following set of experiments, we sought to evaluate the
effect of the PIL-Net physics-informed constraints and weighted
loss function on the PIL-Net model's predictive performance. In
this manner, we can investigate to what extent these compo-
nents assist the model in producing accurate atomic multipole
moment predictions. To that end, we trained three PIL-Net
models (denoted non-PINN) without the physics-informed
model constraints or weighted loss function, averaged their
results, and compared them to the original physics-informed
PIL-Net models (denoted PINN). Fig. 5 displays how the mean
absolute error from each constraint changes throughout
training for both the PINN and non-PINN models. To form the
subplot for the monopole total charge constraint, for example,
we computed the sum of the atomic monopole predictions
associated with each molecule and calculated the mean abso-
lute error with respect to the sum of the reference atomic
Fig. 5 The training error (log scale) derived from the physics-informed
constraints during epochs 10 through 25 of model training. The PINN
model is the PIL-Net architecture with the physics-informed
constraints and weighted loss function, and non-PINN is the PIL-Net
model architecture without these physics-informed components.
Epochs 10 through 25 are shown for better visualization clarity due to
large-scale variations at the beginning of training. Since this error was
computed for illustrative purposes and did not contribute to model
training, for each training epoch, this error was calculated for one
molecule per mini-batch (a total of 3.4k molecules) and averaged
across the mini-batches.

© 2025 The Author(s). Published by the Royal Society of Chemistry
monopole predictions for each molecule. Fig. 5 indicates that
the monopole total charge, quadrupole trace, and octupole
trace constraints included in the PINNmodel were very effective
in reducing the constraint error, relative to the non-PINNmodel
learning the constraints implicitly.

While the PINN errors from the monopole hydrogen (MH)
constraint are very small, retaining their value around order 1×
10−5, the reason the PINN error is similar to that of non-PINN is
because PIL-Net applies the monopole total charge (MTC)
constraint following the application of the MH constraint. Since
the MTC constraint subtracts the mean atomic monopole value
from the atomic monopole predictions, this redistribution of
charge can cause some of the atomic monopole predictions
associated with the hydrogen atoms to become negative. When
implementing the two atomic monopole constraints, it was
decided that the MTC constraint was more important to opti-
mize in PIL-Net because the MTC constraint involves all the
atoms in the molecule as opposed to only the hydrogen atoms.
An additional deciding factor was that the MTC error for non-
PINN is two orders of magnitude larger than the MH error for
non-PINN, so the former had more room for error
minimization.

Regarding the uctuations for PINN and non-PINN in the
MH constraint subplot, these are more apparent compared to
the other constraints' subplots because the range of error the
MH constraint subplot covers is much smaller (within one order
of magnitude). This limited range of y-values results in
a zoomed-in subplot that makes the oscillations more apparent
compared to the other subplots. In the future, the MTC
constraint charge redistribution procedure could be modied
to guarantee that none of the atomic monopole predictions for
hydrogen are made negative. Introducing this change should
cause the MH constraint error for PINN to decrease beyond the
non-PINN error, which would also reduce the appearance of
uctuations in the MH constraint subplot. However, modifying
the MTC constraint procedure may also worsen the results for
the MTC constraint, so there would likely need to be a tradeoff
between the two constraints to ensure that neither is too
negatively affected.

Fig. 6 displays the effects on the PIL-Net validation loss of
including the physics-informed constraints versus removing
them. Although we used the weighted loss function to train the
PINN model, we plot the corresponding unweighted loss for
both the PINN and non-PINN models for a more equal valida-
tion loss comparison. According to Fig. 6, all the physics-
informed constraints improved their corresponding atomic
multipole property predictions at the beginning of training. The
constraints allowed the PIL-Net model with physics-informed
constraints (PINN) to converge faster than the PIL-Net model
without the constraints (non-PINN). Fig. 6 also shows that the
PINN and non-PINN performance for the atomic dipole
moment was very similar. This is expected because the PINN
model does not contain a dipole moment constraint. For the
dipole moment property, the PINN and non-PINN architectures
are effectively the same, except for the weighted loss function.
As such, the gure also reveals that the weighted loss function
Digital Discovery, 2025, 4, 2198–2213 | 2209
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Fig. 6 Validation loss for PINN vs. non-PINN models for epochs 10
through 25 of training. The PINN model is the PIL-Net architecture
with the physics-informed constraints and weighted loss function, and
non-PINN is the PIL-Net model architecture without these physics-
informed components. Epochs 10 through 25 are shown for better
visualization clarity due to large-scale variations at the beginning of
training.

Table 7 Mean Absolute Error (MAE) and coefficient of determination
(R2) results from reconstructing the electrostatic potential on the vdW
surface of the QMDFAM test set molecules as a function of the atomic
multipole moment predictions up to and including a particular order.
For example, “up to quadrupoles” indicates that the ESP was recon-
structed as a function of the atomic quadrupole predictions, as well as
the lower-order atomic monopole and dipole predictions

Multipole type MAE (kcal mol−1) R2

Up to monopoles 1.29 (�5 × 10−3) 0.9248 (�3 × 10−4)
Up to dipoles 1.03 (�3 × 10−3) 0.9417 (�4 × 10−5)
Up to quadrupoles 0.82 (�4 × 10−3) 0.9538 (�2 × 10−4)
Up to octupoles 0.80 (�5 × 10−3) 0.9015 (�2 × 10−2)
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does not appear to have much impact on the atomic dipole
moment property during the early stages of training.

For the other atomicmultipole properties, as shown in Fig. 6,
the PINN model outperforms the non-PINN model in validation
loss during the rst 25 epochs, or 12.5%, of training. Around the
25-epoch mark, the losses from the two model frameworks
begin to meet. In subsequent epochs, the validation loss of the
two frameworks becomes approximately equal when training
has proceeded long enough for the non-PINN model to match
the PINN performance. Yet, as shown in Fig. 5, at epoch 25, the
non-PINN model's constraint error is still several orders of
magnitude larger than that of PINN for all constraints except
monopole hydrogen. As such, completely eliminating the error
for these constraints does not appear to be a requirement for
obtaining low loss, once the constraint error is small enough
and the model has been trained for sufficiently long. As future
work, it would be interesting to identify a constraint for which
the constraint error must approach zero for the loss to continue
reducing.

This ablation study also demonstrates that incorporating the
physics-informed constraints in the model has a minimal
impact on the training time. Applying the four PINN model
constraints resulted in an additional cost of 4.4 seconds per
epoch, accounting for only 1.5% of overall training time.
Additionally, the PINN model only incurred an additional cost
2210 | Digital Discovery, 2025, 4, 2198–2213
of 0.2 seconds per epoch from multiplying the loss function
components by the pre-computed weights, amounting to near-
negligible additional training time. Consequently, the PIL-Net
model with physics-informed constraints contributes very little
additional cost, making it excellent to use, even in time-con-
strained scenarios.

Finally, beyond improving model performance, these
constraints can serve as a framework for greater model inter-
pretability. Broadly, our PIL-Net framework is a testbed for what
one presumes to know about the laws that govern the physical
world. If the physical assumptions (and therefore the physics-
informed model constraints) were incorrect, this gap in
knowledge would reveal itself in these results. For example, if
the sum of the atomic monopoles of a molecule did not equal
the net charge of the molecule, PIL-Net's explicit redistribution
of the charges to enforce this constraint would result in elevated
error. The non-PINN models would instead outperform PINN in
validation loss. As such, one can use PIL-Net as a general
framework to conrm or reject hypotheses relating to the
molecules that exist in any dataset. Furthermore, one can apply
these physics-informed constraints in isolation to discover the
inuence a particular constraint has on the overall loss.

3.9 Application: electrostatic potential reconstruction

In the nal set of experiments, the PIL-Net predicted atomic
multipole moments were applied to the downstream task of
accurately reconstructing the electrostatic potential (ESP) on the
van derWaals (vdW) surface of the test set molecules. The ESP is
an important molecular property because it provides a complete
picture of the electrostatic environment at different spatial
points on the surface of a molecule. Details about the ESP
dataset reference values and the equations used for ESP
reconstruction can be found in ESI Section S13.†

Table 7 displays the mean absolute error (MAE) and coeffi-
cient of determination (R2) results from using increasingly
higher-order multipole moments to reconstruct the electro-
static potential on each molecular surface. As indicated by the
table, the error decreased with the addition of each higher-order
atomic multipole moment type. In particular, the addition of
the atomic quadrupole moment predictions and then the
atomic octupole moment predictions placed the ESP recon-
structive error within the chemical accuracy for the property
(1 kcal mol−1). The R2 correlation increased with the addition of
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 The electrostatic potential (ESP) on the vdW surface of mole-
cule 1 from the QMDFAM test set, approximated as a function of PIL-
Net atomic multipole predictions up to and including the atomic
octupole moments (top). Molecule 1 has CID 10778246.64 The differ-
ence between the QMDFAM reference ESP calculations and the
reconstructed ESP values (ESPref − ESPrec) for this molecule (bottom).
The mean absolute error in the ESP reconstruction is 0.56 kcal mol−1

and the maximum absolute error is 2.24 kcal mol−1.
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each higher-order atomic multipole moment contribution, with
the exception of the atomic octupole moment. While the ESP
reconstruction up to the octupole moment is still well-corre-
lated at 90%, the correlation is worse than that of only using the
atomic monopoles in the reconstruction. This distinction might
be due to the octupoles improving the representation of the
asymmetries in local areas of the ESP, resulting in smaller MAE,
but not generalizing as well to the full ESP.

Fig. 7 displays the ESP of a test set molecule from the QM
Dataset for Atomic Multipoles5 (QMDFAM), reconstructed using
atomic multipole moment predictions up to and including
atomic octupoles from one trained PIL-Net model. The gure
also displays the error in this ESP reconstruction with respect to
the reference ESP values available in the QMDFAM. Fig. 7
depicts visually that there is very little error in the ESP recon-
struction, providing an additional view of the strength of
reconstructing the ESP as a function of the PIL-Net predicted
atomic multipole moments.
4 Discussion and conclusion

In this paper, we have introduced PIL-Net, a physics-informed
graph convolutional neural network, capable of predicting
© 2025 The Author(s). Published by the Royal Society of Chemistry
atomic multipole moments quickly and with low error. The PIL-
Net predictions for the atomic octupole property are state-of-
the-art, and the error in the predictions for the lower-order
atomic multipole properties is within chemical accuracy and/or
within an order of magnitude of what is reported in the litera-
ture. Moreover, following training on the atomic multipole
moments, we showed that PIL-Net can approximate molecular
multipole moments in a fraction of a second, as a function of
PIL-Net's predicted atomic multipoles. We also demonstrated
how the PIL-Net physics-informed constraints and scaled loss
function contribute to the PIL-Net model performance, as well
as described how PIL-Net can be used as a testbed for validating
hypotheses about the physical world. Beyond that, we applied
the PIL-Net atomic multipole moment predictions to the
downstream task of accurate electrostatic potential recon-
struction. Furthermore, we showed that the PIL-Net model can
perform well in an out-of-domain setting, indicating its trans-
ferability to other molecular datasets.

In the future, we would like to expand our physics-informed
constraints to incorporate coverage for additional molecular
properties, such as those related to energies, structures, and
forces. An additional avenue to explore is applying transfer
learning to train a PIL-Net model on a higher-order property,
such as atomic octupoles, and then ne-tuning the model on
the lower-order atomic multipole properties. Using transfer
learning in such a way may result in predictions that approach
the accuracy of the original predictions, but obtained in even
less time.

Data availability

The soware for the PIL-Net framework can be found at https://
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ethz-b-000509052. The dataset authors have made related
soware available at https://github.com/rinikerlab/
EquivariantMultipoleGNN. The ANI-1x dataset10,20,48,49 is
available at https://doi.org/10.6084/m9.gshare.c.4712477.v1.
The dataset authors have made related soware available at
https://github.com/aiqm/ANI1x_datasets.
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