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The advent of hybrid computing platforms consisting of quantum processing units integrated with

conventional high-performance computing brings new opportunities for algorithm design. By

strategically offloading select portions of the workload to classical hardware where tractable, we

may broaden the applicability of quantum computation in the near term. In this perspective, we

review techniques that facilitate the study of subdomains of chemical systems with quantum

computers and present a proof-of-concept demonstration of quantum-selected configuration

interaction deployed within a multiscale/multiphysics simulation workflow leveraging classical

molecular dynamics, projection-based embedding and qubit subspace tools. This allows the

technology to be utilised for simulating systems of real scientific and industrial interest, which not

only brings true quantum utility closer to realisation but is also relevant as we look forward to the

fault-tolerant regime.
1 Introduction

Quantum computers are a natural platform for simulating
chemical systems as they can encode quantum states in linear
space, rather than the exponential space required by classical
devices. So far, they have been successful in realising small-
scale demonstrations of electronic structure calculations. The
variational quantum eigensolver (VQE) has facilitated simula-
tions of up to 12 qubits,2–35 while more recent developments in
quantum-selected conguration interaction (QSCI) have
unlocked scales up to the 77-qubit level.36–44 For the rst time in
the chemical sciences, simulations in excess of 100 qubits are
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within sight. However, all the above works have been limited to
gas-phase calculations, either to study small (oen diatomic)
systems in minimal atomic orbital basis sets, or modest active
spaces of larger molecules and/or basis sets. In order to reach
themilestone of quantum utility in this eld, in which quantum
computers can produce viable solutions to problems beyond the
reach of exact solutions, there must be development in
quantum-enhanced simulation of typical chemical workloads
which include modelling the effects of large-scale environment
regions such as solvents, biomolecules and surfaces.

The hybrid quantum mechanics/molecular mechanics (QM/
MM) method is widespread, and allows one to situate
a quantummechanical calculation within a classical medium of
point-charges, resolved using molecular mechanics (MM). The
possibility of integrating quantum computational resources in
QM/MM has been suggested,45–50 but implementations on real
quantum devices are scarce and do not make appreciable use of
the hardware, nor provide any scalability guarantees.51–54 It is
becoming increasingly common to see quantum processing
units (QPUs) being integrated with high-performance
computing (HPC) platforms, bringing with it a need for
computational workloads that challenge both quantum and
classical resources. The QM/MM framework provides a realistic
route towards achieving large-scale simulations that fully utilise
the augmented capabilities of heterogeneous HPC + QPU
systems.55–58
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The motivation behind attempting such a computation lies
in the exploration of the abilities of quantum computing in
chemistry and material science, particularly in assisting
calculations on systems which have complex electronic inter-
actions within a large system. Prominent examples include
catalysis and biomolecular systems. While current evidence
for quantum advantage in stand-alone (i.e. full system)
quantum chemistry simulations requires further work;59 we
believe that a reasonable application of near-term quantum
hardware is the deployment of quantum algorithms in a small,
highly-correlated region of a much larger classical QM/MM
routine.

Sections 2, 3 and 4 are dedicated to reviewing techniques
that can be used to reduce the quantum resources required to
simulate a chemical system, many of which we utilise in a proof-
of-concept demonstration presented in Section 5. Combined
application of the methods discussed within this article allows
quantum computation to be deployed within large-scale
chemical simulation workows, providing a practical route to
scientic and industrial utility for the technology.

Section 2 discusses classical techniques for treating large-
scale environmental effects, including QM/MM for general envi-
ronments and continuum models designed specically for
solvents. In Section 3 we review two embedding techniques;
projection-based embedding (PBE) is chemically-motivated and
allows a QM calculation to be conducted at two different levels of
chemical theory, while density matrix embedding theory (DMET)
leverages the Schmidt decomposition in a similar vein as tensor
networks to embed a subsystem within a surrounding bath. In
Section 4 we review qubit subspace techniques that exploit
(approximate) symmetries for additional resource reduction,
such as qubit tapering and the contextual subspace method.

As a proof-of-concept for this approach, we present a work-
ow in Section 5 (also visually outlined in Fig. 1) where a QSCI
simulation of the proton transfer mechanism in water, related
to the structural debate over the aqueous form of the hydro-
nium ion [H3O]

+,60 is performed. The results were obtained from
the IQM 20-qubit superconducting device, integrated
with the HPC cluster SuperMUC-NG at the Leibniz Super-
computing Centre (LRZ). While the QM/MM framework allows
for the study of large chemical systems, realistic candidate
structures for the QM subdomain are typically too large to be
directly solved using quantum computers. One must therefore
layer additional quantum embedding and qubit subspace
methodologies to further distil the problem for feasibility on
near-term quantum hardware.

2 Classical chemical environments

Methods to embed a more accurate quantum model within an
extended classical region are motivated by prohibitive compu-
tational cost for full-system ab initio treatment. These methods
allow for important classical effects to be included within
quantum chemical calculations, such as the presence of
complex molecular structures and surfaces, as well as solvation
baths. Here we discuss two modes for treating these external
environments; an explicit description via quantum mechanics/
3428 | Digital Discovery, 2025, 4, 3427–3444
molecular mechanics (QM/MM), and an implicit description via
continuum models.
2.1 Quantum mechanics/molecular mechanics

The QM/MM method has emerged as a popular technique for
studying many chemical systems where full treatment at the two
individual levels of theory is either intractable or insufficient for
modelling the desired properties. For example, this will be the
case in biological systems where metal–ion coordination
complexes contain regions of high electron correlation.61,62 The
method has also been used extensively throughout other elds in
chemical/materials simulation, including photochemistry,63

surface chemistry,64 and condensed matter physics.65 Even the
use of favourably scaling quantum chemistry methods like DFT
on systems like these can be challenging, and classical force-eld
approaches cannot capture all the relevant electronic effects.

Introduced in 1976 by Warshel and Levitt,66 the idea of QM/
MM is simple: treat a region of chemical interest with a high-
accuracy, computationally-expensive quantum chemistry
method, and the rest of the system is modelled with the less
accurate but computationally cheaper MM. This partitioning
clearly relies on the assumption that the targeted electronic effects
within the QM region aremainly local and do not depend on long-
range interactions with parts of the system within the MM region.

It is easy to nd the individual energies of the QM and MM
regions applied at their respective levels of theory, but including
the interactions between the two regions is where the crux of
implementing QM/MM lies. A simple approach is known as
subtractive coupling, where the total energy is given by

EQM/MM(sub)
full := EQM

QM + EMM
full − EMM

QM , (1)

where the subscripts indicate which region is included in the
computation and the superscripts denote the level of theory
applied to that region. As the only QM calculation in the
subtractive scheme is applied to the QM region, the interactions
between the QM and MM regions are treated at the MM theory
level. It is easy to implement as the QM and MM codes do not
need to communicate with each other, however there are some
key disadvantages to this method including the inability to
model the effect of polarisation of the QM region by the MM
atoms.61 The most common example of subtractive QM/MM is
the ONIOM method.67,68

To capture some of these additional effects, the additive
class of coupling methods can be used. In general, these
methods consider the three types of interactions separately and
sum them to get the total energy, for example

EQM/MM(add)
full : = EQM

QM + EMM
MM + EQM/MM

full , (2)

where the third term includes the elusive QM/MM couplings.45

This coupling term can take several forms, most commonly:
� Mechanical embedding: the interactions are treated at the
MM level, i.e. the usual MM force eld parameters are used
to model bonds, angles, torsions etc. between bonded QM
and MM atoms and Lennard-Jones and Coulomb potential
terms for non-bonded atoms.69
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Multiscale simulation workflow for embedding quantum computational capabilities within a surrounding classical molecular dynamics
environment. The workflow consists of several nested layers of abstraction. At the highest level, we identify some molecular target entity within
a larger system; while the former is resolved via quantum mechanics (QM) methods, the latter is treated at the classical molecular mechanics
(MM) level for computational tractability. Within the QM region, the molecule is further partitioned into an active subsystem and surrounding
environment via projection-based embedding (PBE), allowing a subdomain to be treated at a higher level of QM theory, while the environment is
rendered at the density functional theory (DFT) level. Finally, within the embedded QM subsystem we may deploy qubit subspace techniques to
further reduce the qubit overhead to utilise near-term quantum hardware in large-scale molecular simulation workflows. This allows us to
leverage quantum processing units (QPUs) integrated with high-performance computing (HPC) platforms. Sotorasib molecule in water solvent
drawn with VMD.1

© 2025 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2025, 4, 3427–3444 | 3429
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� Electrostatic embedding: the QM Hamiltonian includes
point charges from the MM environment as one-electron
terms in the Hamiltonian, thus allowing one-way polar-
isability of the QM atoms by the MM atoms (see eqn (3)).

� Polarisable embedding: both the QM and MM regions are
mutually polarisable and are solved in a self-consistent
procedure.70

As an example, the Hamiltonian for the QM region under
electrostatic QM/MM coupling (in atomic units) is

ĤQM=MM ¼ �1

2

XNel

i

Vi
2 þ

XNel

i

vðriÞ þ
XNel

i\j

1��ri � rj
��|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

a

þ
XNMM

A

XNQM

B

QAQB

jRA � RBj|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
b

�
XNMM

A

XNel

i

QA

jRA � rij|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
c

; (3)

where the three components a, b, c, correspond to the electronic
Hamiltonian, QM-MM nuclear repulsion, and QM-MM
electronic-nuclear attraction respectively. The other interac-
tion energies related to the MM region are accounted for by the
MM driver outside of this Hamiltonian.

In recent years, explorations of the potential use of quantum
computing in QM/MMworkows have appeared in the literature.
In a perspective piece by Blunt et al.,45 the scaling of the fault-
tolerant quantum phase estimation (QPE) algorithm was inves-
tigated within the context of large-scale biomolecular simula-
tions. Whilst it is noted that algorithmic advances such as
qubitization andHamiltonian truncation have reduced predicted
QPE runtimes by orders of magnitude, workows relevant to
pharmaceutical chemistry remain beyond the limits of reason-
able predicted resource expectations. It is therefore noted that
embedding approaches, specically QM/MMand the similar QM-
cluster approach will be essential for large scale chemical simu-
lations even in the fault-tolerant regime. Similarly, the review by
Capone et al.47 offers some ideas on the future of multiscale
chemical modelling with quantum computing, where embed-
ding strategies including QM/MM are likely to have an essential
role in enablingmore chemically-relevant studies using quantum
devices in the coming decades. Notwithstanding the many
improvements needed in quantum hardware and algorithms,
Santagati et al.48 acknowledge the potential for quantum
computing to enhance the precision of QM/MM like methods by
targeting the quantum computer at the region of highest electron
correlation in an extended system. Some simulated-VQE results
were presented by Ma et al.46 which made use of the many-body
expansion method, which was chosen for its potential for inte-
gration into larger scale QM/MM workows. In addition, polar-
isable embedding utilising a VQE subroutine to solve the
wavefunction parameters and dipole moments self-consistently
is introduced and performed on emulated hardware by Kjellg-
ren et al.,71 and subsequently emulated with GPU acceleration
within .72
3430 | Digital Discovery, 2025, 4, 3427–3444
There are also several examples of actual QM/MM workows
being performed on quantum hardware, where constrained
active spaces are employed to make the calculations feasible on
current devices. Izsák et al.51 performed a 4 electron, 4 orbital
(4e, 4o) active space energy evaluation of the enzyme ferredoxin
hydrogenase and the photosensitizer temoporn embedded
within larger classical environments on Rigetti super-
conducting hardware, with VQE and iterative QPE algorithms
respectively. Li et al.53 studied a minimal (2e, 2o) active space of
ve atoms of a cancer target and drug interaction. This work
embeds a VQE energy evaluation of this space on super-
conducting device within classical surroundings. Additionally,
an embedded (6e, 6o) active space computation of the proton
transfer step in carbonic anhydrase II was performed by
Ettenhuber et al.54 using both trapped-ion and superconducting
devices.

Finally, recent work by Weisburn et al.49 and Günther et al.50

develops a three-level QM/QM/MM embedding scheme, where
the two quantum regions are partitioned with bootstrap
embedding. Quantum computations in these works are
emulated, but they offer a potential path for multiscale chem-
ical calculations with real quantum device assistance.
2.2 Continuum models

Explicit solvent models, which treat solvent molecules individ-
ually, can be computationally prohibitive at a quantum
mechanical level, particularly for large systems. An efficient
alternative is the use of continuum solvation models,73 which
describe the solvent as a continuous dielectric medium, thereby
signicantly reducing computational cost while capturing key
solvation effects. A single solute molecule is immersed in an
innite solvent reservoir and treated at a homogeneous QM
level. This solute can be a supermolecule composed of multiple
molecules, including solvent molecules when appropriate. The
use of continuum models enables efficient quantum mechan-
ical calculations of the solute, allowing for the exploration of
molecular properties in solution and providing valuable
insights into solvent effects on structural stability, energetics
and spectroscopy. Two widely used continuum solvation
models are the polarisable continuum model (PCM)74 and the
conductor-like screening model (COSMO),75 both of which are
widely used in quantum chemistry and MD simulations for
applications such as reaction mechanisms, spectroscopy, and
drug design. This section discusses the principles, advantages
and applications of these two continuum-based approaches.

The PCM describes the solvent as a polarisable dielectric
continuum surrounding the solute.74 The solute, typically
treated at the quantum mechanical level, is embedded in
a cavity constructed within the dielectric continuum. The
solvent's response to the solute's charge distribution is
modelled typically by solving the Poisson equation to compute
the electrostatic potential at the cavity boundary. This potential
induces a reaction eld, which is incorporated into the solute's
Hamiltonian, effectively accounting for solvation effects.

PCM methods are highly versatile and can be applied to
a wide range of solvents and solutes. They are particularly
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00225g


Perspective Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
N

ov
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 1
0:

40
:5

6 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
effective for studying equilibrium properties, such as solvation
free energies, solvent shis in spectroscopy, electronic excita-
tion energies, and reaction mechanisms in solution. For
example, PCM has been employed within a time-dependent
DFT to investigate the shis in absorption and uorescence
energies in passing from apolar to polar solvent.76 While the
accuracy of the model depends on the choice of cavity
construction and dielectric constant used to model the solvent
environment, the exibility of PCM allows for the inclusion of
non-electrostatic contributions, such as dispersion and repul-
sion interactions, further improving the accuracy.77 The
computational cost of PCM scales with the complexity of the
cavity and the dielectric response, which can be a limitation for
large complex systems.

COSMO is another continuum solvation approach that
approximates the solvent as a conductor.75 The solvent's
response is computed by assuming that the dielectric constant
of the solvent is innite. This approximation leads to a signi-
cant simplication of the electrostatic equations, improving
numerical stability and convergence while keeping it compu-
tationally efficient. Aer the initial conductor-like screening,
a scaling factor is applied to account for realistic dielectric
effects. COSMO is particularly well-suited for rapid screening of
solvation effects in larger molecular systems, such as drug-like
molecules or materials. Its efficiency stems from the reduced
complexity of the electrostatic problem, which avoids the need
for iterative solutions of the Poisson equation.

An extension of COSMO, known as COSMO for real solvents
(COSMO-RS),78 integrates the continuum solvent approach and
statistical thermodynamics to describe solvent effects beyond
electrostatics, making it more predictive for thermodynamic
properties. This has made COSMO-RS a particularly useful tool
in applications such as solvation energy estimation, partition
coefficients, and drug design.

Both PCM and COSMO provide efficient means to model
solvation effects without the computational overhead of explicit
solvent simulations. PCM is particularly well-suited for high-
accuracy quantum chemical calculations due to its rigorous
electrostatic treatment, while COSMO and COSMO-RS are
advantageous in applications requiring stability and efficiency,
such as large-scale screening studies. Recent developments
have sought to combine the strengths of both methods, giving
rise to hybrid approaches and extensions, such as the
conductor-like modication of PCM (C-PCM).79

3 Quantum embedding methods

Quantum embedding methods enable the use of multiple inde-
pendent quantum chemistry methods to directly solve a system.80

Similarly to QM/MM, a system is partitioned into a region which
requires a high level of theory and one which requires only
a lower level. In doing so, it is possible to achieve results which
are signicantly more accurate than the lower level method
alone, while being signicantly less costly than a global appli-
cation of the high-level method.80,81 Implicitly, the Hamiltonian
of the composite system is divided into multiple parts Hsystem =

HA + HB + HAB, the Hamiltonian of the individual systems and
© 2025 The Author(s). Published by the Royal Society of Chemistry
also the non-additive part HAB. Accurately representing this nal
term is challenging, and many methods have been developed to
do so.82,83 Importantly, there is a great degree of exibility
regarding both the partitioning of the system and the methods
applied to each part. Within the context of quantum computing,
embedding methods allow for quantum computing resources to
be utilised in simulating parts of systems for which the whole
would be impossibly large.84 Clearly this is critical in the NISQ
era, in which qubit counts and executable circuit depths are both
very restrictive. However, as quantum hardware continues to
develop, the exibility of embedding methods will provide
a straightforward path to fully utilise the resources which become
available. Further, when fault-tolerant quantum computers are
rst realised it is likely that (at least initially) they will have few
logical qubits and therefore suffer from the same restriction on
admissible system size as current NISQ processors.85 Quantum
embedding methods may again be employed to fully utilise
whatever fault-tolerant resources are available. We discuss two
embedding methods: projection-based embedding (PBE) and
density matrix embedding theory (DMET).

3.1 Projection-based embedding

Originated by Manby et al.,86 projection-based embedding
enables the use of a wavefunction method within DFT. Initially
employed with classical methods,87,88 quantum algorithms can
straightforwardly be used.84,89

The method begins by selecting an active region and envi-
ronment. In the original formulation, subsystems are manually
selected at the level of atoms,86 affording exibility while
requiring that chemical intuition is applied. In practice, it can
be difficult to predict which selection is appropriate82,90 and
methods have been developed to perform this
automatically.90–92 Having dened a partition, whole-system
DFT is performed to obtain a set of optimised molecular
orbitals.

Electrons are then localised to the active and environment
subsystems using any of a variety of standard localisation
procedures such as IBO,93 Pipek–Mezey94 or SPADE.95,96 Virtual
orbitals can likewise be localised, for instance via VVO97 or
concentric localisation.98 Where multiple system geometries are
to be used, localising each individually may lead to changes in
the number of active molecular orbitals and a resulting
discontinuity in the potential energy surface.90,92 Procedures
have been developed to avoid this, although these naturally
involve some compromise between geometries.90–92,99

Having localised electrons into the two regions, we may
express the DFT energy in terms of the electron densities of each
subsystem gact and genv as95

E½gact;genv� ¼ TrðgacthcoreÞ þ gðgactÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
energy of isolated active system

þ TrðgenvhcoreÞ þ gðgenvÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
energy of isolated environment system

þ gðgact;genvÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
non-additive two-electron energy

; (4)
Digital Discovery, 2025, 4, 3427–3444 | 3431
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where g corresponds to the electron interaction terms, with
g(gact, genv) = g(gact + genv) − g(gact) − g(genv).

Conspicuously absent from the above is the non-additive
kinetic term. Having localised the electrons to subsystems,
the environment orbitals are projected out of the Hamiltonian,
thus suppressing transitions from the active region. The Fock
operator of the active region is augmented with a projection
term Penvproj, and a term Vemb which includes the mean-eld effect
of the environment on the active region,

F act
emb ¼ hcore þ Vemb þ Penv

proj þ g
�
gact
emb

�
¼ hemb þ g

�
gact
emb

�
:

(5)

Two forms of projector are typically used, the m-shi (Penvm )ij=
m[SgenvS]ij86 and Huzinaga Penv

huz ¼ �1
2
ðFgenvSþ SgenvFÞ.100 Here,

Sij = hjijjji is the overlap of the atomic orbital basis. The effect
of Penvm is to take the environment orbitals to a high constant
energy (typically 106), while Penvhuz sends the negative energy levels
to their opposite value. Note that the Fermi-shied Huzinaga
projector can account for orbitals with initially positive
values.101 The Huzinaga projector is constructed such that it
commutes with the Fock operator, as a result, it gives more
precise energies.102 Note that the PBE procedure is performed
with only a single-shot embedding, with no need for computa-
tionally expensive feedback between classical and quantum
methods.

With the environment frozen, the active region is self-
consistently optimised under this new Fock operator, return-
ing a wavefunction for the embedded active region
jJact

embi. Using a selected wavefunction method, which may be
run on a quantum device, the energy of the embedded region
can be calculated. Taking Hemb = hemb + g(Jact

emb), where the
second term is again a two-electron term but now acting upon
the embedded active wavefunction. To correct for double
counting of the Coulomb term resulting from the
Fig. 2 Bond dissociation of perfluoromethane in STO-3G basis. In
blue and pink are the whole-system Hartree–Fock and density func-
tional theory (B3LYP). Orange gives the whole systemCCSD energy. m-
Shift embedded CCSD-in-DFT energy is given by yellow squares, while
purple crosses show the embedded FCI-in-DFT energy.

3432 | Digital Discovery, 2025, 4, 3427–3444
environment's effect on the active region, and to negate the
energetic effects of projection, a correction term must be
included in the nal total,95

E
�
Jact

emb;g
act;genv

� ¼ �Jact
emb

��Hemb

��Jact
emb

	
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

active region

þ E½genv�|fflfflfflffl{zfflfflfflffl}
environment

þgðgact;genvÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
non-additive

�Tr


gact


Vemb þ Penv

proj

��
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

correction

: (6)

The active region wavefunction method may now be run
completely independently. Any quantum simulation algorithm
can be used, with the other terms derived from classical
computation handled as an energy constant. We provide an
example of the method in Fig. 2, showing the bond dissociation
energy of peruoromethane. In this example, the absolute value
of the bond energy is marginally more accurately predicted by
DFT alone; however, it serves to illustrate the reduction in
problem size achieved by PBE. The CF3 molecule has 50 spin-
orbitals in the STO-3G basis, which is reduced to 28 by
embedding.

With currently available quantum hardware, applications
have so far been limited to simple demonstrations with only
a few atoms.84,89 Quantum advantage is still required to neces-
sitate the use of a quantum processor for the embedded wave-
function method over existing classical methods. We therefore
expect quantum-in-classical PBE to become a common tech-
nique in the future.
3.2 Density matrix embedding theory

Density functional methods such as PBE struggle to elucidate
entanglement information between the system and its envi-
ronment.103 More sophisticated methods overcome this by
replacing the single-particle density with a quantum variable
that is better suited to capture entanglement. For example, in
condensed matter, Green's function methods such as dynam-
ical mean-eld theory are popular.104–107 However, Green's
functions methods oen require very large bath spaces to
incorporate non-local interactions.108 Together with the diffi-
culty of dealing with time-dependent quantities such as the self-
energy, this has limited the application of Green's function
methods, particularly in quantum chemistry.109 Density matrix
embedding theory (DMET) as introduced by Knizia and Chan110

was designed to overcome the challenges of Green's functions
methods by only dealing with the single-particle density matrix.
Furthermore, it was inspired by ideas from tensor networks to
efficiently capture entanglement information.

DMET begins by computing an approximate ground state
wavefunction for the full system, jJ0i, for example using
a truncated conguration interaction theory111 or anti-
symmetrised geminal power wavefunctions.112 For each
subsystem that is to be treated at a higher level of theory a set of
bath orbitals are computed from the low-level density matrix. A
© 2025 The Author(s). Published by the Royal Society of Chemistry
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simple argument based on the Schmidt decomposition of the
ground state solution jJi shows that the size of the bath system
need be no greater than the size of the subsystem under
consideration. Letting fSigdSi¼1 be a basis for the subsystem and
fBigdBi¼1 be a basis for the bath we can write

jJi ¼
XdS
i¼1

XdB
j¼1

jij jSii5
��Bj

	

¼
XdS
i¼1

XdB
j¼1

XminðdS ;dBÞ

k¼1

UikSkkV
†
kjjSii5

��Bj

	

¼
XminðdS ;dBÞ

k¼1

Skk

�� ~Sk

	
5
�� ~Bk

	
:

(7)

The set of subsystem and bath orbitals then denes an
embedded Hamiltonian to which a high level of theory is
applied to obtain the subsystem density matrix rA and energy
contribution EA. The global density matrix r = jJ0ihJ0j is then
optimised self-consistently with respect to some pre-dened
cost function designed to match properties of the global state
with properties obtained from the collection of subsystems.
This process repeats until convergence is achieved. For a full
introduction to DMET we refer the reader to Wouters et al.109 A
related but distinct class of methods exists, known as bootstrap
embeddings, which instead enforces consistency by directly
matching overlapping fragment density matrices.113–117

In the usual case of classical-in-classical embedding, stan-
dard high-level methods such as coupled-cluster theory or the
density matrix renormalisation group algorithm can be applied
to the embedded Hamiltonian. However, as the size of the active
space increases these methods must trade off accuracy and
computational tractability. One solution is to treat many
subsystems at the higher level of theory although this increases
the difficulty of the self-consistent optimisation. An emerging
solution is to treat the subsystem on a quantum computer using
a quantum algorithm for ground state computation which
handles the embedded Hamiltonian.

As these nascent devices develop they may be able to extend
the utility of DMET by allowing for larger active spaces. This
idea has been proposed and numerically veried for small
systems.118–121 Additionally, several experiments run on real
quantum hardware have yielded results matching classical
benchmarks for DMET. Limited to small systems, the combi-
nation of DMET with VQE has facilitated simulations of
a Hubbard lattice122 and hydrogen rings.16 Combining DMET
with QSCI allowed a simulation of cyclohexane,40 which used 32
qubits on a superconducting quantum chip. This proof-of-
concept demonstration adds further support for the hope that
QSCI may overcome the limitations of VQE; however, it remains
clear that further hardware and algorithmic developments will
be required before quantum computers are able replace clas-
sical methods within the DMET framework.

One key limitation for quantum computers is that DMET is
iterative and requires the one-particle reduced density matrix of
the active space to enforce self-consistency with the environ-
ment. While this explicitly captures entanglement information
© 2025 The Author(s). Published by the Royal Society of Chemistry
between the active space and environment, oen leading to
more accurate energy predictions than one-shot embedding
methods, it requires computing many more expectation values
and performing expensive quantum-classical feedback. This
quantum overhead may be partially alleviated by replacing
DMET with a bootstrapping embedding as suggested by Liu
et al.,123 however the suggested quantum subroutines preclude
their implementation on near-term devices.
4 Qubit subspace methods

Dimensionality reduction is a common challenge in both
conventional and quantum approaches to molecular electronic
structure. Methods such as frozen core approximations,124

active spaces92 or virtual orbital truncation techniques like
Frozen Natural Orbitals (FNO)125 are commonplace. If used
correctly, such methods can retain chemically relevant infor-
mation at a reduction of computational overhead. These
approximations typically rely on physically-motivated assump-
tions about electronic structure, allowing for systematic
removal of orbitals or excitations that are expected to contribute
minimally to the correlation energy.

Qubit subspace methods adopt a more abstract approach to
yield hybrid orbitals that, while there might be a loss of physical
motivation, come with the benet of additional information
being encoded in each qubit via the mixing of molecular
orbitals to form an entangled basis in which to describe the
molecular system. Aer application of this orbital-mixing
unitary, we apply single-qubit projection operators to x the
state of desired qubits and trace them out of the system. This
may be thought of as freezing the new hybrid orbitals, although
it also has the exibility to describe different qubit bases; more
generally speaking, we project onto a stabiliser subspace of the
qubits.

By contrast, in a method such as Complete Active Space Self-
Consistent Field (CASSCF), we still apply a unitary to optimise
the orbital basis at each step, but the form of this unitary is
restricted to single-particle rotations and thus cannot reach as
rich a class of molecular orbital bases. In CASSCF, the orbital
transformation preserves its class structure, meaning we
maintain a strict separation between inactive, active, and virtual
orbital spaces, whereas this does not generally apply for qubit
subspace methods.

The projection operator for a single qubit indexed q˛ℕ,

stabilised by a Pauli operator P˛ {X, Y, Z}, is ℙðqÞ� ¼ 1
2
½IðqÞ � PðqÞ�.

For a subset of qubits with indexing set I3ℤN , where N˛ℕ is
the total number of qubits, the projection onto the corre-
sponding stabiliser subspace takes the form

ℙI ;s :¼ 5
q˛I

ℙðqÞ
sq
; (8)

where s denotes the sector that denes the eigenspace.
Moreover, if one wishes to rst apply a unitary prior to

application of the single-qubit projectors, we may dene the
rotated projection
Digital Discovery, 2025, 4, 3427–3444 | 3433
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ℙ
0
I ;s :¼ U†ℙI ;sU ¼ 1

2jI j
5
q˛I

�
I ðqÞ þ sqU

†PðqÞU
�
: (9)

Finally, the reduced qubit subspace is obtained via the map

H1TrI



ℙ

0
I ;sHℙ

0
I ;s

�
; (10)

where TrI is the partial trace over the qubits indexed by I . We
note that, due to the cyclicity of trace operations, one may
equivalently view this map as a rotation of the operator H, fol-
lowed by single-qubit projections:

H1TrI ðℙI ;sUHU †ℙI ;sÞ: (11)

From an implementation point-of-view, it is typically benecial
to adopt this convention.

This framework is very general, for example if U diagonalises
H, then this corresponds with solving the problem exactly.
Instead, one must design U in such a way that it is classically
efficient to realise the rotation H / UHU†, for example by
enforcing that U is (near) Clifford. Qubit subspace techniques
are differentiated via the way in which we choose the rotation
unitary U, qubit indices I and the eigenspace sector s. In the
following subsections we explore several approaches.
4.1 Frozen core

In quantum chemistry, the canonical molecular orbitals (MO)
and corresponding energies are the eigenvectors/values of the
Fock matrix, optimised to self-consistency via Hartree–Fock.
This is the standard approach to building the second-quantised
electronic structure Hamiltonian

H ¼
X
p;q

hp;qa
†
paq þ

X
p;q;r;s

hp;q;r;sa
†
pa

†
qaras; (12)

where hp;q; hp;q;r;s˛ℝ are one and two electron integrals. The
Hamiltonian is subsequently mapped onto qubits via a fermion
encoding scheme such as Jordan–Wigner126 or Bravyi–
Kitaev.127

In Fig. 3 we plot the canonical MO energies for benzene,
C6H6, in a minimal STO-3G atomic orbital basis set. One notes
that the core orbitals lie deep with a potential energy well which
is typical for most chemical systems. The implication of this is
that it is energetically unfavourable for electrons lying deep
Fig. 3 Benzene (C6H6) STO-3G molecular orbital energies computed
with the restricted Hartree–Fock method. The lowest twelve spin-
orbitals may be frozen without dramatically affecting ground-state
energy estimates.

3434 | Digital Discovery, 2025, 4, 3427–3444
within this well to be excited into the valence space. Instead, it is
more likely that we will observe the greatest electronic activity
around the Fermi level, where we nd the gap between the
highest occupied (HOMO) and lowest unoccupied (LUMO)
molecular orbital. This motivates the notion of a frozen core
approximation, in which electrons occupying the lowest-lying
MOs are frozen in-place and not allowed to be excited into
higher energy states.

Viewed as a qubit subspace technique, this is the simple case
where U = I is the identity, and I ¼ fq˛ℤN : mq\ � dg where m
is the vector of canonical MO energies and d > 0 some energy
threshold parameter to truncate the MO orbitals below the core
potential. The sector is selected as sq ¼ �1 cq˛I to enforce
that core orbitals are occupied. One may also freeze the valence
space in a similar way by instead setting sq = +1 to project onto
unoccupied orbitals and truncating the highest-energy MOs,
rather than the lowest.
4.2 Qubit tapering

In physics, symmetries correspond to conserved quantities in
a system of interest.128 Given a Hamiltonian H, a symmetry is any
operator S such that [H, S] = 0. For example, in quantum chem-
istry this may relate to particle number or spin symmetry. The
presence of symmetry typically presents opportunities for simpli-
cation in some sense, from the exploitation of our knowledge of
the problem structure that arises from that symmetry. In chem-
istry, molecular symmetries guide the construction of better
ansatz circuits,129 or may be used for the purposes of error miti-
gation through symmetry verication.130,131 However, one may also
exploit physical symmetries as a qubit subspace method.

A subset of symmetries that is of particular interest here are
those of ℤ2-type, namely operators that describe a form of 2-fold
symmetry. The ℤ2 symmetries possess a useful property such
that, if [H, S]= 0 and S is ℤ2, then S commutes with every term of
H =

P
khkPk individually, i.e. [Pk, S] = 0 ck. This fact leads us to

a mechanism for reducing the number of qubits in the
Hamiltonian without sacricing any accuracy, since the full and
reduced Hamiltonians are isospectral up to a change in eigen-
value multiplicities.

From the theory of stabilisers,132 given an independent set of
N-qubit commuting Pauli operators S, there exists a Clifford
rotation C, a set of qubit indices I3ℤN and bijective map
f : S1I such that, for each element S˛S, we have CSC† = P(f(S))

for a single-qubit Pauli operator P˛ {X, Y, Z}. In other words, the
unitary C maps elements of the set S onto distinct qubit posi-
tions. The positions must be distinct due to the requirement
that S be independent, namely that no single element of the set
is a product of other elements, and commuting, so that it is not
possible to rotate X and Z onto the same qubit position, say. We
may also assume without loss of generality that P = Z, since
conjugation by Hadamard and phase gates relates the three
choices.

Now, suppose we take S to be the set of ℤ2 symmetries of
a Hamiltonian H. Then, since for each Hamiltonian Pauli term
Pk we have ½Pk; S� ¼ 0cS˛S, it must be the case that
½CPkC†;ZðqÞ� ¼ 0cq˛I as unitary rotations preserve
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Discrete geometrical symmetries are described by abelian
subgroups of the molecular point-group, consisting of rotations,
reflections and inversions. For example, benzene (C6H6) belongs to
D6h, which consists of group elements C6 (60° rotations around the
central axis perpendicular to the plane of the molecule), C2=C

0
2 (180°

rotations through axes parallel to the molecular plane), a reflection sh
across the horizontal plane, two vertical reflections sv/sd, and finally
the inversion symmetry i.

Fig. 5 Molecular hydrogen, H2 STO-3G, under the Jordan-Wigner
transformation describes a noncontextual system with (a) 2-clique
compatibility graph and (b) noncontextual energy spectrum, whose
minimum coincides with the FCI energy.
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commutation relations. The implication of this is that the
rotated Hamiltonian term CPkC

† must consist of either I or Z in
the qubit positions indexed by I . These positions may subse-
quently be projected and dropped as in eqn (11), or in other
words “tapered”, from the Hamiltonian.133

When tapering, particular care must be taken to select the
correct symmetry sector s, which can typically be assigned by
some knowledge of the underlying problem. In electronic
structure, ℤ2 symmetries can arise either from spin up/down
parity or abelian subgroups of the geometrical point-group,
describing discrete rotations, reections or inversions of the
molecule; an example is given in Fig. 4. We note that, while the
full point-group might have a high dimensional irreducible
representation, the limitation to abelian subgroups greatly
restricts the degrees of freedom. One may refer to point-group
tables to correctly choose the desired symmetry sector.134,135
4.3 Contextual subspace

In qubit tapering wemay only remove asmany qubits as there are
Hamiltonian symmetries. The goal of the contextual subspace
approach136,137 is to relax this requirement to permit near-
symmetry operators to dene the subspace, chosen in such
a way that we minimise the loss of information via the projection
procedure. As such, this method will introduce some level of
systematic error, but if the so-called “pseudo”-symmetries are
selected carefully, this error may be controlled to allow high-
accuracy simulations at a considerable saving of qubit resource.

Contextuality provides a broad conceptual picture of non-
classical correlation;138–141 the particular avour that is exploi-
ted in the contextual subspace method is strong measurement
contextuality.142 In the setting of Pauli operators, this manifests
as the presence of measurement contradictions in the same
© 2025 The Author(s). Published by the Royal Society of Chemistry
vein as Peres-Mermin magic squares.138,143 These contradictions
arise from the violation of commutation transitivity among non-
symmetry elements of a particular Pauli measurement set.
Conversely, a noncontextual set is one whose compatibility
graph consists of disjoint commuting cliques, all connected to
a central symmetry set. An example of a noncontextual Hamil-
tonian is molecular hydrogen (H2) in the minimal STO-3G basis
set. Its Pauli terms consist of two disjoint cliques {ZIII, IZII, IIZI,
IIIZ} and {XXYY, XYYX, YXXY, YYXX}, with the symmetry
component {IIII, IIZZ, IZIZ, IZZI, ZIIZ, ZIZI, ZZII} as viewed
graphically in Fig. 5a.

A noncontextual Hamiltonian has the structure

HNC ¼
X
P˛S

 
hP þ

XK
k¼1

hP;kCk

!
P: (13)

where S is the symmetry generating set, K # 2N + 1 is the
number of disjoint cliques, and Ck is a single representative
from each clique, noting that fCk;C‘g ¼ 0cks‘. For example,
in Fig. 5a we have K = 2, S ¼ fIIZZ; IZIZ;ZIIZg, C1 = ZIII and C2
Digital Discovery, 2025, 4, 3427–3444 | 3435
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= XXYY. One obtains a classical objective function encoding the
spectrum ofHNC via a phase-space description of the underlying
hidden variable model:144–146

hðn; rÞ ¼
X
P˛S

 
hP þ

XK
k¼1

hP;krk

!Y
S˛Sp

nS: (14)

where ‖r‖ = 1 and SP3S satises P ¼QS˛SP
S. Optimising over

the parameters n, r yields the noncontextual ground state. In
Fig. 5b we show the r optimisation landscape for H2, noting that
the minimum coincides exactly with the FCI energy.

Molecular hydrogen is a special case; in general, the elec-
tronic structure Hamiltonian is dominated by contextual
interactions. In the contextual subspace approach, one projects
symmetries S

0
3S of a noncontextual model system over the full

Hamiltonian, with the sector s as in the introduction to Section
4 identied by optimising the noncontextual objective function
of eqn (14), taking the elements nS that correspond with the
chosen symmetries S˛S

0
. The pairwise anticommuting clique

representatives are moreover rotated onto a single Pauli oper-
ator prior to the stabiliser subspace projection, either via the
sequence of rotations (RSeqRot) or linear-combination of
unitaries (RLCU) construction.147 Paired with the same Clifford
rotations as in qubit tapering that map S

0
onto single-qubit

Pauli operators, i.e. CSC† = Z( f (S)) for each S˛S
0
, we obtain the

unitary U = CRSeqRot/LCU that one applies to the Hamiltonian
prior to the single-qubit projections of eqn (11). We note that,
due to the RSeqRot/LCU rotation, the unitary U is non-Clifford;
however, in the LCU construction it is guaranteed that the
increase in the number of Hamiltonian terms L˛ℕ is LK, and
even this worst-case increase may only be encountered in highly
contrived scenarios.147

The benet of the contextual subspace method over those
presented above, such as qubit tapering, is that we may project
into an arbitrarily small qubit subspace, whereas tapering is
Fig. 6 NaCl STO-3G FCI errors at 3.5 Å (z1.58 times the equilibrium
bond length) against the number of qubits in an expanding contextual
subspace. The reduced contextual subspace Hamiltonians were
solved via direct diagonalisation (CSDD).

3436 | Digital Discovery, 2025, 4, 3427–3444
limited by the number of ℤ2 symmetries present. This feature
allows the contextual subspace approach to accommodate any
given quantum device, regardless of size, and as such describes
a highly exible approach to quantum computing for many
application domains, of which quantum chemistry has been
investigated most extensively.29,33,34,136,137,147,148 Of course, unlike
tapering, we accumulate more error as we project into smaller
subspaces, so this consideration needs to be navigated care-
fully. In Fig. 6 we demonstrate the decay of error as a contextual
subspace is expanded from 1 to 23 qubits for sodium chloride
(NaCl) STO-3G; while it begins as a 36-qubit problem in its
entirety, application of the contextual subspace method allows
us to achieve the target accuracy of 1.6 mHa for just 13 qubits,
a considerable saving compared with the full system. These
results were obtained using the Python packages 149 and

.150
5 Proof-of-concept demonstration

In Fig. 1, we outlined a QM/MM simulation workow for using
quantum computational resources for a small region of
a molecule, embedded within a larger framework comprising
traditional quantum and classical computational chemistry
methods. In this section we present results from an initial
proof-of-concept example of this workow where the proton
transfer mechanism in water is considered.

Hydronium is the protonated cation of molecular water, i.e.
[H3O]

+. In solution, the simplest hydration structure of hydro-
nium is the Zundel cation [H5O2]

+, where the hydronium ion is
Fig. 7 The proton transfer geometry considered in the hardware
proof-of-concept experiment. Two water molecules are separated by
a distance dOO Å, with a free proton placed in-between at a distance of
dOp Å from the left water. The proton ratio is defined by r:= dOp/dOO ˛
(0, 1). These atoms are treated at the QM level, where projection-
based embedding is used to split the system into a density functional
theory (DFT) and wavefunction (WF) subsystems. Further water atoms
are placed around this system and treated at the molecular mechanics
(MM) level, with the first solvation shell of four waters placed explicitly
at dOH Å along the OH bonds of the QM waters. The graphic was
produced with VMD.1

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 The correlation energy Ecorr = EHF − EFCI, as a function of
proton ratio r. Restricted-HF and full-CI calculations are performed on
a single Zundel cation (the atoms in blue region of Fig. 7) at three water
separation distances with the STO-3G basis set. Across the three water
separations, themean correlation energy increase from r= 0.2 to 0.5 is
21%.

Perspective Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
N

ov
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 1
0:

40
:5

6 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
hydrogen-bonded to one other water molecule. For our testbed
system we consider a planar Zundel cation, where the distance
between the two waters is controlled by a parameter dOO, and
the free proton is placed somewhere along this length at
a distance dOp thereby dening a proton ratio r: = dOp/dOO ˛ (0,
1). Additional solvent water molecules are included around this
Zundel system; initially four are placed at a distance dOH from
the four hydrogens of the Zundel cation, and more can be
placed randomly in space beyond this. See Fig. 7 for a diagram
of this geometry. As the free proton moves from being local to
one water molecule (rz 0.2 or 0.8), to being shared between two
(r z 0.5), the amount of correlation energy in the system
increases by about 20% as can be seen in Fig. 8.

This system is then partitioned into subsystems which are
treated at different levels of theory. The quantum region is
dened as the Zundel cation, and the classical region comprises
the remaining water molecules. The classical region is treated at
the molecular mechanics level, whereas the quantum region is
further partitioned into active and environment subregions via
projection-based embedding (PBE), described in Section 3.1.
The latter is treated with density functional theory, while the
active region may be treated with conventional post-Hartree–
Fock ab initio methods like coupled-cluster, or by constructing
a qubit Hamiltonian and evaluating the energy with a quantum
algorithm.

For the simulation we set up an electrostatically-coupled
QM/MM simulation of the solvated Zundel system via the

qmmm module,149 where 151 drives the MM force
evaluations and the MolSSI Driver Interface ( ) package152

facilitates communication between and . The PBE
procedure is executed with 153 using the SPADE localisation
method.95,96 For the quantum chemistry calculations, the
minimal STO-3G atomic basis set is employed, and Kohn–Sham
DFT with the B3LYP exchange-correlation functional is used on
© 2025 The Author(s). Published by the Royal Society of Chemistry
the environment region. We obtained a Pauli Hamiltonian with
150 via the Jordan-Wigner (JW) fermion encoding.126

The resultant qubit Hamiltonian of the core O–H–O atoms
encodes the exact electronic energy embedded within the DFT
environment (for the given basis set and exchange–correlation
functional used), with additional polarisation effects caused by
the MM atoms which are modelled as point charges (see Section
2.1 for further details). We refer to this quantity as the FCI-in-
DFT-in-MM energy. It is useful to note that the Zundel cation
has 15molecular orbitals in theminimal STO-3G basis set, which
would therefore require 30 qubits to describe the QM system on
a quantum computer under the JW encoding. However, through
the application of PBE (see Section 3.1), we may project out the
four environment hydrogen atoms, each contributing a single
occupied molecular orbital in this basis set and thus resulting in
a reduction by 8 qubits in the resulting qubit Hamiltonian. The
planar Zundel system has several planes of symmetry, allowing
for an additional 4 qubits to be tapered out.133 Finally, we use the
frozen-core approximation which brings the nal qubit count for
our embedded systemdown to 16 qubits (see Section 4 for further
detail on these methods).

For the QM/MM simulation, we place an additional 96 water
molecules randomly around the Zundel system and perform
a molecular dynamics (MD) propagation of these atoms, whilst
the coordinates of the QM atoms with a specied (dOO, r)
parameter set remain xed. Embedded qubit Hamiltonian data
is recorded for 6 steps at a time interval of 2.0 fs per step. The
system size and number of steps have been chosen to produce
a minimally-sized simulation which can be used as a test-bed
for the multiscale embedding and subspace methods which
are the main focus of this perspective. Aer all steps have been
performed, an averaged Hamiltonian for that parameter set is
produced by calculating the mean Pauli coefficient for each
Pauli string in the set of Hamiltonians. The set of mean
Hamiltonians are then passed to the IQM superconducting
device for the FCI-in-DFT-in-MM energy evaluations.

The energy of the quantum region is calculated on the 20-
qubit IQM quantum chip using quantum-selected
conguration interaction (QSCI).36–43 A set of electron congu-
rations (determinants) D ¼ fjFkigK�1

k¼0 is sampled from the
quantum device. We then form the conguration subspace

projection operator ℙ :¼ PK�1

k¼0
jFkihFkj and project the electronic

structure Hamiltonian into this space

H1ℙHℙ ¼
XK�1

k;‘¼0

hFkjHjF‘ijFkihF‘ :j (15)

It is then possible to diagonalise the K× KmatrixH with entries
Hk‘ ¼ hFkjHjF‘i using classical compute resources; by solving

Hvj = 3jvj we obtain eigenstates
��Jji ¼

PK�1

k¼0
vjkjFki of the pro-

jected Hamiltonian that satisfy ℙH
��Jji ¼ 3j

��Jji. For the hard-
ware results in Fig. 9 we allowed a shot-budget of 105, which
produced K < 500 unique congurations for each simulation,
requiring only modest compute resources to diagonalise. Since
the electronic energy is obtained via classical diagonalisation,
Digital Discovery, 2025, 4, 3427–3444 | 3437
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Fig. 9 Energy errors of the Zundel system embedded region at
different O–O separations (indicated by the line style) and proton ratio
values, evaluated with three different methods: HF and DMRG use
purely classical compute resources, whereas the QSCI energies are
found via sampling from the IQM device. All energies are displayed
relative to the exact FCI-in-DFT-in-MM energy. The green region
indicates the target accuracy of within 1.6 mHa to the exact energy.
The proton ratio is relative to the O–O separation, for example a ratio
of 0.5 indicates dOH = dOO/2, i.e. the proton is equidistant between
two oxygens.

Digital Discovery Perspective

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
N

ov
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 1
0:

40
:5

6 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
QSCI is more robust to hardware noise than algorithms such as
VQE, where the energy estimation itself is susceptible to
corruption by noise. By contrast, in QSCI it is only the quality of
the conguration subspace that suffers.

The QSCI method requires preparing a quantum state on the
quantum chip that approximates the ground state solution or,
more generally, shares sufficient support with the ground state to
provide an accurate approximation to its energy. The best way to
prepare such a state remains an open question. Many previous
works x the parameters of a local unitary cluster Jastrow (LUCJ)
ansatz using excitation amplitudes obtained from coupled-cluster
calculations.36–40 For this proof-of-concept demonstration, we
instead use a direct matrix product state (MPS) to circuit mapping
to warm-start the quantum chip with a low-bond-dimension
DMRG solution. We note there is no evidence that either of
these approaches will be sufficient for quantum advantage
without additional work being done by the quantum device. This
is beyond the scope of this article and will be addressed in later
work; instead, it serves here as a validation of our QM/MM
approach and a proof-of-concept that quantum computational
resourcesmay be deployed within large-scale chemical workows.

The results of the quantum energy evaluations are presented
in Fig. 9 alongside the DMRG energy and the HF energy (ob-
tained by direct computation, hjHFjHjjHFi). The DMRG energy
corresponds to the DMRG solution with bond-dimension
truncated to 2 that is prepared on the quantum chip. We do
not claim that our results outperform DMRG in general; indeed,
with a moderately high bond-dimension DMRG can be used to
nd the exact ground state solution for this system. However,
the QSCI results obtained from this reference state improve
upon its accuracy which motivates the use of this method in the
3438 | Digital Discovery, 2025, 4, 3427–3444
regime where exact DMRG becomes intractable. This accuracy
improvement is attributed to the fact that the QSCI energy
calculation is optimal within the subspace spanned by the
sampled congurations whereas the DMRG energy is only
optimal within the manifold of accessible MPS states with
a capped maximum bond dimension. In this demonstration, it
may also be the case that device noise enables us to sample
from a larger set of relevant congurations than are present in
the DMRG solution. While this effect of noise has been high-
lighted elsewhere as a potential benet to QSCI,44 we do not
expect it to provide a reliable mechanism for larger systems and
encourage the development of methods that expand the avail-
able conguration space in a more systematic way.41–43

The energies were evaluated at three different oxygen sepa-
ration values, indicated by the line dashing, and at ve different
proton ratios. For this proof-of-concept demonstration, the
Hamiltonian has been chosen such that it can be evaluated with
exact diagonalisation, so we report the energies relative to this
reference. We also mark the region known as chemical accuracy
(within 1.6mHa to this reference), which is motivated by the
limits of real-world experimental precision.154 However, since
we are using the minimal STO-3G basis set, it may be more
suitable to describe this region as representing algorithmic
accuracy, that is, accuracy within the limits of the basis set as
opposed to true quantitative chemical accuracy.155,156 STO-3G is
almost always employed as the default basis in quantum
chemistry studies on quantum computers, but as the quality of
quantum hardware increases we expect that more effort will be
made to move to larger basis sets where results can be consid-
ered more chemically meaningful.

As can be seen, the QSCI energies are comfortably within this
region at two points in the dOO = 3.3 Å evaluation, and near the
boundary at several more evaluations. Whilst this precision to
the exact solution is not seen across all of our energy evalua-
tions, it is true that our implementation consistently yields
more accurate energies than the HF and DMRG direct compu-
tation results, the latter of which was used to prepare the
quantum circuit which is sampled from.

The proof-of-concept demonstration presented here
combines classical molecular dynamics, quantum embedding
and subspace methods into a single workow, which allows
quantum energy evaluations of chemical systems beyond the
gas-phase regime.

In order to extend this workow beyond the current xed
quantum geometry scheme, it is necessary to implement eval-
uations of the energy gradient with respect to nuclear coordi-
nates of the QM nuclei. Within the PBE formalism, analytical
nuclear gradients can be computed by introducing a total
energy Lagrangian and nding its derivative when minimised
with respect to the molecular orbitals.157,158 Various quantum
algorithms have been proposed for evaluating energy gradients
on quantum hardware, both analytical159–161 and numerical162,163

with requirements ranging from NISQ-friendly to fault-tolerant.
Energy gradients may also be approximated directly with
a nite-difference approach, although this raises the quantum
overhead substantially due to repeated use of the device. We
anticipate that challenges surrounding the evaluation of energy
© 2025 The Author(s). Published by the Royal Society of Chemistry
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gradients can be tackled with a mixture of nite-difference
approaches and algorithmic advances. With the ability to
compute gradients, the quantum device can then be used to
inform the updates of the quantum region nuclei, which
inherently include the effect of the point-charge molecular
mechanics atoms under the electrostatic QM/MM embedding.
In such a setup, analysis of chemical properties beyond ground
state energies is possible. For example, relaxation of the O–H–O
atoms in the proof-of-concept example would allow for direct
study of the proton transfer over a series of MD steps, allowing
for accurate estimations of the energy barrier and consequent
estimation of the hopping rate.

6 Outlook

The combination of methods described in this perspective have
so far been placed in the context of near-term quantum algo-
rithms and processors, applied to small molecular systems
embedded within larger classical environments. The advantage
of employing QM/MM as the overarching embedding procedure
is that, as previously discussed, it is broadly applicable across
many elds, including large-scale biomolecular simulations,61,62

photochemistry,63 surface chemistry,64 and condensed matter
physics.65 As we look to the future development of quantum-
classical hybrid multiscale models which can tackle systems
like these, there are some important considerations for the
scaling of such methodologies with quantum hardware
improvement.

As quantum processors and error mitigation techniques
develop, it will be possible to include larger subsystems within
quantum algorithms, and to reduce the number of circuit
measurements required to obtain accurate results. However,
the hybrid methods we describe are still dependent on
reasonable scaling of their components. Although these
methods are exible in how computation is partitioned between
classical and quantum processors, the overall method may be
constrained by either component. For example, in the case of
PBE, a full-system DFT calculation is required to initialise the
embedding. Similarly, determination of an initial reference
state by DMRG constrains the QSCI procedure. As such,
admissible systems are those for which approximate classical
method can practically be performed.

On the other hand, circuit measurement and readout of
quantum processors pose a challenge in scaling. It is important
to scrutinise the computational overhead of quantum algo-
rithms to understand their scalability. For example, a popular
prediction for Quantum Phase Estimation (QPE) is it could take
25 hours to compute a single electronic point energy for the
P450 cytochrome molecule, based on the availability of a fully
error-corrected device comprised of 500 000 physical qubits
each with a very low error rate of 0.001%.164 Already, this is
somewhat prohibitive for practical use-cases, and furthermore
this is only for the calculation of electronic energies – to obtain
other ground state properties of interest, such as dipole
moments or forces, requires considerable additional overhead
in the QPE framework. This is because QPE does not permit
direct access to the wavefunction, so further processing must be
© 2025 The Author(s). Published by the Royal Society of Chemistry
performed on the QPU itself to extract these quantities. By
contrast, in VQE, as long as we can write down an observable for
the quantity of interest, it can be estimated with no to little
overhead beyond the base electronic energy calculation
(assuming there is considerable overlap between the Pauli
measurements required for these observables and the Hamil-
tonian). In QSCI, we gain direct access to the wavefunction
owing to the classical diagonalisation step, although this
imposes a strict classical limit on the size of conguration
subspace we can hope to solve, which is the bottleneck of the
algorithm. However, this is a limitation of all CI-basedmethods;
the objective of QSCI is instead to identify higher quality
subspaces that lead to more compact representations of the
wavefunction and thus allow us to extend the limits of CI
applicability in terms of system scale.

Beyond intrinsic algorithmic considerations, the scaling of
quantum algorithms is consistently challenged by hardware
noise. Device delities and coherence times are constantly
improving, enabling deeper and more complex quantum
circuits to be reliably executed. However, in the pre-fault-
tolerant regime, error mitigation and error suppression will
always be essential in obtaining useful measurement results
from the quantum device. For example, for QSCI error
mitigation/suppression techniques are essential to maximise
the yield of congurations within the correct symmetry sector.
Some techniques such as dynamical decoupling165,166 are widely
useful and do not signicantly increase the computational
overhead as the system scales. On the other hand, for readout
error mitigation, while being best practice for any quantum
circuit execution, care must be taken in its implementation as
naive methods exert an additional exponentially-scaling clas-
sical overhead to quantum computations.167,168 Finally,
algorithm-specic error mitigation schemes such as zero-noise
extrapolation169,170 and probabilistic error cancellation170,171

each come with their own trade-off between accuracy improve-
ments and computational overhead. As we look to scale
implementations of hybrid methods, a well-chosen combina-
tion of error mitigation/suppression techniques should
improve the reliability of quantum computations without
accumulating a prohibitive classical overhead.

The integration of these components introduces additional
challenges for hybrid workows. If QPUs are not tightly inte-
grated into classical HPC resources, communication between
devices may well undo any practical benet of hybridisation.172

Overcoming these scaling challenges will be crucial to the
development of hybrid quantum-classical algorithms. This is so
that as quantum hardware continues to improve, we can begin
to study systems of sufficient complexity to challenge both the
available quantum and classical compute resources and obtain
scientically important results beyond the reach of classical
computers alone.

7 Conclusions

In this perspective, we have outlined a route towards integrating
quantum computing into mainstream scientic computing,
particularly within the chemical sciences, by demonstrating
Digital Discovery, 2025, 4, 3427–3444 | 3439
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how quantum devices can serve as supplementary resources
that complement conventional approaches to molecular elec-
tronic structure calculations. The earliest demonstrations of
quantum advantage for problems of real-world interest are
likely to emerge through hybrid quantum–classical architec-
tures, where quantum processing units (QPUs) are tightly
coupled with high-performance computing (HPC) systems and
play roles analogous to GPU accelerators. This integration is
already well underway and holds promise for addressing
computationally intensive tasks within multiscale and multi-
physics simulation frameworks.

To this end, we highlighted a range of classical techniques
that can signicantly extend the applicability of current noisy
intermediate-scale quantum (NISQ) devices (Sections 2, 3, 4). By
identifying subdomains within larger simulations that are
suitable for quantum treatment, facilitated by the QM/MM
method demonstrated here for proton hopping (Section 5), we
can offload the quantum-relevant components to QPUs.
Furthermore, we presented a exible and scalable simulation
workow that leverages many of these techniques in tandem,
adapting to available quantum and classical resources. Such
algorithmic and architectural advances are critical to realising
quantum utility well before the advent of fully fault-tolerant
quantum computers.
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