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Trotter approximation in conjunction with quantum phase estimation can be used to extract eigen-energies
of a many-body Hamiltonian on a quantum computer. There were several ways proposed to assess the
quality of this approximation based on estimating the norm of the difference between the exact and
approximate evolution operators.
partitionings correlate with the true error in the ground state energy due to Trotter approximation. For

Here, we explore how different error estimators for various

a set of small molecules we calculate these exact error in ground-state electronic energies due to the
second-order Trotter approximation. Comparison of these errors with previously used upper bounds
show correlation less than 0.5 across various Hamiltonian partitionings. On the other hand, building the
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. Introduction

Solving the electronic structure problem is one of the antici-
pated uses of quantum computing. As an eigenvalue problem
with a Hamiltonian operator that can be expressed compactly,
this problem is convenient for quantum computing because
classical-quantum data transfer is usually a bottleneck.
Obtaining electronic wavefunctions and energies is one of the
key procedures in first principles modeling of molecular physics
since molecular energy scale is dominated by the electronic
part. Yet, solving this problem scales exponentially with the size
unless some approximations are made.

Fault-tolerant quantum computers offer potential advan-
tages for efficient estimation of energy eigenvalues through
exponential speedup with respect to classical methods, by
means of the Quantum Phase Estimation (QPE) algorithm.> The
QPE framework contains three main parts: (1) initial state
preparation, (2) procedure for an evolution or a walker operator
that involves the Hamiltonian encoding, and (3) the eigenvalue
extraction. Here, we focus on the second part, two main
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approaches for the Hamiltonian encoding are representing the
Hamiltonian exponential function via the Trotter approxima-
tion* and embedding the Hamiltonian as a block of a larger
unitary via decomposing the Hamiltonian as a Linear Combi-
nation of Unitaries (LCU).*

Qubitization can prepare exp(—icos *(H/A)) when given
access to an LCU decomposition of a Hamiltonian, where A is
the induced 1-norm of the LCU.*> Unlike the Trotter approxi-
mation, Qubitization can encode the Hamiltonian exactly. This
allows a straightforward cost analysis with tight bounds on T-
gate counts in terms of target accuracy. The downside,
however, is the significant number of ancillas required, which
are not needed in the Trotter approximation. In the early fault-
tolerant era, when the number of logical qubits is expected to be
limited, this trade-off is crucial. Hence, in this work we focus on
the Trotter approximation for Hamiltonian simulation.

Within the Trotter approximation, the target Hamiltonian is
decomposed into easy-to-simulate (or fast-forwardable) Hamil-
tonian fragments:

M
H=YH, (1)

m=1
and the exact unitary evolution operator for an arbitrary simu-
lation time 7 is approximated using the time evolution of the
fragments H,,. The decomposition in eqn (1) is non unique and
each such decomposition can result in drastically different
quantum resources. The goal of the paper is to address the
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question of how to find the best decomposition scheme among
the available options. The second-order Trotter approximation
is given by

U(r) =™ = (He””"’f /@) He"ﬁ”’f/(z’”) (U(T (T/”)>n
(2)

where the approximation is exact up to second order in 7. This
approximate representation of the exact time evolution operator
introduces a deviation in the spectrum of the simulated time
evolution unitary with respect to the exact one. For estimation
of energy eigenvalues through QPE under a fixed target error, it
is therefore crucial to rationalize the scaling of this deviation
with the time scale used for discretization of the total simula-
tion time as well as its dependence with different Hamiltonian
partitioning schemes. The estimation of this deviation is also
needed for choosing the evolution time-step and the overall
error analysis.

Recently, upper bounds were formulated for the norm of the
difference between propagators,

3
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which allowed one to estimate the effect of the Trotter approx-
imation on the accuracy of dynamics.® These estimates can be
used to derive upper bounds for the energy error in QPE.” In
what follows, for brevity, we will refer to the time step as t = t/n.
However, it is known in general that the Trotter upper bounds
are relatively loose and using them could lead to underestima-
tion of appropriate time-step.® Considering that with some
simplifications « values can be evaluated and used to differen-
tiate various Hamiltonian partitionings,” it is interesting to
examine how accurate a-based trends are compared to those
using the exact Trotter approximation error in eigenvalues.
In ref. 10, it was shown that, unlike the operator norm error
«, an alternative error estimator based on time-independent
perturbation theory correlates more strongly with the exact
error when the Hamiltonian fragments H,, are Pauli operators.
Here, we investigate whether this estimator can also be used to
distinguish and select the most suitable Hamiltonian parti-
tioning scheme for a given molecule. Such an estimator can be
built by representing the Trotter propagator as
UR(1) = e 10 (5)
and performing perturbative analysis of the Hg(t) spectrum.
Even though perturbative estimates are not upper bounds, they
can be used for differentiating between various Hamiltonian
partitioning schemes. As for predicting the Trotter step, one can
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use perturbative estimates as a first step in the iterative proce-
dure suggested recently.'*

Il. Perturbative error estimates

Time-independent perturbation theory is built by considering
Baker-Campbell-Hausdorff expansion of the second order
Trotter evolution operator in eqn (5)

Her(t) = H+ > Vit (6)
k

By construction [see eqn (2)], UP()0P(~t) = 1, implying
Hg(t) = Heg(—t). Therefore, only even order Vs survive in eqn
(6). The leading term is then given by [see Appendix D]

AEET 0 Da] o

where Hyn; = Hypq-; for i = 1 to M. Note that in spite of ¢
dependence of H.g, we do not need time-dependent perturba-
tion theory since we are interested in eigenvalues of H.g as
a function of ¢. Eigenvalues of H.g can be obtained as pertur-
bative series starting from those of H. Focusing on the ground
state energy E,, the correction from first-order perturbation
theory can be written as

ESS = (o] V| o),

where |¢,) is the electronic ground state. Note that next
correction to energy will be fourth order in time. This implies,
the ground state energy of Heg is

EéT) = E() + €2t2 + O<I4)

. 8
where, & = <¢0|V2‘¢0>. ®

Calculating ¢, requires knowledge of the ground state of H.
Since it is not accessible for a general Hamiltonian, we
approximate ¢, using approximate eigenstate |y,) obtained via
cost efficient classical methods, as suggested in ref. 10. We can
then define an approximation to ¢, given by

= (Yol Valvo). 9)

€app

The difference |e; — eqpp|
larger overlap |{(¢o|¥o)|-

is expected to become smaller with

I1l. Results

Here we assess correlations of exact Trotter approximation error
with estimates based on operator norm error as well as per-
turbative estimates, for various Hamiltonian partitionings
described in Appendix A. We also calculate upper bounds on T-
gates for the ground energy estimation problem under QPE
using different error estimators. The Trotter approximation
errors are obtained for electronic Hamiltonians of small mole-
cules (H,, LiH, BeH,, H,O, and NH;) where we establish the
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non-reliability of « and merits of perturbative estimates in
ranking partitioning schemes. We then consider bond stretch-
ing of N, to study robustness of e,,, against the quality of
approximate state |y,) used. |¥,) is obtained as a CISD
approximation to the FCI ground state. For H,, LiH, and BeH,,
the bond length is chosen to be 1. For H,O and NHj;, the bond
length is chosen to be 1.9. For N,, we vary the bond length from
1.9 X re to 2.3 X 1, where r. = 1.098 is the equilibrium bond
length. The exact Trotter approximation errors |AEy| = |E§Y —
E,o| are computed by numerical diagonalization of A and H.g
[eqn (5)] as described in Appendix C.

A. Exact Trotter approximation errors

We define ¢ = AE./t> to represent the exact Trotter approxima-
tion error and examine the correlations between ¢ and the error
estimators in Table 1. Column 2 shows that error estimator « is
unreliable in predicting the partitioning scheme with lowest
Trotter error. Because of this, we have considered an a-like
estimator

a = |U@) — UP@)|/r. (10)

a, captures the exact error in the time propagator introduced
by the Trotter approximation. However, the correlation between
¢ and «, is also seen to be low from column 3, and in fact
negative in many cases. This discrepancy can be understood as
a consequence of « and «, being worst-case scenario metrics for
the deviation (with respect to exact unitary propagation) that
ensue from the Trotter approximation rather than a measure of
deviation with respect to the eigenspectrum of the target
simulated Hamiltonian.

On the other hand, since ¢ = &, + O(¢*) (follows from eqn
(8)), for small ¢, which is mostly the case for ground state energy
estimation, &, should capture ¢ almost exactly. A similar corre-
lation calculation as in Table 1 between ¢ and ¢, leads to
a Pearson correlation coefficient of 1.0 for all the molecules
considered. Most importantly, correlation between ¢ vs. &,pp also
stays close to one with the lowest correlation coefficient being
0.98 for NH;.

Having established the unreliability of «, we now investigate
the behavior of ¢,p,;, as a function of quality of |y,). We consider
10e80 active space of N, at 5 different bond lengths. Since

Table 1 Pearson correlation of different Trotter error estimators with
the true Trotter error e = AE{/t2. Definitions of « and a are giveninegn
(4) and (10) respectively. For each molecule, the correlation is obtained
by evaluating the errors for 9 different Hamiltonian partitionings
described in Appendix A. The data used for calculating correlations is
provided in Appendix E

Molecule VS, @ £VS. e
H, 0.50 0.40
LiH 0.10 —0.61
BeH, 0.41 —0.45
H,0 —0.01 —0.22
NH; 0.30 —0.10
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Table 2 Table to study robustness of e,5, against the quality of the
approximate state used, with bond stretching of N, in 10e80 orbital
active space as an example. Column one notes the factor by which the
equilibrium bond length is stretched. Column two denotes the overlap
of CISD approximation to the ground state (|yo)) with FCI solution
(|¢0)). The last column notes the correlation between the leading order
perturbative correction to Trotter error evaluated using FCl state (e,),
against using CISD state (e5pp), across 9 different partitioning of the
Hamiltonian. Aggregating the data across all geometries and parti-
tionings leads to a correlation of 0.97. The data to calculate correla-
tions is provided in Appendix E

Bond stretch [{¢ol¥o)|? £ VS. Eapp
factor (%) correlation
1.9 77.12 1.00

2.0 71.39 0.99

2.1 66.53 1.00

2.2 62.63 0.99

2.3 59.61 1.00

calculating ¢ can be expensive, we instead find the correlation
between &, and e,pp. This can be justified from the discussion in
the previous paragraph. The results are shown in Table 2. We
see that despite the overlaps being as small as 60%, the corre-
lation stays near perfect. This shows the utility of e,p;, in ranking
the partitionings, even at low overlaps.

B. Resource efficiency

For the set of small molecules we studied, Fig. 1 shows the
upper bounds on T-gates required for QPE under a target
accuracy based on three different values for Trotter error. The
three values come from (1) the exact scaling of Trotter approx-
imation error ¢, (2) approximate perturbative estimate ¢,p,,, and
(3) operator norm error «, all three evaluated for the most effi-
cient Hamiltonian partitioning scheme of each molecule. The
actual values are listed in Tables 10 and 11 in Appendix F where
we note the T-gate bounds for the best three partitioning

3
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Fig. 1 Upper bounds on T-gates required for quantum phase esti-
mation of ground-state energy with a target accuracy of 1.6 mHartree
for the most efficient Hamiltonian partitioning scheme of each
molecule.
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schemes. Even though upper bound estimations on T-gate
count based on the a mostly predict best performance of
qubit decompositions, they tend to consistently overrate the FC
SI and QWC SI methods. « based T gate count overestimates T
gates by more than an order of magnitude for H,O and NHj.
The overestimation is expected to grow as the sizes of molecules
or the basis sets increase, since this leads to larger norm of the
Hamiltonian and its fragments, and hence the error operators
in eqn (4). Thus, using «'s lead to drastic overestimations of
resources needed to obtain energies using the Trotter approxi-
mation and QPE. On the other hand, we see that e,,,-based
estimator accurately captures the right order of magnitude of
the T-gate numbers as obtained by e. Also, the &,,,-based esti-
mator correctly suggests qubit partition methods as the most
accurate compared to their fermionic counterparts. Due to
similarity of T-gate numbers for various qubit partitionings (see
Table 11), the ranking based on ¢,p,, and ¢ are different, in spite
of the high degree of e,,, — ¢ correlation. Since all the best
Hamiltonian partitioning methods have very similar resource
estimations, and their particular order is of little importance,
eapp €an be a good substitute for e. Thus, estimators of Trotter
error based on perturbative expression [eqn (8)] and a classi-
cally-accessible approximation to the electronic ground state,
provide better correlation than commutator-norm-based coun-
terparts, even for the strongly correlated molecular
configurations.

V. Discussion

Since estimating e,p,, requires a good ground-state approxima-
tion, what fidelity to expect for industrially relevant systems
becomes important. Unlike in the small systems studied here,
exact evaluation of the overlap becomes exponentially hard as
system size grows. In the broader context of realizing quantum
advantage in quantum chemistry through QPE, concerns have
been raised about the feasibility of preparing initial states with
sufficient overlap for systems that are classically intractable,"*
contrary to earlier optimistic predictions.” Recent works,
however, have begun to address these challenges.'** Through
a bond-dimension extrapolation calculation, the authors of ref.
15 argue that for large molecules such as FeMoco (see Table 1),
overlap estimates of classical approximations to low-lying
eigenstates can be made as high as 90%. More generally, ref.
16 provides expressions for upper and lower bounds on overlap
that require only Hamiltonian moments and approximate
eigenvalues. Using this method, one can assess the reliability of
eqpp €ven for large systems. These results suggest that obtaining
reliable e,,, values should not be a bottleneck for ranking
partitioning schemes.

While we have primarily focused on estimating Trotter error,
there are additional contributors to the final cost of estimating
the ground-state energy with QPE (see Appendix F). For
example, an initial state with low ground-state fidelity p, leads
to a longer runtime, scaling as O(¢p, 1),"” where ¢ is the QPE
error arising from the finite number of repetitions of the time
propagator. It should be noted, however, that ¢ is introduced in
addition to ¢, from the Trotter approximation. Thus, even if

© 2025 The Author(s). Published by the Royal Society of Chemistry
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QPE error is made small, Trotter error can still prevent
achieving chemical accuracy. The Trotter time step can be
reduced arbitrarily to overcome this, but doing so only increases
the gate depth due to the larger number of repetitions required
to reach the same total time. Hence, we believe it is important to
specifically analyze Trotter error and how it depends on the
choice of Hamiltonian partitioning. In our estimation of the T-
gate upper bound, we do not fix the Trotter or QPE error indi-
vidually; instead, we require that their sum (together with the
error from compilation to T-gates) remain below the target
accuracy. Under this constraint, we vary these errors to mini-
mize the T-gate upper bound. Since this optimization is
nonlinear with many local minima, it is difficult to comment on
the exact relationship between Trotter error and QPE error at
fixed target accuracy.

V. Conclusions

We have calculated exact errors associated with the second
order Trotter approximation for small molecules and different
Hamiltonian partitionings. Previously derived commutator
norm based upper bound, «, was shown to have low correlation
with the induced exact error in energy due to Trotter approxi-
mation. This confirmed the loose character of the « based upper
bounds for energies, which makes these upper bounds inade-
quate in picking the best partitioning scheme and hence
determining the true resources needed to achieve target accu-
racy in energy. The alternative estimate of the Trotter approxi-
mation error based on perturbative analysis of the effective
Hamiltonian eigen-spectrum performed much better. The T
gate upper bound estimates based on « were orders of magni-
tude higher than those predicted by the exact Trotter error.
However, estimates based on e,p, produced correct order of T
gate estimates.

Substituting the exact ground eigenstate with a classically
easy to obtain counterpart in calculating perturbation correc-
tions resulted in strong correlation with exact error, even in the
case of strongly correlated molecular configurations. Specifi-
cally, the method produced accurate results in the case of
multiple stretched geometries of N,, where the CISD ground
states have overlaps as low as 60% with respect to the exact
ground state. This solidifies the utility of using e, in ranking
Hamiltonian partitioning schemes for the ground state energy
estimation problem under QPE. For electronic systems with
a higher degree of multiconfigurational character, one can find
approximations to the global ground state using more sophis-
ticated polynomial-in-time scaling methods, and hence make
use of the tools developed here. These estimations of the Trotter
approximation error raise two questions for future research: (1)
how to optimize efficiently the Hamiltonian partitioning and
ordering of its fragments based on the obtained error estimates;
and (2) how to obtain upper bounds instead of approximations
for the error estimates based on the eigen-spectrum analysis of
H.g. Answering the second question will allow one to set an
optimal Trotter time step for resource efficient simulation
under a target energy eigenvalue estimation accuracy. An
interesting direction to explore would be whether the evaluation

Digital Discovery, 2025, 4, 3540-3551 | 3543
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of e,pp can be performed efficiently on a quantum computer.
Since many quantum algorithms exist to generate approxima-
tions to the ground state, obtaining a better estimate of ¢, would
be particularly useful. However, because the error operator V, is
more complex than the Hamiltonian itself, evaluating its
expectation value may be costly. Further research is therefore
needed to assess whether a quantum computer can offer
a practical benefit in this context.
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Data availability

The code to generate the Hamiltonian fragments and calculate
the exact and approximate Trotter errors can be found at https://
github.com/Shashank-G-M/Perturbative_Trotter_Error. The
same has been archived on Zenodo with DOI: https://
zenodo.org/records/15327942.

Appendix A: Fermionic and qubit-
based Hamiltonian decomposition
methods

Here, we discuss the methods we used to decompose electronic
Hamiltonians into fast-forwardable fragments using fermionic-
and qubit-based methods. The second quantized representa-
tion of the molecular electronic Hamiltonian with N single
particle spin-orbitals under this representation is

H E h,,,,a aq + g gpqrva dq‘2 &x

pars=1

(A1)

where a} (a,) is the creation (annihilation) fermionic operator
for the p‘h spin-orbital, &,, and gpqrs are one- and two-electron
integrals."®

(1) Fermionic partitioning methods

These partitioning methods are built upon the solvability of
one-electron Hamiltonians using orbital rotations, according to

ot o o\
le = th,,a},aq =U (21111”1:) Ui, (A2)
rq P
UI — He(’w/(d;‘}a_‘i;ﬁp) (As)

r=>4q

where 7, = &;&f’ occupation number operators, 711, are real
constants, and U, is an orbital rotation parameterized by the
amplitudes 6,,. Orbital rotations can also be employed to solve
two-electron Hamiltonians that are squares of one-electron
Hamiltonians as follows:

2 2
att (Zh,,ﬁ@) =0 (Z@@) U (A4)
P

3544 | Digital Discovery, 2025, 4, 3540-3551

View Article Online

Paper

=0 (Z/@,ﬁ,,@@) U. (A5)

rq

= ﬁpﬁq is a rank-deficient one.
The form of two-electron solvable Hamiltonians by means of
orbital rotations in (A4) can be straightforwardly generalized by
lifting the rank-deficient character of A matrix and regarding it
as a full-rank Hermitian matrix:

™ = AT(EAMWW) (A6)

rq

The matrix with entries 4,

The fermionic methods that follow are classified according
to whether the Hamiltonian decomposition yields fast-
forwardable fragments with low- or full-rank character.

Greedy full rank optimization (GFRO). The approach uses
orbital rotations to diagonalize the one-electron part and
approximate the two-body interaction terms featured in eqn
(A1) as a sum of full-rank Hamiltonian fragments of the form
(A6)19

H= szH“‘)

m=.

(A7)

The decomposition is carried out in a greedy fashion to
select an optimal Hamiltonian fragment HEP [eqn (A6)] that
minimizes the L, norm of the G®*Y tensor at the " iteration:

u ~(i+1)
i AT A At
E G, d,d.a.a, =

pqrs=1

At A At A A (FR)
ZquH j; T _HH—I

pars

(A8)

fori=1and qurs
{0

Low-rank (LR) decomposition. This partitioning method is
based on regarding the two-electron integral tensor g, in eqn
(A1) as a square matrix with composite indices along each
dimension. It has been shown that rank-deficient Hamilto-
nian fragments can be efficiently found by means of nested
factorizations on this matrix, such that

Zpqrs» 2 a function of parameters {7} and

M
A=me+> A%,

m=2

(A9)
where

(A10)

LR) ;<Zh h n,,nq)

Pre- and post-processing of Hamiltonian fragments. So far,
the one-body electronic terms of the Hamiltonian in eqn (A1)
have been relegated given their straightforward orbital-rotation
solvability. However, the one-electron Hamiltonian in (A1) can
be partitioned in the same footing as the discussed methods by
merging the former in the two-body electronic terms as follows

© 2025 The Author(s). Published by the Royal Society of Chemistry
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= <Zsﬁa ap) U, + ngq,ya aqa dy (A11)
pars
=0 (Z (s + €00pgOprps| dlaiyala ) U, (A12)
Pars
Z 8rq. "s/apafla ds, (A13)

P

the decomposition of the ensuing two-electron Hamiltonian
can be carried out with the fermionic techniques discussed
above. For computational ease, in this work we consider the
decomposition of the Hamiltonian (A13) with the GFRO
approach, and refer to our combined scheme as SD GFRO,
where SD stands for “singles and doubles” in analogy to the
terminology used in the electronic structure literature for single
and double fermionic excitation operators. In addition to the
pre-processing discussed above, we consider a post-processing
technique that usually lowers the Trotter approximation error
estimator « and relies on the removal of the one-body electron
contributions encoded within each of the two-body Hamilto-
nian fragments and grouping the former in a single one-body
electronic sub-Hamiltonian. This is accomplished by employ-
ing the approach based in ref. 21, where two-body interaction
terms are written as a Linear Combination of Unitaries (LCU),
with a concomitant adjustment of the one-body Hamiltonian
contributions:®

N ()
H= Z(hpq—i-z:gpq”)aaq ZU,( ’fﬁ)U/ (A14)

Pq

(A15)

1
3 ngp-,qq-
P

(2) Qubit-based partitioning methods

When the Hamiltonian (A1) is mapped to N interacting two-level
systems through encodings such as Jordan-Wigner or Bravyi-
Kitaev, the Hamiltonian thus obtained is of the form,

H,= chﬁn where P, = ®V 5\

where, ¢, are numerical coefficients and P, are tensor products
of single-qubit Pauli operators and the identity, o = Tzl e
acting on the k™ qubit. The Fully Commuting (FC) grouping
partitions H, into A’ (FY) fragments containing commuting Pauli
products:

if P,P;e HF then [P,P] = 0.

This FC condition ensures that H%FC) can be transformed,
through a series of Clifford group transformations, into sums of
only products of Pauli Z; operators.”>*® We also consider
a grouping with a more strict condition known as qubit-wise
commutativity (QWC), where each single-qubit Pauli operator

© 2025 The Author(s). Published by the Royal Society of Chemistry
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in one product commutes with its counterpart in the other
product. For example, %,3,1; and x,1,2; have QWC as [x1,%,] = 0,
[§2,1.] = 0, [I3,23] = 0. Hence, both terms must also fully
commute. The converse does not always hold true. For example,
X%, and j),y, are fully commuting but not qubit-wise
commuting.**

For the FC and QWC partitioning techniques, we work with
the largest-first (LF) heuristic and the Sorted Insertion (SI)
algorithm. The SI algorithm is based on a greedy partitioning of
the Hamiltonian, which results in concentrated coefficients c,
in the first found Hamiltonian fragments. The LF algorithm, in
contrast, yields a homogeneous distribution in the magnitudes
of the c, coefficients across Hamiltonian fragments, which
usually results in a smaller number of fragments compared to
the SI version.***

Appendix B: Details of the Hamiltonians
and wavefunctions

The Hamiltonians were generated using the STO-3G basis and
the Jordan-Wigner transformations for qubit encodings as
implemented in the OpenFermion package.”® The nuclear
geometries for the molecules are given by R(H-H) = 1 A (H,),
R(Li-H) = 1 A (LiH) and R(Be-H) = 1 A with collinear atomic
arrangement (BeH,), R(OH) = 1.9 A and Z HOH = 104.5° (H,0);
and R(N-H) = 1.9 Awith ~ HNH = 107° (NH;). The ground state
CISD wavefunction is generated using the OpenFermion
package.

Appendix C: Computation of errors for
the second order Trotter
approximation

From eqn (5) of the main text, Heg is computed through

He = it In(UR (1)), (C1)
where ¢ = O(||H|| ). &'s are obtained according to e = ¢ 2|E{") —
E,o|, where ES) (E,) is the ground state energy of H.g (H). All
these calculations were performed using the python Scipy
library.*” To reduce computational overhead in our calculations,
we take advantage of the fact that the initial state |y/) belongs to
a particular irreducible representation of the molecular
symmetries: the number of electrons, N, the electron spin, S,,
and its projection, $,. Selecting symmetry adapted states for the
neutral singlet molecular forms allowed to reduce the Hamil-
tonian sub-spaces by almost two orders of magnitude. Similarly,
for qubit-based partitioning methods, we use qubit tapering to
reduce the system size of NH; from a 16-qubit system to a 14-
qubit system.?® Since the number qubit fragments and their
sizes are usually large for BeH,, H,O and NH;, instead of
exponentiating each fragment exactly, we approximate the
exponential using Taylor series up to 11" order in time. We
make use of the Niagara compute cluster hosted by SciNet*® for
memory intensive calculations. The Trotter approximation error
depends on the order in which individual unitaries e ™ are
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applied.* The code to generate Hamiltonian fragments and
calculate the Trotter error can be accessed at https://doi.org/

10.5281/zeno0do0.15327942. A = —it

where

Appendix D: Effective Hamiltonian
derivation based on BCH expansion

In this section we generalize the BCH formula, usually defined
for two Hamiltonian fragments, to an arbitrary number of

View Article Online

Paper

We note that A can be written in the form

2 ?
.

t
H® L 50
( Tt iy

{H“),ﬁﬁ”] + (’)(z3)), (D2)

H" = iH/v
=

n n—1

‘j(ln> = Z Z [vaHu]v ‘A’gn)

8
o
.2 v=u+1 u=1
= %' fragments N. We will use mathematical induction with a start-
Q £ ll'lg point: n n n—1
25 s =30 3 3 (1=t )
g > eszzreszlt = eXp(—i e%{-[)y (Dl) s
S 2
o where ) .
§ 3 Finally, to show that the form (D2) can be generalized for
S E —i —i)? an arbitrary number of Hamiltonian fragments, we use
g3 Hé?f):H2+H1+ul[H27H1}+QIZ[H27[H2,H1” . S &
B L 2 12 induction:
% £ - ﬂtz[H [Hy, H\]] + O(F) ; ) (=)’
8 8 12 b 2; 421 ' e_iH”“[e_(Heﬂ‘[ = eXp( *lHe(ﬁ)Z — l.H,1+1[+ T[2 {H,,Jrl,He(E.)]
g 2
8 F (=)’
5 O To obtain the form of the effective Hamiltonian for N frag- +TZ3 [H,M, [Hn+17He(?f> H
§ ; ments, HYY we extend eqn (D1) to the three-fragment case:
O g (=) 5[y ) 4
§ ; ¢ Mg ittt _ g-iMlstg=illgt exp( —iHst — iH 1 1! [Heff’ [H"H’HEWH +0(r)
o
o .
23 =exp(B),
52 _i_(*i)ztz [H H(%,l)]
T 2 3 e where
g%
= n
< E (=) 5 @ (=)’ 2[ 2 @ 4
F + t [H37 |:H37Heff‘ }:| - t |:Hef{ ’ {HhHeff‘ j|:|+0(t )
8 12 12
g
on(d)
5 where A becomes
=
A (=) (=)° (~)°
A = —H;t — iH>t — iHt + TZZ[Hz, Hl] + 5 12[1‘137 H]] + Tt2[H37 Hz]
(=) 5 (=) 5 (=)’
"rTI’ (Hy, [H,, Hy]] - Tl (Hy, [Hy, Hi]] + Tl’ [H3, [H>, Hi]
(=) 5 (=), (=) 5
+ £[Hs, [Hy, Ho]] + ~—=—t'[H3, [H3, H\]] — ~—=—'[H), [H3, Hy]]
12 12 12
(—i)3 3 (—i)} 3 (—i)3 3 4
Q! [H,, [H3, Hi]] — ! (Hy, [Hs, Ho)] — ! [H,, [H3, Hy]] + O(*)
(), (=)' <
= ‘lHSZ - IH2[ - lHlt + Tl Z [HWHM] + 4 4 ,Z [Hv'a [H\HHMH
vV=u v>y>pu
+(_i)3r323: [H,, [H,, H,]] - (_i)3r3 i: [H,,[H,, H,]]+ O(r)
12 A 12) vy Iy 12 / v vy £ .
V= V> u,v
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. ) .tz sn) t 3 A1) A(n)
B=—iH, t—iH"t— i = +—[H 9 }

2 3 12
(=)’ w o L] () "
+Tf2 [Hnﬂ,H( )+ 2 ( } TI3 [Hn+17 [Hn+laH( )]]
_ﬂ 3Stg»™ (g g™ o
12 t [ 7[ n+tls H+ (t)

2
:—i(Hn+1+H<n)l—l§( [Hn+17H D

3 1
—lt— (ljgo - = [Hn+17 [HVH»UH(VL)” o i|:Hn+l’ ﬁgn)])

3 2
+% ([ 50] = i, [Hyr, HO]) 4 [Ho, 5]
~i[Hyi1, [Hu, HV]]).
By using

H(n+l) H(n) 4 Hn+1

WD =W — i H e, Hn)]

9(2;#1) gn)

n+1’[ n+l’H(”)]] - i[l—ln-*-l’{}sn)]

[H(n+l) A(nJrI)]

[H™ "] — i H",[H 1, H™)| + [y, 9] — i
[H,,+1,[H,1+1,H(’)]]

we have

— g _'_iﬁ(nJrl) _'_fﬁ(nﬂ) —l—iﬁ
2! ? 12

n+l1)
" i

[H"“) A<n+l}+o( .

Therefore, for Hamiltonian H decomposed into N Hamilto-
nian fragments, the effective Hamiltonian He is
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—_ g _A(N) (V) A(N)
Ha = H +2 R +zl2[H ]+O()
2 2
—H+2v1+3vz+112[ ]+ O(7)
=H+Vit+ V@ + (’)(13), (D3)
where
. B PR |
Vl = _:_z Z _ [H\wHuL
v=u+1 p=1
Vs = S L)
2= 3"2 2 » V1
| N NNl kY
=D (1_ 2)[HV,[H\,H]]+ [H Vl}
V =y v=p+l p=1
(D4)

To get the special case of second order Trotter, use N = 2M,
where M is the number of Hamiltonian fragments, and Hy.; =
Hjiq—; for i = 1 to M. Also, each of the fragment will have to be
rescaled by a factor of half, as we repeat each fragment twice in
the second order Trotter formula [see eqn (2)]. With this
constraint, for every commutator [H,, H,] in the expression of
V,, there exists a commutator [H,, H,] with the same coefficient.
Thus, V, equals zero. Using the same constraint in the expres-
sion of V,, we recover eqn (7).

Appendix E: Compendium of different
Trotter approximation error upper
bounds

Tables 3-5 compile Trotter approximation error estimates

based on ¢, «, and «. quantities. Tables 6 and 7 summarize e,
and ¢, values for H,, LiH, BeH,, and NH;. Tables 8 and 9

Table 3 ¢ values obtained from true Trotter approximation error scaling for different fermionic and qubit-based partitioning methods and
molecules

Molecule ~ QWC LF QWC SI FC LF FC SI LR LCU GFROLCU LR GFRO SD GFRO
H, 3.3 x10°° 33 x10°° 33x10°° 3.3 x10° 3.3 x10° 3.3 x10° 2.8 x10°° 2.8 x 103 3.1x 103
LiH 32x107°  22x10°% 3.0x10°% 24x10° 33x10° 34x10°° 47x107% 50x10% 1.8x10?
BeH, 1.4 x 1072 1.1x107> 23 x1077 8.8 x 107 9.3 x 107° 9.6 x 10° 2.9 x 1072 3.3 x 1072 2.0 x 1072
H,0 6.2 x 107° 4.8 x 1073 24x107%  29x107° 2.4 x107% 2.5x107? 1.4 x 107" 1.3 x 107" 2.6 X 1072
NH;, 1.1 x 1072 1.0 x 102 9.0 x 102 1.5x 1072 2.0 x 102 2.0 x 102 1.7 x 107! 1.4 x 107! 2.9 x 102
Table 4 Values of Trotter approximation error upper bound « as defined in eqn (4)

Molecule QWC LF QWC SI FC LF FC SI LCU GFRO LCU LR GFRO SD GFRO
H, 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02

LiH 1.07 0.26 0.63 0.26 0.13 0.12 0.52 0.46 0.23
BeH, 4.22 1.02 4.96 0.99 0.58 0.55 2.36 2.03 1.13

H,0 79.41 28.73 181.56 27.86 15.30 15.06 52.37 48.27 27.88
NH; 51.66 16.36 65.99 16.02 7.81 7.64 28.43 25.79 14.51

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 5 Values of ae = ||U(t) — UP(1)||/¢

Molecule QWC LF QWC SI FC LF FC SI LR LCU GFRO LCU LR GFRO SD GFRO
H, 0.02 0.01 0.02 0.01 0.01 0.01 0.01 0.01 0.01

LiH 0.22 0.18 0.25 0.18 0.10 0.10 0.07 0.08 0.06
BeH, 0.67 0.75 0.81 0.76 0.42 0.43 0.29 0.35 0.36
H,0 23.25 23.42 46.45 23.45 1.85 11.86 15.67 14.88 12.87
NH, 11.23 11.23 15.86 11.21 6.55 6.56 7.25 7.05 6.03
Table 6 e,pp = <\//o\\72|‘/’0> for different Hamiltonian decomposition methods and molecules

Molecule QWC-LF QWC-SI FC-LF FC-SI LR LCU GFROLCU LR GFRO SD-GFRO
H, 324 x10° 324x10° 3.24x10° 3.24x10° 324x10° 324x10° 277 x10° 278 x10° 3.00 x 10°
LiH 3.26 x 1077 218 x 107  3.02 x 107 246 x 107 330 x107° 3.39x10° 472 x 107> 499 x 10>  1.82 x 10>
BeH, 138 x 102 1.12x 102 225x10 % 8.93x10° 9.49x10° 9.83x10° 2.89x10 2% 3.36x10 2 1.98 x 10 2
H,0 9.78 x107®  8.04 x 10> 199 x 10°* 6.03 x 107% 322 x 107> 3.52x 107> 178 x 107" 1.67 x 10"  3.48 x 10>
NH; 131 x 1072 157 x102 7.79%x10% 1.05x 102 3.33x102 3.44x102 234x10' 2.09x 10" 4.75x 102

Table 7 & = <¢0\\72|¢o) for different Hamiltonian decomposition methods and molecules

Molecule QWC-LF QWC-SI FC-LF FC-SI LR LCU GFROLCU LR GFRO SD-GFRO

H, 324 x107° 324 x10° 3.24x10° 3.24x10° 324x10° 324x10° 277 x10° 278 x10° 3.00 x 10°
LiH 3.25x 1077 216 x 107 3.01 x 10°* 245 x10° 330 x10° 3.39x10° 472 x 102 499 x 10> 1.82 x 10>
BeH, 137 x 1072 110 x 1072 227 x10°%2 876 x 10> 930x10° 963 x10° 2.87x10% 3.34x10% 1.96 x 10 >
H,0 6.22 x 10° 476 x10°° 236 x 102 2.85x10° 237 x10% 251x10 % 142x10"' 128 x10 ' 258 x 102
NH; 115 x 1072 998 x10° 895 x 10 %2 1.52x 102 2.00x 10> 198 x10 2 1.65x10 ' 1.38x10 ' 2.94 x 10 2

Table 8 ¢&,5, = <¢0\\72\\//0> for N, at various bond lengths

Bond stretch

LR LCU GFRO LCU LR GFRO SD-GFRO

factor QWC-LF QWC-SI FC-LF FC-SI

1.9 1.22 x 1072 1.01 x 107> 6.26 x 107> 1.13 x 10>
2.0 128 x 1072 120 x 1072 498 x 1072 1.18 x 102
2.1 9.23 x10° 6.81 X 10 5.55 x 107> 6.66 x 10>
2.2 871 x 102 6.40 x 10°° 538 x 1072 6.41 x 10°
2.3 120 x 1072 5.93 x 10 3.46 x 1072 5.72 x 10

Table 9 ¢, = <¢o\\72\¢o) for N, at various bond lengths

7.20 x 107 7.49 x 107 1.75x 1072 2.15x 107> 9.63 x 107°
595 x 10 628 x 10 % 1.35x 102 1.66 x 102 9.42 x 10
499 x 10 539 x 10 1.05x 107> 1.32 x 107> 7.76 x 10>
425 x10° 4.64 x10% 829x10° 1.10x 10 % 5.90 x 10°
3.66 X 10> 4.02x 10> 6.54 x 107> 9.98 x 10°° 4.98 x 10°

Bond stretch

factor QWC-LF QWC-SI FC-LF FC-SI LR LCU GFROLCU LR GFRO SD-GFRO

1.9 1.01 x 107% 3.72x 10 555 x 1072 4.64 x 10 1.72 X 107 229 x 107°  9.65 x 107>  1.50 x 10> 5.25 x 10>
2.0 1.03 x 10°? 4.60 x 10 % 4.84 x 107> 4.6 x 10 9.60 x 10°* 1.52 x 10> 6.53 x10° 1.10 x 107> 5.24 x 10 °
2.1 8.06 x 107> 1.99 x 10> 4.48 x 107% 1.77 x 10> 470 x 107*  1.07 x 107° 4.61 x 10> 8.45 x 10> 4.16 x 10>
2.2 8.09 x 10° 1.63 x10° 430 x 10> 1.65x 10° 1.56 x 10°*  7.06 x 10°* 3.41x10° 6.86 x 10> 3.07 x 103
2.3 1.30 x 107? 1.47 x 10> 455 x 1072 1.25 x 10> —4.50 X 107> 4.93 x 107* 2.65 x 10> 6.26 x 10> 2.71 x 10>

summarize the same for N,. These results are obtained by
considering the Trotterized unitary:

M ) 1
U(Tz)(t) _ He4H,,,;/2
m=1

e—iﬁ,,,r/zv
M

m=

3548 | Digital Discovery, 2025, 4, 3540-3551

where the ordering of Hamiltonian fragments was taken as
found by the different partition methods with no further post-
processing.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 10 Best resource-efficient Hamiltonian decomposition methods for eigenvalue estimation within chemical accuracy with a Trotterized

QPE algorithm. T-gate count N+ is given in parenthesis

e-based a-based
Molecule 1% best (Ny) 2" best (Ny) 3" best (Ny) 1% best (Ny) 2" best (Nq) 3" best (Nq)
H, QWC LF (6.2 x 10°) QWC SI (6.2 x 10°)  FCLF (6.2 x 10°%) QWC SI (1.4 x 107) FC SI (1.4 x 10) QWC LF (1.5 x 10)
LiH QWC SI (2.5 x 10%)  FC SI (2.7 x 10%) FC LF (3.0 x 10%) FC SI (2.9 x 10°) QWC SI (2.9 x 10°)  FCLF (4.7 x 10°)
BeH, FC SI (5.5 x 10%) QWC SI (6.2 x 10%)  QWC LF (7.0 x 10%) FC SI (6.3 x 10°) QWC SI (6.4 x 10°)  QWC LF (1.3 x 10'%)
H,0 FC SI (5.1 x 10%) QWC SI (6.7 x 10%)  QWC LF (7.7 x 10%) FCSI (5.9 x 10'°)  QWC SI (6.0 x 10'®) QWC LF (1.0 x 10™")
NH; QWC SI (9.8 x 10%) QWC LF (1.0 x 10°) FC SI (1.2 x 10°) FC SI (4.4 x 10'°)  QWC SI (4.5 x 10'°) QWC LF (8.1 x 10'%)

Table 11 Best resource-efficient Hamiltonian decomposition methods for eigenvalue estimation within chemical accuracy with a Trotterized

QPE algorithm. T-gate count N+ is given in parenthesis

eapp-based
Molecule 1% best (Ny) 2™ best (Ny) 3" best (Nq)
H, QWC LF (6.2 x 10°) QWC SI (6.2 x 10°) FC LF (6.2 x 10°%)
LiH QWC SI (2.5 x 10%) FC SI (2.7 x 10%) FC LF (3.0 x 10%)
BeH, FC SI (5.6 x 10%) QWC SI (6.2 x 10%) QWC LF (7.0 x 10%)
H,0 FC SI (7.6 x 10%) QWC SI (8.8 x 10%) QWC LF (9.7 x 10%)
NH; FC SI (1.0 x 10°) QWC LF (1.1 x 10°) QWC SI (1.2 x 10°)

Appendix F: T-gate count upper bound
estimations

Upper-bound for T-gate counts for a fixed target error ey in
energy eigenvalue estimation in a Trotterized quantum phase
estimation algorithm can be formulated in light of previous
works.*"** The total T-gate count N;”** is given by

Nt = NrNurNpg (F1)
where Ny is the number of single-qubit rotations needed for the
implementation of a single Trotter step in a quantum computer.
Ngr refers to the number of T gates needed to compile one
single qubit rotation (for a fixed target error eyy) and Npg, is the
number of Trotter steps required to resolve the target energy
eigenvalue under a target uncertainty epg, the latter scaling as
t', t being the total simulation time. Using our results that
describe the energy deviation in the estimated ground-state
energy eigenvalue due to the Trotter approximation, according
to the relation eA¢> = AEr, we find the Trotter step At according

. [e
to a target error ers, given by At = IS The number of Trotter
€

steps needed for a target uncertainty in phase estimation under

adaptive phase estimation techniques is given by
0.76t  0.767\/c
Npg = = ——
epplt EPEN/ETS

(F2)

Finally, the number of T gates needed to compile one single

qubit rotation for a fixed target error eyt is
NR NR\/E
Nyt =1.1510 ( ) +9.2=1.151Io0 (— +9.2.
B2 enrAt B2 EHTV/ETS

Putting everything together we arrive at

© 2025 The Author(s). Published by the Royal Society of Chemistry

Np = 0.767Nr Ve {1,15 log, (M) + 9.2} (F3)
V €TSEPE 6HT\/8TS|

In the worst case, the errors due to the three sources di-
scussed above, add linearly®* and to guarantee that the total
error is at most ey, we assume

&Tot = érs t €pE t €lT. (F4)

Thus, we can minimize the number of T-gates Nt over the
target errors in eqn (F3) subject to the constraint (F4), for an
estimation of T-gate under a target error ero. In this work, we
have taken epo = 1.6 x 10~° Hartree, the chemical accuracy.
The T-gate upper bounds based on ¢, @, and ¢, are provided in
Tables 10 and 11.
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