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hine learning of physics-based
force fields in high-dimensional parameter-space†
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Alfred T. Nordman,a João Paulo, b Marie-Madeleine Walz, a Paul J. van Maarena

and Mohammad M. Ghahremanpour *c

This work presents the Alexandria Chemistry Toolkit (ACT), an open-source software for machine learning

of physics-based force fields (FFs) from scratch, based on user-specified potential functions. In this

approach, a set of FF parameters for molecular simulation is described as a chromosome consisting of

atom and bond genes. The accuracy of a FF, that is how well quantum chemical training data are

reproduced, determines the fitness of the chromosome. The ACT implements a hierarchical parallel

scheme that iterates between a genetic algorithm and Monte-Carlo steps for global and local search, to

find “genomes” with high fitness. As a sample application, genome evolution is performed to create

physical models that allow the prediction of properties of organic molecules in the gas and liquid phases.

Evaluation of the prediction accuracy of different models showcases how force field science can

contribute to systematically improve prediction accuracy of physicochemical observables.
The recent revolution in data-driven modeling has encouraged
some to proclaim “the end of theory in science” but the notion
that data should be considered more important than theory was
introduced by Francis Bacon already in the 1600s.35 In chem-
istry, it is clear that the advent of high-accuracy quantum
chemical databases29 holds opportunities as well as challenges
for physics-based models. Opportunities, since richer and more
complete data sets allow the renement of models.54 Chal-
lenges, since large data sets may help to uncover aws in
existing models through systematic benchmarks.6 Are existing
models sufficiently accurate to explain the complexity of the
chemical data? Do the underlying mathematical formulae and
physical assumptions impose limitations? On the other hand,
does the lack of pre-specied structure and chemical concepts
in data-driven models enable them to discover patterns from
data, with the promise of automating and speeding up devel-
opments rather than hoping for serendipitous discoveries?.1,8

As important as these semantic arguments, is the practical
desire to simultaneously enhance and understand discoveries
in molecular sciences in terms of a comprehensive model. As it
happens, chemical big data29 is being used to guide develop-
ment of physics-based models and vice versa39,40,49 even though
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articial intelligence-based methods struggle to capture the
complex physics in biomolecular interactions.2 This strongly
suggests that theory and data should be used in conjunction to
speed up progress in, for instance, drug or material design.1

The lack of soware infrastructure for systematic global/
local optimization is a key reason that physics-based models
have not been able to make efficient use of big data in chem-
istry.54 Despite effort for systematic force eld parametriza-
tion,65 almost all widely-used molecular models that are based
on the principles of molecular mechanics have been developed
based on small data sets through iterative trial-and-error
procedures, oen manually.10 Nevertheless, the chemical and
physical intuition that has been put into these models during
“training” should neither be forgotten nor neglected.18 Indeed,
the usage of machine learning and articial intelligence
methods does not invalidate the laws of physics.67 It is therefore
the combination of physics, big data, and training of large
parameter sets that will help us move toward chemical accuracy
in molecular models. Very recently, two new force elds were
derived from large quantum chemistry datasets, but just to
model the bonded energy terms.48,50 Here, we focus on training
the non-bonded forces from scratch.

With this paper, the open-source Alexandria Chemistry
Toolkit (ACT, Fig. 1) is released to the research community as an
extensible and scalable soware suite for rapid development of
force eld models using large databases of molecular proper-
ties.59 The ACT includes pipelines to work with multiple data-
bases of quantum chemistry calculations5,12,17,53 and
experimental data such as electric moments or vibrational
frequencies. Data from other force elds can be used as well. As
Digital Discovery, 2025, 4, 1925–1935 | 1925
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Fig. 1 Gene pool containing N copies of force field genomes and flowchart of the training of FF genomes in the ACT. (A) Each genome consists
of atom genes, including the atomic polarizability a (in case of polarizable models), the Gaussian charge-spreading width z, charge q, the van der
Waals parameters s, 3 and more (depending on van der Waals function used) and, finally, the electronegativity c and hardness h. For bonds, the
parameters are listed for a Morse potential38 namely the equilibrium bond length b0, the steepness b and the well-depth D0 and, in addition, the
bond electronegativity Dc and bond hardness Dh. Three out of N individuals in the population are plotted, colors indicating that parameters have
different values (“genes”) in different individuals. (B) Flowchart for the Alexandria Chemistry Toolkit. Starting from quantum chemistry data and
a physical model, parameters can be trained to reproduce the data and evaluated using a test set. The resulting force field can be evaluated on
experimental data using both ACT and OpenMM.14
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insights progressed during the development of ACT30,31 we
decided to focus on training intermolecular FF parameters on
energy components derived using symmetry adapted perturba-
tion theory23 (SAPT) calculations of dimeric compounds,
although total intermolecular energies from other methods can
be used as well.12,53 Intramolecular forces are derived from
quantum-chemistry calculations of out-of-equilibrium confor-
mations of compounds. For both inter- and intramolecular
forces extensive sampling of the potential energy surface is
needed (see Methods). The functionality that the ACT provides
has been termed “force eld science” in a recent review of the
open force eld project, and it was noted that this is in fact
“nearly unexplored”,66 emphasizing the need for such tools in
the research community.

Three training algorithms are implemented in the ACT59 for
global as well as local navigation in a high-dimensional parameter
space of molecular-mechanics force elds, to reproduce proper-
ties of a large set of either monomers or non-covalent dimers. The
parameters of a force eld can be arranged as a vector of oating
1926 | Digital Discovery, 2025, 4, 1925–1935
point numbers and thus it may be ordered like a genome con-
sisting of atom and bond genes. That is, parameters dependent
on atoms only for non-bonded interactions, or parameters
describing bonded forces (including angular and torsional forces)
are ordered in a linear array (Fig. 1A). This analogy suggests that
a force eld genome can be improved using evolutionary opera-
tors such as chromosomal crossover and point mutations and
therefore a genetic algorithm (GA) or aMarkov ChainMonte Carlo
(MCMC) can be used for this purpose. GA operates using cross-
overs and completely random point mutations while MCMC
induces point mutations according to a Metropolis criterion, with
the aim to achieve local improvement of the gene. In a real
chromosome, related genes are oen located close to each other
tomake sure that they are inherited together. We try tomimic this
(Fig. 1A) but we note that it is not a priori clear what FF genes are
related to each other. Finally, a hybrid GA/MCMC algorithm is
implemented, combining the strengths of both these algorithms.
Here, GA performs chromosomal crossovers at the top level and
MCMC induces pointmutations which together promote diversity
© 2025 The Author(s). Published by the Royal Society of Chemistry
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in the FF gene pool. The soware will typically train parameters
on one (“train”) subset of compounds or compound dimers and
evaluate convergence on another (“test”) subset.

The tness function for model training is given by

F(Q) = UX2(Q) + L(Q) (1)

where Q is the force eld genome of parameters and X2 a vector
representation of residuals in the least-squares form weighted
by vector U. The elements of X2 are the intermolecular SAPT
energy components (Section S2†) or total intermolecular ener-
gies from either SAPT or other sources.29 In addition, the
valence bond FF parameters can be trained on intramolecular
energies and forces from quantum-chemistry calculations of
out-of-equilibrium compounds, but that was not applied in this
work. L in eqn (1) adds a penalty to keep observables that are
not trained directly within reasonable bounds. This can be
applied, for instance, to the charge on hydrogen atoms which
can in this manner be prevented from becoming negative.

It was estimated that a biomolecular force eld like Amber99
employs around 1500 parameters, including the tabulated
charges.54 While the number of parameters to be trained by the
ACT depends on the functional form used (see ACTmanual58), it
will usually be somewhat fewer than Amber99; the main reason
being that charges are not tabulated but generated based on
either the charge equilibration method45 or the split-charge
equilibration method.62 For completeness, it should be noted
that charges can be provided by the user of the ACT soware as
well. Nevertheless, the optimization of so many parameters still
is a formidable task. To make this tractable, the complete
process is divided into two steps (Fig. 1B). First, parameters for
models of user-dened complexity are trained to reproduce
intermolecular energies from quantum chemistry, either the
total interaction energy or SAPT energy components and,
second, to reproduce intramolecular energies from quantum
chemistry (see Methods). The use of SAPT energy components
facilitates independent training of groups of parameters which
is known to lead to better transferability.33 It also reduces the
search space, since parameters can be trained independently to
the energy components which should lead to faster conver-
gence. Since parameters governing intermolecular forces are
trained rst, the intramolecular potentials such as bond, angle
and dihedrals effectively provide the remainder of the total
energy of a compound. The training of intramolecular param-
eters aims to yield a molecular potential energy surface to
reproduce enthalpies of formation and, through this, frequen-
cies and thermochemical properties.56 Once training has
converged, validation should be performed using independent
experimental data from both the gas phase, e.g. second virial
coefficients, and the condensed phase, e.g. using liquid density
and vaporization enthalpies.31
Results
Comparison of training algorithms

The three algorithms were tested on hydrogen halides, which
may serve as an example of small molecules that are used
© 2025 The Author(s). Published by the Royal Society of Chemistry
extensively in both industry and laboratory settings. A SAPT
dataset of hydrogen halides (HF, HCl, HBr, HI) dimers was
created (see Methods, Table S1†) and two different van der
Waals potentials were trained to reproduce the SAPT energies.
Since the training set only contains the homodimers, the test set
of heterodimers is a challenge for force eld transferability. For
the 12-6 Lennard-Jones potential, all algorithms yield similar
RMSDs (Table S2†). For the 14-7 potential19 (Section S1†), the
MCMC and HYBRID algorithms yield the same RMSD from the
SAPT reference data (total interaction energy) for both train and
test sets while the GA is somewhat more variable. Interestingly,
the GA locates a solution for the 14-7 potential in the training
with 512 individuals that has slightly higher RMSD than the
best HYBRID or MCMC, but a much lower RMSD for the test set
than either HYBRID or MCMC (Table S2†). This suggests on the
one hand that training of the 14-7 potential for these simple
molecules may lead to over-tting (HYBRID, MCMC, Table S2†),
but on the other hand that with prudent management of the
training samples it should be possible to obtain predictive
power beyond the training data set (GA, Table S2†). It may be
that some potentials are more prone to overtting than others,
but this needs further studies. Alternatively, since the training
set used homodimers and the test set used heterodimers, it
could be that the combination rules used for the 14-7 potential
that worked well for noble gases31 do not work as well for
halogen atoms. It is also clear that the 14-7 potential provides
a much lower RMSD from SAPT than the 12-6 potential, which
may serve as a rst example of the force eld science that is
possible with the ACT.

Training becomes more challenging when increasing the
number of parameters. To evaluate the raw optimization power
of the three algorithms a system of sixteen dimers consisting of
eight compounds (water, alcohols, diethylene-glycol, Table S3†)
was used with 70 parameters to train. No test set was used here,
which is not recommended for real model training, but that was
not the purpose here. We performed each of 10 trainings with
the HYBRID, GA and MCMC algorithms and the algorithms
were used in such a way that the total number of energy eval-
uations was identical. We found the HYBRID algorithm
produced an average RMSD of 0.92 kJ mol−1, MCMC
1.03 kJ mol−1 and the GA algorithm yielded an average RMSD of
2.1 kJ mol−1 (Fig. 2A) suggesting the HYBRID algorithm is more
likely to nd good parameter sets than the other algorithms.
This is corroborated by the tests on hydrogen halides where GA
does not reproducibly yield the same low tness values for the
14-7 potentials as do HYBRID and MCMC (Table S2†). However,
care should be taken to prevent over-tting and further meta-
parameter studies are needed.34

Fig. S1† explain the parallellization scheme used in force
eld training in the ACT. Parallel scaling is limited by the
amount of global communication, which happens once per
generation in the GA but never in the MCMC algorithm (see
Section S3† for details). Scaling for the HYBRID method is
therefore in-between GA and MCMC (Fig. 2B). MCMC, that uses
no communication at all during training even shows super-
linear scaling, likely due to favorable memory caching. Table
S12† conrms that GA scales less well than the other two
Digital Discovery, 2025, 4, 1925–1935 | 1927
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Fig. 2 Properties of the ACT algorithms. (A) Histogram of RMSD produced by the three algorithms in ACT after training a polarizable force field
for 16 dimers (Table S3†). The same number of fitness evaluations is used for both algorithms and each training was run ten times starting from
random parameters with different random number seeds. The 14-7 potential was used and virtual sites corresponding to s-holes on water.30 In
these trainings just 1 bonded neighbor was excluded. (B) Strong scaling for trainings using the GA, HYBRID and MCMC algorithms on the same
dataset (except water–water) and a total of 466 dimer structures. Benchmarking was performed on a Cray with 1–8 nodes consisting of dual
AMD EPYC 7742 64-core processors. For these training a non-polarizable model was used with the 14-7 potential19 and Gaussian charge
distributions,16 both with 2 excluded neighbors.

Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ju

ne
 2

02
5.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 7
:5

2:
02

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
methods (cf. Fig. 2B). The results also conrm that GA does not
reproducibly nd the genome with the lowest RMSD.
Application to organic compounds

The ultimate goal of the development of the ACT is to produce,
phase-transferable63 physics-based force elds, in a systematic
manner.54 Before doing so, it is important to validate that the
soware can reproduce an existing force eld. Therefore, a data
set consisting of water, alcohols and alkanes was created with
over 2000 SAPT calculations (see Methods). Then, an ACT force
eld le corresponding to OPLS2020 (ref. 26) including the
TIP4P water model25 was created and the energies and energy
components were computed using the same dimer conforma-
tions. The correlation between SAPT and OPLS2020 energies are
shown in Fig. 3. The electrostatic energies due to OPLS2020 are
too high and the exchange energies are too low. However, the
total interaction energy is reproduced quite well, due to
a signicant compensation of errors between the two terms that
is common for non-polarizable pairwise-additive force elds.68

We then proceed to try and “rediscover” the OPLS2020 force
eld by training a model with the same features (Lennard-Jones
or LJ 12-6 potential,24 point charges) and restrictions (see
Methods). Training targeted either the total interaction energies
produced by OPLS2020 (model AT) or the electrostatics,
dispersion and exchange energy components (model AC). Note,
that the T indicates training on total interaction energy, and C
indicates training on interaction energy components, for an
overview of models used in this section, see Table 1. The
training data set is given in Table S4.† The ACT can reproduce
the OPLS2020 energies with a RMSD of <0.01 kJ mol−1 (models
AT, AC) starting from random initial values, and as a result, the
deviation from SAPT energies is virtually identical to that
computed directly with the original OPLS2020 (Fig. 3). Whether
training targets the total interaction energies (AT) or its
1928 | Digital Discovery, 2025, 4, 1925–1935
components (AC) does not make a difference in this case, since
in both scenarios the energies can be reproduced exactly by the
models that share the atom types of the OPLS2020 force eld. It
should be pointed out here, that training can employ a combi-
nation of total energy and components as well. Table S5†
summarizes the force eld parameters resulting from trainings
AT for alcohols and alkanes, Table S6† gives the parameters for
water. The mean percent error (MPE) for the 24 parameters
listed is less than 1 (since the charge on water oxygen in TIP4P is
0, this parameter was excluded to avoid biasing the MPE by
a 100% deviation in this case).

In addition, a model (BT) with chemistry-based atom types
(see Methods) was trained on the SAPT energies and the force
elds are compared to both sets of reference energies (Table 1).
Unsurprisingly, the BTmodel trained on the total SAPT energies
yields energies closer to the SAPT reference than does OPLS2020
and vice versa. Neither of the two parameterizations AT or BT
can reproduce both reference energy data sets with the same
accuracy. The BC model was trained on the SAPT energy
components and reproduction of the total SAPT energy as well
as the OPLS2020 total energy is a lot worse than for BT that was
trained on the total energy (Table 1). This means the BC model,
which is based on a 12-6 Lennard-Jones potential and point
charges derived through the split-charge equalizationmethod,62

is not sufficiently “physical” to reproduce the total SAPT ener-
gies. However, as shown in Fig. 3, the energy components are
reproduced more accurately by the BC model than by
OPLS2020. On the other hand, training model BT on the total
energy introduces a large compensation of errors68 (see Table
S7†).

In a subsequent step, the ACT was used to derive force elds
for the same data set (Table S4†) based on both OPLS2020 and
SAPT with two different potentials. Both the LJ12-6 and the 14-7
potential due to Halgren19 were combined with Gaussian-
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Correlation between SAPT and force field energy components. Comparison with the OPLS2020 force field26 and the TIP4P25 water model
andmodel BC derived here, that was trained on SAPT energy components (see Table 1). (A) Coulomb (electrostatics), (B) dispersion, (C) exchange
and (D) total energy. Data set consisting of 2114 dimers of water, alcohols and alkanes (Table S4†). RMSD and Pearson correlation coefficient r2

are indicated in each plot. The black line in all plots indicates y = x.
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distributed charges16 (models C–F). Fixed g and d parameters
(eqn (S1)†) were used for the water/alcohol/alkane models E and
F, according to the original model due to Halgren.19 The RMSD
of the total interaction energies with respect to both data sets
are given in Table 1. Moving from point to Gaussian charges
Table 1 Root mean square deviation (kJ mol−1) from reference interact
consisting of dimers of water, alcohols and alkanes. The use of point char
potential form is either Lennard-Jones 12-6 or Halgrens 14-7 potential
those for the charge generation algorithm. AT indicates what atom types
whether training used the total interaction energy (T) or its components

Model Force eld N AT Trai

OPLS2020 O Liqu
AT LJ12-6 + PC 20 O OPL
AC LJ12-6 + PC 20 O OPL
BT LJ12-6 + PC 36 A SAP
BC LJ12-6 + PC 36 A SAP
C LJ12-6 + GC 43 A OPL
D LJ12-6 + GC 43 A SAP
E 14-7 + GC 42 A OPL
F 14-7 + GC 42 A SAP

© 2025 The Author(s). Published by the Royal Society of Chemistry
(model C) slightly increases the RMSD from the OPLS2020 data
set, but both liquid and gas-phase properties are reasonably
close to experiment (Fig. 4) for a model with fewer atom types
than OPLS2020. From this result it is not obvious that the use of
Gaussian charge yields a better model than point charges, but
ion energies from either SAPT or OPLS2020 for a data set (N = 2114)
ges (PC) or Gaussian charges (GC) is indicated in the FF column and the
(Section S1). N indicates the number of parameters trained, including
are used, O (OPLS) or A (ACT, see Methods). The TC column indicates
(C)

ning energy Target TC

Reference

SAPT OPLS2020

id, QM 2.1 0
S2020 T 2.1 0.005
S2020 C 2.1 0.006
T T 1.2 1.7
T C 5.0 4.5
S2020 T 2.1 0.14
T T 1.1 1.8
S2020 T 2.2 0.42
T T 1.3 1.9

Digital Discovery, 2025, 4, 1925–1935 | 1929
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further research is needed. The use of a 14-7 potential (model E)
increases the RMSD somewhat further. Models D (12-6 + GC)
and F (14-7 + GC), trained on SAPT data have similar deviation
from SAPT as model BT (12-6 + PC). The reason why the 14-7 is
not better than 12-6 in this case, is likely that g and d were kept
constant rather than variable like we did for the hydrogen
halides (Table S2†), and previously for noble gases.31

The promise of physics-based models is that they should be
applicable to both the gas and condensed phases, like our
earlier models for alkali-halides63 and noble gases.31 Here, we
evaluated the liquid density of an ethanol–water mixture
(Fig. 4A) and a 1-propanol-water mixture (Fig. 4B), numbers are
given in Tables S8 and S9.† OPLS2020 reproduces the liquid
density very well, which is expected since the model was
designed for that purpose. Model C, trained on OPLS2020
interaction energies is very close to experiment as well. The two
models D and F that were trained on SAPT data overestimate the
alkane density. Interestingly, the 14-7 potential (model F)
reproduces the liquid density of alcohol-water mixtures some-
what better than the LJ12-6 potential (model D), see Fig. 4A and
B. Simulated gas-phase infrared spectra for ethanol are rather
similar for OPLS2020 and model C (Fig. 4C), but there are some
differences in the region around 1400 cm−1, which are related
to the methyl group vibrations.9 The intramolecular forces in
model C were trained on MP2 quantum chemistry (see
Methods) which could explain the somewhat lower RMSD from
experimental frequencies (Fig. 4D).

In a further evaluation of compounds in the liquid state,
eleven pure alkanes, including some larger compounds not
involved in training, were simulated using OPLS2020 as well as
Fig. 4 Liquid density for alcohol–water mixture as a function of water
mixture, (B) density of water-1-propanol mixture, (C) simulated IR ga
computed with the ACT, with a linewidth of 24 cm−1 and (D) residual plot
ethanol9 and FF-based frequencies.

1930 | Digital Discovery, 2025, 4, 1925–1935
models C, D and F. Table S10† shows that the RMSD from
experiment of the liquid density is about 20 g L−1 for both
OPLS2020 and model C, whereas models D and F signicantly
overestimate the density, in line with Fig. 4A and B.

An important result from these evaluations is that there is
a large error compensation between exchange and the electro-
static terms (Table S7†). Most classical force elds are trained to
reproduce total energies and it has been shown that such error
compensation occurs there as well.5,68 Since the distance depen-
dence of exchange energy is very different from the electrostatic
energy, it is likely that this error compensation will lead to
incorrect forces. In the trainings presented here (Table S7†) the
exchange energy typically has the highest RMSD but, as it is dis-
cussed below, this can be addressed by adding additional virtual
sites corresponding to, for instance, s-holes on the OH bonds. It
should be noted that virtual site hitherto have been mainly used
for modeling charge distributions (as in e.g. the TIP4P water
model25). However, as may be evident from model BC, more
accurate potential functions are needed to accurately reproduce
total interaction energies based on SAPT.36 The ACT supports
a large number of potentials (see e.g. ref. 31) including terms to
model polarisation and induction, but application to larger
organic or biomolecular systems is beyond the scope of this work.
Application to exchange interactions

In a recent paper we demonstrated that the exchange interactions
around a water molecule are highly anisotropic.30 This was found
by doing a scan of a helium probe around a water molecule and
computing SAPT interaction energy components. It was shown
that the exchange energy is high for a probe close to the lone-pair
mass-fraction and vibrational properties. (A) Density of water–ethanol
s-phase spectrum of ethanol using the OPLS2020 FF and model C
for the correlation between experimentally determined frequencies for

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 (A) Model for exchange interactions between water and helium
produced using ACT including virtual sites for both lone-pair (LP)
particles and s-holes (SH). × denotes that virtual sites for exchange
were included in the model. Note that these models are entirely
different from the TIP4P model25 and ACT variants used in Table 1 and
Fig. 4. (B) Root mean square deviation (RMSD, kJ mol−1) from SAPT
exchange for four different water models with lone-pair (LP) and/or s-
hole (SH) virtual sites. N is the total number of particles in the water
model. Training done using the ACT based on a systematic scan of
a helium probe around a water molecule in the plane of the molecule
and perpendicular to it.30
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positions and low close to positions corresponding to where s-
holes could be expected, in the extension of the OH bonds. Using
the ACT, a model can be designed with virtual sites at the lone-
pairs (LP) and/or s-hole (SH) positions to correct the otherwise
purely spherical exchange from the oxygen atom (Fig. 5A). The
ACT simultaneously derived the parameters for the Buckingham
exchange potential (Ae−br) and the optimal positions of the virtual
sites, where the lone-pairs added exchange (ALP > 0) and the s-
holes reduced it (ASH < 0). In this manner the relative importance
of the LP and SH sites could be evaluated. Intriguingly, modeling
the s-holes reduced the RMSD from SAPT exchange by about
70%, whereas modeling the lone-pairs only reduced the RMSD by
about 30% (Fig. 5B). The combination of both leads to more than
80% reduction of the RMSD. It should be emphasized that each
set of virtual sites adds additional parameters increasing the risk
of overtting. In the case where only LP were used, they were
positioned on a line perpendicular through the oxygen atom, at
a distance of 0.27 Å.When both LP and SHwere used, the optimal
position of the lone-pairs was tetrahedral at a distance of 0.22 Å
from the oxygen atom. The position of the s-hole was on the
vector through the OH bond at a distance of 0.53 Å from the
oxygen (Fig. 5A). This example shows how the ACT can be used to
perform detailed comparisons of physical models, to ne-tune
models, and how new chemical insights can be deduced from
the results.30
Discussion

Free and open-source soware libraries such as TensorFlow11

and PyTorch43 have facilitated the use of big data for the
© 2025 The Author(s). Published by the Royal Society of Chemistry
development of machine learning models in molecular science.
For example, they have made it possible to derive both neural-
network potential energy functions8 as well as parts of empir-
ical potential functions.28,48,50 However, the complexity of the
chemical space makes it difficult to design general neural
network models for intermolecular interactions.2

In this paper, the Alexandria Chemistry Toolkit is presented
as open-source soware that implements machine learning of
complete force elds from scratch based on a user-specied
physical model.58 Three parameter training algorithms are
implemented: MCMC, GA, and HYBRID. Our analyses (Fig. 2A)
show that HYBRID is somewhat more efficient than the other
two algorithms. Using this algorithm, ACT can evolve FF
genomes that best reproduce reference data by combining
a global optimization through a genetic algorithm with a local
optimization throughMCMC in an iterative fashion. The code is
compatible with multiple existing quantum chemistry data-
bases5,12,17,53 as well as new quantum chemistry calculations.58 It
should be noted that genetic algorithms have been used for
parameter optimization for water7 as well as for the ReaxFF15

but, it was shown later that local optimization of the same
ReaxFF with gradient-based methods was more efficient.27

Gradient optimization is also at the core of the ForceBalance
algorithm65 that is routinely used in the Open Force Field
project.66 Betz and Walker proposed a combination of a GA with
a local minimizer to tune bonded-force parameters.3 The
combination of GA for global optimization with MCMC for local
renement has been used in many elds of science, for
instance, for protein structure prediction,52 for a review see ref.
46. For the case of force eld training proposed in this work, the
HYBRID algorithm has the potential to determine parameters
rapidly and reproducibly, but further parameter and algorithm
investigations are needed.34

The ACT is effective in generating force elds that reproduce
intermolecular interaction energies from quantum chemistry.
However, much work remains to be done to further rene these
models, including a critical review of the method for generating
charges,22,62 potential functions31 and treatment of electrostatics
and induction.36 Simple models that adequately describe the
gas-phase, do not at the same time reproduce the condensed
phases very well (Table 1 and Fig. 4) and vice versa. Takaba and
co-workers,50 avoided this issue by restricting their training to
intramolecular energies and by relying on the TIP3P water
model25 and the OpenFF 2.0 for the non-bonded parameters.4

Likewise, the intramolecular FF due to Seute et al.48 uses the
TIP3P water model and the Amber99SB force eld32 to describe
non-bonded forces. Both these models are therefore limited by
the accuracy that can be provided by the Lennard-Jones/point
charge model.18,31,63

It has been argued for a long time that the addition of
polarizability will make force elds more phase-transferable.54,63

However, as pointed out by McDaniel and Schmidt,36 additional
energy terms may be needed to correctly model induction.
Further research will have to evaluate whether the purely
attractive exponential term proposed by those authors is the
solution to this problem. Finally, it should be emphasized that
extensive validation of any future FF is needed,44 including
Digital Discovery, 2025, 4, 1925–1935 | 1931
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analysis of vibrational spectroscopy20,60 and thermochemistry56

for monomers, second virial coefficients for dimers,31 liquid
properties,6 free energies of solvation69 and stability of crys-
tals.21,31,47 We believe that the Alexandria Chemistry Toolkit, in
conjunction with OpenMM,14 can make substantial contribu-
tions toward this goal.

Methods
Quantum chemical data collection

Multiple datasets of dimer structures and corresponding
interaction energy components were constructed at the SAPT2 +
(ccd)dMP2 level of theory42 with an augmented triple-zeta basis
set13 and calculations were performed using the Psi4 soware
suite.51 For this purpose a series of Python scripts were created
and made available to the community on GitHub.55 Usage of the
scripts is described in the ACT manual.58 Tables S1, S3 and S4†
list the compound dimers used for the SAPT calculations re-
ported in this paper. MP2 calculations37 were performed using
Psi4 of 100 high energy structures for monomeric compounds
corresponding to Tables S1, S3 and S4.† The structures were
generated in a short classical molecular dynamics simulation
using the Generalized Amber FF.64 Although 100 is a relatively
small number, many interactions such as e.g. a C–H bond occur
in multiple compounds, providing independent data.

Determination of atom types

In the derivation of force eld parameters, the physical models
use simple atom types corresponding to the element and its
hybridization state. That is, three atom types are employed for
carbon corresponding to sp3, sp2 and sp1 hybridizations, named
c3, c2 and c1, respectively. The other elements are treated in the
same manner, except for hydrogen atoms for which multiple
different atom types derived from the General Amber FF64 are
used (Table S5†). Water–oxygen is, due to its importance in
biological systems, treated separately from other sp3 oxygen
atoms as well (Table S6†). Code to determine atom types based
on the elemental composition and atomic coordinates is
present in OpenBabel.41 For this work, the OpenBabel code was
adapted, and this is available on GitHub.58 It should be noted
that the number of atom types dened in the Alexandria force
eld is typically less than what is commonly used in general
force elds.61,64 This is based on the premise that an improved
description of the physics will limit the need for large numbers
of nearly-identical atom types. The exact atom types to be used
for generating a force eld can be decided upon by the user of
the ACT.

Model training using the ACT

Training using a genetic algorithm started from a population of
256 individuals where parameters were generated from
a uniform random distribution within a user-dened interval. It
is important to have a range for each parameter that is not too
large in order not to complicate training unnecessarily, but not
too small either, so that optimal values fall within the range.
This is relatively simple for e.g. the van der Waals radius s of
1932 | Digital Discovery, 2025, 4, 1925–1935
particles where we can use existing force elds for reference.
However, for some other parameters the ranges were deter-
mined based on experience built-up during the development of
the ACT. It happens that parameters end up at one of the
bounds that are used as input. For instance, for the Gaussian
screening widths, a large z will effectively turn a Gaussian
charge into a point charge. When capping z to not allow values
larger than 10 nm−1, some atom types will end up at z = 10
nm−1. In this case the user has to decide whether to increase the
range. However this has to be balanced with the risk of
premature convergence of the training and ending up with
a sub-optimal parameter set. The range of parameters needed
for effective training also depends on the physical model (point
charges versus Gaussian charges, van der Waals potential used)
and on whether training is done on components or total
interaction energy.

Meta parameters for the training are based on an evaluation
of a beta version of the ACT.34 Typically, ve cross-over points
are used in the genetic algorithm, selected randomly. 20
generations of evolution were performed in the GA, combined
with 40 iterations per parameter in the Monte Carlo mutation
algorithm. Simulated annealing was applied in the Monte Carlo
algorithm, linearly reducing the temperature to zero from the
30th iteration. The number of energy evaluations equaled 20 ×

40 × the number of parameters × 2114 dimers per individual.
For the case of the alcohol/water/alkane data set (Table S4†),
this amounts to z34 million dimer energy evaluations. The
training took one to three hours on AMD EPYC 7763 processors.

To reproduce the OPLS2020 force eld for alcohols, alkanes
and water, OPLS2020 energies were computed using 2114 SAPT
dimer conformations (Table S4†). These were then used to train
the intermolecular part of the OPLS2020 FF with limitations of
that FF (e.g. identical charge on all aliphatic hydrogen atoms).
The original parameters were retained for the intramolecular
energy terms. For models B–F (Table 1) ACT atom types were
used (see above) and the intermolecular potential functions
were trained on either OPLS2020 or SAPT energies. The intra-
molecular forces were trained on MP2 energies and forces,
which means that these models are derived from scratch.

In general, a data set should be split into a training and a test
set and the convergence of both should be monitored. If the
tness of the test set does not improve for several GA iterations,
training should be terminated to prevent over-tting (see Table
S2† for an example of the latter).
Molecular dynamics simulations

A utility within the ACT can convert an ACT force eld le with
a user-dened molecular system to an input for the OpenMM
simulation engine.14 The ACT includes middleware in the form
of a Python interface to OpenMM, that implements the custom
potential functions described in the ACT manual58 and the
OpenMM code is able to execute these efficiently on graphical
processing units (GPUs). This middleware was used for per-
forming simulations with a range of potentials in our studies on
noble gases.31 Here, this interface was validated once more by
reproducing simulations of alkali-halide crystals at room
© 2025 The Author(s). Published by the Royal Society of Chemistry
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temperature from our previous work63 (Table S11†). The results
listed in Tables 1, S8–S11† were derived from simulations on
GPUs using the ACT-OpenMM interface as well. Table S8† lists
further simulation details.

Code availability

The ACT is available as free and open source on GitHub.59

Data availability

The data from both SAPT and MP2 calculations are stored in
machine-readable extensible markup language (XML) les.
XML is used for storing and transferring force eld parameters
as well. All data is available without restriction on Zenodo.57
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