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Molecular representation learning: cross-domain
foundations and future Frontiers

Rahul Sheshanarayana @2 and Fenggqi You ) *ab<d

Molecular representation learning has catalyzed a paradigm shift in computational chemistry and materials
science—from reliance on manually engineered descriptors to the automated extraction of features using
deep learning. This transition enables data-driven predictions of molecular properties, inverse design of
compounds, and accelerated discovery of chemical and crystalline materials—including organic
molecules, inorganic solids, and catalytic systems. This review provides a comprehensive and
comparative evaluation of deep learning-based molecular representations, focusing on graph neural
networks, autoencoders, diffusion models, generative adversarial networks, transformer architectures,
and hybrid self-supervised learning (SSL) frameworks. Special attention is given to underexplored areas
such as 3D-aware representations, physics-informed neural potentials, and cross-modal fusion strategies
that integrate graphs, sequences, and quantum descriptors. While previous reviews have largely centered
on GNNs and generative models, our synthesis addresses key gaps in the literature—particularly the
limited exploration of geometric learning, chemically informed SSL, and multi-modal representation
integration. We critically assess persistent challenges, including data scarcity, representational
inconsistency, interpretability, and the high computational costs of existing methods. Emerging strategies
such as contrastive learning, multi-modal adaptive fusion, and differentiable simulation pipelines are
discussed in depth, revealing promising directions for improving generalization and real-world
applicability. Notably, we highlight how equivariant models and learned potential energy surfaces offer
physically consistent, geometry-aware embeddings that extend beyond static graphs. By integrating
insights across domains, this review equips cheminformatics and materials science communities with
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a forward-looking synthesis of methodological innovations. Ultimately, advances in pretraining, hybrid

representations, and differentiable modeling are poised to accelerate progress in drug discovery,

materials design, and sustainable chemistry.

1. Introduction

In the realm of cheminformatics and materials science, molecular
representation learning has profoundly reshaped how scientists
predict and manipulate molecular properties for drug discovery'
and material design.** This field focuses on encoding molecular
structures into computationally tractable formats that machine
learning models can effectively interpret, facilitating tasks such as
property prediction,® molecular generation,” and reaction
modeling.*® Recent breakthroughs, specifically in crystalline
materials discovery and design, exemplify the transformative
impact of these methodologies.'®"* For instance, DeepMind's Al
tool, GNoME, identified 2.2 million new crystal structures,
including 380 000 stable materials with potential applications in
emerging technologies such as superconductors and next-
generation batteries."* Additionally, advancements in represen-
tation learning using deep generative models have significantly
enhanced crystal structure prediction, enabling the discovery of
novel materials with tailored properties.”” These innovations
mark a shift from traditional, hand-crafted features to automated,
predictive modeling with broader applicability. Considering this
progress, it becomes all the more essential to evaluate emerging
representation learning approaches—particularly those involving
3D structures, self-supervision, hybrid modalities, and differen-
tiable representations—for their potential to generalize across
domains.

Building on this progress, advancing these methods may
support significant improvements in drug discovery and
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materials science, enabling more precise and predictive
molecular modeling. Beyond these domains, molecular repre-
sentation learning has the potential to drive innovation in
environmental sustainability, such as improving catalysis for
cleaner industrial processes™ and CO, capture technologies,*
as well as accelerating the discovery of renewable energy
materials,” including organic photovoltaics and perov-
skites.'® Additionally, the integration of representation learning
with molecular design for green chemistry could facilitate the
development of safer, more sustainable chemicals with reduced
environmental impact.*>*® Deeper exploration of these repre-
sentation models—particularly their transferability, inductive
biases, and integration with physicochemical priors—can
clarify their role in addressing key challenges in molecular
design, such as generalization across chemical spaces and
interpretability.

Foundational to many early advances, traditional molecular
representations such as SMILES and structure-based molecular
fingerprints (see Fig. 1a and c) have been fundamental to the
field of computational chemistry, providing robust, straight-
forward methods to capture the essence of molecules in a fixed,
non-contextual format.**** These representations, while
simplistic, offer significant advantages that have made them
indispensable in numerous computational studies. SMILES, for
instance, translates complex molecular structures into linear
strings that can be easily processed by computer algorithms,
making it an ideal format for database searches, similarity
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analysis, and preliminary modeling tasks.”® Structural
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Fig. 1 Schematic of different molecular representations showing (a) string-based formats, including SMILES, DeepSMILES, and SELFIES, which
provide compact encodings suitable for storage, generation, and sequence-based modeling; (b) graph-based visualizations using node-link
diagrams and adjacency matrices, which explicitly encode atomic connectivity and serve as the backbone for graph neural networks; (c)
structure-based and deep learning-derived fingerprints, which generate fixed-length descriptors ideal for similarity comparisons and high-
throughput screening; and (d) 3D representations, including 3D graphs and energy density fields, which capture spatial geometry and electronic
features critical for modeling molecular interactions and conformational behavior.
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fingerprints further complement these capabilities by encoding
molecular information into binary or count vectors, facilitating
rapid and effective similarity comparisons among large chem-
ical libraries.” This technique has been extensively applied in
virtual screening processes, where the goal is to identify
potential drug candidates from vast compound libraries by
comparing their fingerprints to those of known active mole-
cules.”* Although they are widely used and allow chemical
compounds to be digitally manipulated and analyzed, tradi-
tional descriptors often struggle with capturing the full
complexity of molecular interactions and conformations.***
Their fixed nature means that they cannot easily adapt to
represent the dynamic behaviors of molecules in different
environments or under varying chemical conditions, which are
crucial for understanding a molecule's reactivity, toxicity, and
overall biological activity. This limitation has sparked the
development of more dynamic and context-sensitive deep
molecular representations in recent years.*%>¢>°

The advent of graph-based representations (see Fig. 1b) has
introduced a transformative dimension to molecular represen-
tations, enabling a more nuanced and detailed depiction of
molecular structures.>**” This shift from traditional linear or
non-contextual representations to graph-based models allows
for the explicit encoding of relationships between atoms in
a molecule (shown in Fig. 1b), capturing not only the structural
but also the dynamic properties of molecules. Graph-based
approaches, such as those developed by Duvenaud et al., have
demonstrated significant advancements in learning meaningful
molecular features directly from raw molecular graphs, which
has proven essential for tasks like predicting molecular activity
and synthesizing new compounds.®®

Further enriching this landscape, recent advancements have
embraced 3D molecular structures within representation
learning frameworks®**'?*3*43 (see Fig. 1d). For instance, the
innovative 3D Infomax approach by Stirk et al effectively
utilizes 3D geometries to enhance the predictive performance of
graph neural networks (GNNs) by pre-training on existing 3D
molecular datasets.*® This method not only improves the
accuracy of molecular property predictions but also highlights
the potential of using latent embeddings to bridge the infor-
mational gap between 2D and 3D molecular forms. Addition-
ally, the complexity in representing macromolecules, such as
polymers, as a single, well-defined structure, has spurred the
development of specialized models that treat polymers as
ensembles of similar molecules. Aldeghi and Coley introduced
a graph representation framework tailored for this purpose,
which accurately captures critical features of polymers and
outperforms traditional cheminformatics approaches in prop-
erty prediction.*

Incorporating autoencoders (AEs) and variational autoen-
coders (VAEs) into this framework has further enhanced the
capability of molecular representations.”***-* VAEs introduce
a probabilistic layer to the encoding process, allowing for the
generation of new molecular structures by sampling from the
learned distribution of molecular data. This aspect is particu-
larly useful in drug discovery, where generating novel molecules
with desired properties is a primary goal.**™***"* Gomez-
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Bombarelli et al. demonstrated how variational autoencoders
could be utilized to learn continuous representations of mole-
cules, thus facilitating the generation and optimization of novel
molecular entities within unexplored chemical spaces.” Their
method not only supports the exploration of potential drugs but
also optimizes molecules for enhanced efficacy and reduced
toxicity.

As we venture into the current era of molecular representa-
tion learning, the focus has distinctly shifted towards leveraging
unlabeled data through self-supervised learning (SSL) tech-
niques, which promise to unearth deeper insights from vast
unannotated molecular databases.**3%4***7 1j et al.'s intro-
duction of the knowledge-guided pre-training of graph trans-
former (KPGT) embodies this trend, integrating a graph
transformer architecture with a pre-training strategy informed
by domain-specific knowledge to produce robust molecular
representations that significantly enhance drug discovery
processes.*® Complementing the potential of SSL are hybrid
models, which integrate the strengths of diverse learning
paradigms and data modalities. By combining inputs such as
molecular graphs, SMILES strings, quantum mechanical prop-
erties, and biological activities, hybrid frameworks aim to
generate more comprehensive and nuanced molecular repre-
sentations. Early advancements, such as MolFusion's multi-
modal fusion®® and SMICLR's integration of structural and
sequential data,® highlight the promise of these models in
capturing complex molecular interactions.

Previous on molecular representation
learning have provided valuable insights into foundational
methodologies, establishing a strong basis for the field.>»**%
However, many of these reviews have been limited in scope,
often concentrating on specific methodologies such as GNNs,*
generative models,*** or molecular fingerprints®* without
offering a holistic synthesis of emerging techniques. Discus-
sions on 3D-aware representations and multi-modal integration
remain largely superficial, with little emphasis on how spatial
and contextual information enhances molecular embed-
dings.®*** Furthermore, despite its growing influence, SSL has
been underexplored in prior reviews, particularly in terms of
pretraining strategies, augmentation techniques, and chemi-
cally informed embedding approaches. Additionally, existing
works tend to emphasize model performance metrics without
adequately addressing broader challenges such as data scarcity,
computational scalability, interpretability, and the integration
of domain knowledge, leaving critical gaps in understanding
how these approaches can be effectively applied in real-world
molecular discovery.

This review addresses key gaps in molecular representation
learning by examining underexplored areas such as 3D-aware
models, SSL, contrastive learning, and hybrid multi-modal
approaches. While prior surveys have primarily focused on
GNNs and generative models, they often overlook the role of
molecular geometry, multi-modal data fusion, and advanced
SSL techniques in enhancing representation learning. Addi-
tionally, discussions on interpretability, data efficiency, and
generalization remain limited, posing challenges for real-world
applications.

review articles
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A significant gap lies in the limited coverage of 3D molecular
representations. While GNNs are well studied, existing reviews
provide little insight into SE(3)-equivariant networks, geometric
contrastive learning, and hybrid models that incorporate both
2D and 3D structural information. Given the importance of
molecular conformation in drug-target interactions and reac-
tion modeling, this review highlights the potential of geometric
deep learning to improve accuracy and interpretability.

Another underexplored area is SSL, particularly in the
context of pretraining strategies, chemically informed contras-
tive learning, and augmentation techniques. Despite its poten-
tial to address data scarcity and improve model transferability,
SSL has not been thoroughly evaluated across different chem-
ical domains in previous surveys. This review synthesizes recent
progress in contrastive molecular learning, masked pretraining,
and multi-task SSL, underscoring the need for domain-adaptive
pretraining and hybrid SSL frameworks.

Hybrid models, which integrate multiple molecular repre-
sentations such as graphs, SMILES strings, quantum mechan-
ical descriptors, and experimental data, remain an emerging yet
largely unexamined area. This review explores their potential to
enhance predictive accuracy and generalization, particularly in
applications such as catalysis, drug discovery, and materials
design. The discussion also extends to adaptive fusion strate-
gies and cross-modal contrastive learning, which could further
improve the robustness of molecular representation learning.

A related but often overlooked direction is the integration of
differentiable, physics-aware models such as neural network
potentials (NNPs). These models learn potential energy surfaces
directly from molecular geometries, enabling accurate predic-
tion of energies and forces while preserving physical symme-
tries. Despite their success in atomistic simulation, NNPs are
rarely discussed in representation learning surveys, even
though their latent embeddings offer transferable and differ-
entiable features for downstream tasks.

Despite the promise of these emerging models, it's impor-
tant to recognize that deep representation learners do not
consistently outperform traditional approaches. Benchmarks
such as MoleculeNet reveal that simpler models like Random
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Forests®® or XGBoost,*” when paired with molecular finger-
prints, can outperform complex architectures on certain data-
sets.®*® This highlights a persistent challenge: model
complexity does not always translate to better performance.
Nevertheless, the flexibility, scalability, and interpretability of
learned molecular representations—especially in multi-modal
and generative contexts—make them essential tools for
advancing chemical discovery. Moreover, the field remains
fragmented, with little standardization in evaluation protocols,
unclear guidance on model selection, and limited consensus on
when to apply specific architectures. These gaps can make it
difficult for practitioners to assess when deep or hybrid models
are truly advantageous.

This review critically examines the capabilities and limita-
tions of current approaches, consolidating recent advances
while emphasizing underexplored areas such as 3D-aware
representations, chemically informed SSL, and the integration
of neural network potentials (NNPs) with differentiable molec-
ular simulation. These directions offer physically grounded,
geometry-aware embeddings for predictive and generative
tasks. Advancing them will be essential for improving general-
ization, interpretability, and impact across drug discovery,
materials development, and sustainable chemistry.

2. Learning molecular
representations

This section provides a comprehensive overview of modern
approaches to molecular representation learning, focusing on
five core model classes: GNNs, AEs, VAEs, diffusion models,
generative adversarial networks (GANs), and transformer-based
architectures. Each of these methods captures different facets
of molecular information and is motivated by specific modeling
strengths. GNNs leverage molecular graph topology to encode
atom-level and bond-level interactions with high fidelity,
making them ideal for structure-based learning tasks. AEs and
VAEs offer powerful latent representations for reconstructing
and generating chemically valid molecules, enabling de novo
design. Diffusion models extend this capability by iteratively
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Fig.2 Process of learning representations using GNNs and their general applications. The illustration shows (a) the message-passing scheme to
encode molecular graphs into node-level representations, which can then be incorporated in (b) graph-level predictions, (c) node-level

predictions, and (d) molecular graph generation applications.
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refining noisy representations to produce high-resolution
molecular structures with controllable properties. GANs have
been explored for modeling implicit molecular distributions
and for property-guided generation, with applications such as
MOIGAN.”® Finally, transformer models—originally developed
for language tasks—bring attention-based mechanisms to
molecular sequences and graphs, capturing long-range depen-
dencies and contextual information. Together, these
approaches form the methodological backbone of contempo-
rary molecular representation learning and are examined in the
following subsections for their theoretical foundations, prac-
tical implementations, and domain-specific applications.

2.1. Graph-based representations

GNNs have emerged as one of the most influential approaches
in molecular representation learning due to their unique ability
to directly model the relational and structural nature of mole-
cules. GNNs have emerged as one of the most influential
approaches in molecular representation learning due to their
unique ability to directly model the relational and structural
nature of molecules. Their core mechanism relies on a message
passing scheme that allows nodes (atoms) to update their states
by aggregating information from their neighbors, as illustrated
in Fig. 2a. This universal framework allows nodes to update
their states by aggregating information from their neighbors,
a process essential across all types of graphs but with specific
implementations tailored to the graph type, as shown in eqn (1)
below.

h"" = UPDATE(h,", AGGREGATE ({1, : ue N(v)}))
1)

Here, &,’ is the state of node v at iteration ¢, and N(v) is the set of
neighbors of node v. Note that the AGGREGATE and UPDATE
functions are defined depending on the specific architecture of
the GNN discussed above. This iterative updating, typically
through a series of hidden layers, allows the network to capture
both local connectivity and broader topological structure of the
molecule, encoding complex chemical environments of each
atom in a vector form, called node embeddings. These node
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embeddings can further be processed to learn representations
for a wide range of downstream tasks, including graph-level
predictions, node-level predictions, and graph generation,
depicted in Fig. 2b, c, and d, respectively.

This section explores how GNNs process molecular graphs
across different levels of representation—2D topologies, 3D
geometries, and higher-level knowledge graphs—and why these
graph-based approaches are particularly well-suited for chem-
informatics applications. GNNs excel at learning from molec-
ular structure without requiring handcrafted features, enabling
them to support key tasks such as molecular property predic-
tion,***39% drug discovery,”**”* and reaction modeling.*”>7*
Their real-world impact is exemplified by GNoME, a GNN-based
framework that predicted the stability of millions of inorganic
crystal structures, expanding the known space of stable mate-
rials by an order of magnitude and dramatically accelerating
discovery in materials science." By categorizing graph repre-
sentations into 2D, 3D, and knowledge graphs, we highlight
both the foundational and emerging strategies for encoding
chemical information within GNN frameworks, with an
emphasis on message passing, geometric learning, and multi-
modal integration.

2.1.1. 2D graphs. 2D graph representations abstract mole-
cules into topological graphs where atoms are nodes and bonds
are edges, omitting spatial orientation while preserving essen-
tial connectivity. This simplification allows efficient learning of
structure-based molecular properties, making it especially
useful for large-scale virtual screening.””® Each molecule is
modeled as a graph G = (V, E), where V is the set of atoms and E
represents chemical bonds. Node features often include atomic
number, hybridization, and charge, while edge features encode
bond types (single, double, aromatic, etc.).

These representations have been widely adopted in bench-
marks like Tox21 and BBBP, where 2D GNN models such as
graph convolutional networks (GCNs) and the graph isomor-
phism network (GIN) have achieved competitive ROC-AUC
scores (typically >0.80), on par with or surpassing fingerprint-
based approaches.”” However, recent evaluations have high-
lighted their limitations. Xia et al. demonstrated that in many
MoleculeNet tasks, 2D GNNs underperform or match simpler

Table1 Comparison of 2D, 3D, and knowledge graph-based molecular representations, highlighting their core structure, information content,
strengths, limitations, and best-fit applications in molecular modeling and discovery

Criteria 2D graphs

3D graphs

Knowledge graphs

Derived from 2D structure formula
or SMILES

Data input

Information captured Atom types, bond types, and their

inherent connectivity

Strengths Simple, fast, widely supported
Limitations No spatial context; limited for 3D
tasks
Use cases Scaffold search, QSAR, fast
screening fields

2302 | Digital Discovery, 2025, 4, 2298-2335

Obtained through X-ray
crystallography or molecular
dynamics/ab initio simulations
Interatomic distances, bond angles,
torsional angles, and overall
molecular conformation

Captures shape, stereochemistry,
physical realism

High computational cost;
conformer sensitivity

Docking, binding prediction, force

Aggregated from diverse databases,
literature, and ontologies,
integrating various data sources
Complex relationships, hierarchies,
and interactions among biological
entities, including molecular
functions and pathway

Integrates rich, multi-domain
knowledge

Sparse data; integration and
scalability challenges

Drug repurposing, knowledge
discovery, cross-domain inference

© 2025 The Author(s). Published by the Royal Society of Chemistry
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methods like random forests on Morgan fingerprints, particu-
larly when datasets are small or low in complexity.”®

More critically, 2D graphs are inherently incapable of
modeling stereochemistry or capturing conformational isom-
erism—distinct spatial configurations that have identical 2D
connectivity.”®” Du et al. showed that conventional GNNs treat
enantiomers identically, leading to mispredictions in stereo-
sensitive applications like chiral drug design.” These chal-
lenges have catalyzed the development of 3D-aware graph
models that explicitly incorporate spatial geometry. Addition-
ally, knowledge graphs have emerged as an orthogonal para-
digm that encodes semantic and relational information beyond
structural connectivity. To contextualize these developments,
Table 1 summarizes the key differences among 2D, 3D, and
knowledge graph-based molecular representations, empha-
sizing their structural assumptions, modeling capabilities, and
application domains.

2.1.2. 3D graphs. 3D graph representations incorporate
spatial features—such as interatomic distances, angles, and
torsions—allowing models to capture the geometry-dependent
behavior of molecules. These representations are crucial in
tasks where shape, orientation, and electronic distribution
govern molecular properties, such as in protein-ligand binding,
quantum chemistry, and materials science. Each node typically
includes atomic coordinates or derived geometric features,
while edges may encode distances, bond angles, or even
direction-sensitive embeddings.

In quantum chemical benchmarks like QM9,*° 3D GNNs
have shown significant performance gains. DimeNet++ ach-
ieved better performance compared to rest of its counterparts by
31% on average.®® Furthermore, SphereNet, using spherical
coordinate-based message passing, matched or exceeded this
accuracy.®” In dynamic molecular simulations, GemNet reduced
force prediction errors by 41% on MD17 and improved catalyst
energy predictions by 20% on the OC20 benchmark.*® These
results underscore the necessity of spatial representations in
capturing nuanced physical interactions.

3D GNNs also shine in binding affinity tasks. Models like
Uni-Mol42 have demonstrated ~10% improvement over 2D
GNNs on the PDBBind dataset,* driven by their ability to model
precise molecular conformations and protein-ligand interfaces.
Importantly, Uni-Mol also outperformed 2D baselines on 14 of
15 property prediction tasks, illustrating the broad utility of 3D-
informed learning.

In materials science, the impact of 3D GNNs is exemplified
by GNoME, which used geometry-aware GNNs to predict the
stability of over 2.2 million inorganic crystals, resulting in the
discovery of ~380000 stable materials—many of which have
been experimentally validated."* This demonstrates not only
improved predictive power but also the scalability of 3D GNNs
in real-world discovery pipelines.

That said, 3D graphs require high-quality structural data,
which may be unavailable for many molecules or costly to
generate via quantum chemical calculations or molecular
dynamics simulations.** These representations also introduce
additional computational overhead during training and infer-
ence, particularly when modeling atomic interactions in 3D

© 2025 The Author(s). Published by the Royal Society of Chemistry
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space.®® Moreover, ensuring rotation and translation invariance
remains a modeling challenge—one that has been addressed
through equivariant architectures such as SE(3)-transformers
and E(n)-GNNs.*>®>% While these models improve physical
fidelity, they often suffer from increased training instability due
to the complexity of maintaining equivariance constraints and
computing higher-order geometric features.*” As a result, 3D
GNNs require careful tuning of architectural and optimization
parameters to balance accuracy, stability, and efficiency. These
limitations have motivated interest in complementary repre-
sentation strategies, such as knowledge graphs, which shift the
modeling focus from geometric precision to relational and
semantic richness across molecular and biological entities.

2.1.3. Knowledge graphs. Knowledge graphs generalize
molecular graphs by incorporating entities beyond atoms and
bonds—such as proteins, diseases, pathways, and drugs—and
modeling the heterogeneous relationships among them. These
multi-relational graphs, defined as G = (V, E, R), are well-suited
for biomedical applications where chemical, biological, and
clinical data intersect.>>®*** Nodes can represent molecules,
genes, or biological events, and relations (in R) can encode
interactions, regulatory links, or functional annotations. For
example, knowledge graphs have been employed to predict
drug-target interactions by integrating chemical structures and
protein information, facilitating the identification of potential
therapeutic targets.®® In drug repurposing, models like DTD-
GNN utilize knowledge graphs to uncover relationships
among drugs, targets, and diseases, aiding in identifying new
uses for existing drugs.*® Additionally, frameworks such as
KPGT combine knowledge graphs with self-supervised learning
to enhance molecular representation learning, improving
predictions of molecular properties.>> These applications
underscore the versatility and effectiveness of knowledge
graphs in addressing complex biomedical challenges.

Knowledge graph-augmented GNNs have shown superior
performance in drug-target interaction prediction and drug
repurposing. For example, Zhang et al. proposed a meta-graph
contrastive learning framework, which integrated diverse
biomedical graphs (e.g., drug-drug, protein-protein) and out-
performed earlier GNN methods by ~3% in AUC and average
precision.®® Li et al. developed DTD-GNN, which jointly models
drugs, targets, and diseases in a multi-relational framework,
achieving higher AUC and Fj-scores than standard bipartite
GNNs.

These models outperform purely molecular GNNs because
they can capture domain-level knowledge and infer indirect
relationships—for instance, inferring that a drug might be
effective against a disease via shared genetic pathways. GralL
showed that local subgraph-based reasoning in knowledge
graphs can outperform traditional embedding methods in link
prediction tasks, including those on biomedical ontologies.*

However, challenges remain. Knowledge graphs are often
large, sparse, and noisy—particularly when constructed from
heterogeneous databases or literature-mined sources.”® Inter-
pretability is also a significant limitation; tracing predictions
back to specific molecular features or relational paths is often
nontrivial.®* Unlike molecular GNNs, where substructure

Digital Discovery, 2025, 4, 2298-2335 | 2303


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00170f

Open Access Article. Published on 01 August 2025. Downloaded on 2/5/2026 4:16:51 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Digital Discovery

attribution can often be directly linked to atomic features or
bonds, knowledge graph models operate over heterogeneous
entities and abstract relationships that lack intuitive chemical
mappings.”® For example, a drug-disease prediction may
depend on multi-hop paths through genes, pathways, or
phenotypic traits, making it difficult to isolate which interac-
tions were most influential.”® Deep relational models like GraIL
exacerbate this by diffusing influence across large graph
neighborhoods.”® While emerging techniques such as path
ranking,®” attention visualization,®® and subgraph extraction®**
offer some interpretability, they often entail high computa-
tional cost and limited scalability. Nonetheless, integrating
knowledge graphs with molecular GNNs provides a means of
incorporating multimodal and hierarchical biological context
into molecular representation learning, with use cases span-
ning drug discovery and systems-level modeling.

Building on foundational concepts in graph-based molec-
ular modeling, recent studies have transformed molecular
representation by combining GNNs with advanced learning
techniques to capture nuanced molecular structures.?*?”
Foundational models, such as the one developed by Yang et al.,
which introduced a hybrid GCN model that combines con-
volutional features with molecular descriptors,”” and Li et al.,
which introduced graph-level representations with a dummy
super node to capture global molecular features,”* paved the
way for more specialized GNNs. These early efforts demon-
strated how GNNs could encode complex molecular interac-
tions, setting the stage for models that leverage self-supervision,
multi-task pre-training, and geometric awareness.

Today's GNN models extend beyond traditional molecular
descriptors and fingerprints that required extensive feature engi-
neering. GNNs' ability to model molecules as graphs of atoms and
bonds allows them to learn representations directly from data.
Central to this transformation is the use of SSL, which pre-trains
GNN models on vast unlabeled molecular datasets, uncovering
structural and chemical insights before they are fine-tuned for
specific tasks.3*36525457:5992:99100 A preakthrough in this area is
GROVER, a model that integrates GNNs within a transformer
framework to capture molecular features at multiple levels—
nodes, edges, and graph structures.” By pre-training on over 10
million molecules, GROVER has set a benchmark for GNN-based
molecular models. Complementing this, SMILES-BERT adapts
natural language processing techniques to molecular sequences,
treating SMILES strings as sequences, enriching representational
depth in contexts where sequential encoding complements graph-
based features.'**

In terms of graph structures, there has been a critical evolution
toward 2D and 3D graph-based models that incorporate not only
atomic connectivity but also spatial geometry.?*3"3637:40:426077,102
Extending beyond purely 2D topological representations, models
like Uni-Mol incorporate 3D spatial data into GNNs, employing an
SE(3)-invariant Transformer that fully leverages GNNs' capacity to
model complex molecular geometries for property prediction,
protein-ligand binding poses, and molecular conformation
generation.” This shift to 3D-aware GNNs, as demonstrated in
Uni-Mol and further explored by Fang et al, enables GNNs to
capture stereochemistry and conformational dynamics critical for

2304 | Digital Discovery, 2025, 4, 2298-2335

View Article Online

Review

accurately predicting bioactivity and physical properties.* This 3D
capability is especially beneficial in drug discovery' and materials
science,® where molecular function is often tied to three-
dimensional spatial arrangement rather than simple connectivity.

Supporting this multidimensional approach, molecular set
representations have also been explored as an alternative to
traditional graph formats.***** Boulougouri et al. proposed
molecular set representation learning, where GNNs interpret
molecules as sets of atom types and counts, particularly suited
to reaction yield prediction.” Similarly, Ihalage and Hao intro-
duced a formula graph approach that merges structure-agnostic
stoichiometry with GNN-driven structural representations,
enhancing cross-domain transferability between materials
science and pharmacology.®® The flexibility of GNNs in these
applications highlights their adaptability to complex molecular
data, making them suitable for both organic compounds and
inorganic structures, as demonstrated by Court et al. in the
generation of 3D inorganic crystals.*

Biochemical context integration has further broadened the
utility of GNNs, allowing models to align molecular structure
with biological data for more comprehensive insights.'®*"%
InfoAlign represents one of the first efforts to embed cellular
response data directly into GNN representations, aligning
structural information with biological effects to predict cellular
outcomes critical for assessing drug toxicity and efficacy.'** By
expanding graph representations with response-level informa-
tion, InfoAlign addresses a significant challenge in drug
discovery, demonstrating how GNNs can extend beyond static
structure to dynamically simulate molecular impacts within
biological systems. This multi-modal adaptation of GNNs
significantly enhances their ability to model complex biological
interactions effectively.

To improve task adaptability, recent studies have also
focused on enhancing GNN training through multi-task and
hierarchical pre-training.****3*'%¢ In models like GROVER,
multi-level self-supervised tasks enable GNNs to learn from
node-, edge-, and graph-level contexts, capturing recurring
molecular motifs essential for robust downstream perfor-
mance.* Similarly, the MPG framework uses multi-level pre-
training to refine node and graph representations, enriching
GNNs' ability to capture chemical insights that transfer
effectively across tasks like drug-drug interaction
prediction.*

Beyond predictive modeling, GNNs have also proven valu-
able in generative modeling.**'°”*°® ReLMole employs GNNs in
a two-level similarity approach, using contrastive learning to
refine molecular representations for drug-like molecule
design,* while MagGen combines GNNs with generative
modeling to focus on inorganic compound generation,
expanding GNNs' reach into materials discovery.'”® ReaKE
demonstrates how GNNs, enhanced with reaction knowledge,
improve reaction prediction by capturing transformations in
molecular structure, exemplifying GNNs' potential to encode
complex molecular reactions.'®”

The versatility of GNNs is further illustrated through multi-
view and multi-modal molecular representations.’”**** Luo
et al. developed a multi-view model that integrates distinct data
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types into a unified GNN framework, improving prediction
performance.*” These multi-view GNN models reflect a trend
toward combining diverse molecular features—topological,
geometric, and biochemical—offering a richer foundation for
tasks requiring complex chemical interactions, such as protein-
ligand docking. In addition to traditional graphs, knowledge
graphs have also gained attention for capturing molecular
relationships at a higher level, enabling models to reason about
molecular networks and complex chemical interactions.*>®

Protein structure prediction and functional understanding
are pivotal for applications in therapeutics and biotech-
nology.”®7%1%>1% 7Zhang et al. introduce a novel approach in
protein representation learning by leveraging GNNs to encode
the geometric structure of proteins, which captures the 3D
spatial relationships between amino acid residues.'”* Their
model employs a multi-view contrastive learning strategy that
augments protein substructures, preserving biologically rele-
vant motifs across protein graphs. By using both sequence-
based cropping and spatial subgraph sampling, the model
encodes local structural motifs crucial for protein functionality.
This method demonstrated impressive performance on func-
tion prediction and fold classification tasks, often achieving
comparable or superior results to sequence-based models while
using significantly less pretraining data.

Altogether, these advancements highlight GNNs as a trans-
formative tool in molecular representation learning. Through
self-supervised training, 3D structural awareness, and multi-
modal data integration, GNNs have become pivotal in
advancing applications across drug discovery, materials
design, and biochemistry. As these GNN-based techniques
mature, they promise to drive advancements across molecular
sciences, enabling scalable, data-driven approaches that
significantly accelerate innovation across complex scientific
domains.
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2.2. Generative Al-based representations

While GNNs have been widely used to capture molecular
structure in predictive modeling, generative Al-based repre-
sentations offer a complementary approach by learning distri-
butions over molecular space. These models—such as
VAEs,">"™ GANs,"* and diffusion models"*—support the
generation of novel, diverse, and property-optimized molecules,
addressing limitations of traditional graph-based and
fingerprint-based methods. These generative approaches also
contribute to representation learning by constructing smooth
and continuous latent spaces that encode high-level chemical
semantics. Such latent embeddings can enable interpolation
between molecular structures, property conditioning, and
application to downstream tasks such as molecular
optimization.

Recent comparative studies have shown that generative
models not only enhance structural diversity and novelty but
also improve property-directed molecule design.®**** For
instance, a transformer-enhanced VAE produced a broader set
of chemically diverse and novel molecules than prior GNN-
based approaches.™ Similarly, diffusion models with
property-conditioned sampling have demonstrated superior
performance in steering molecule generation toward desired
attributes, significantly outperforming post hoc filtering
methods in terms of efficiency and target satisfaction.'*
Together, these capabilities position generative models as
a critical advancement in molecular representation learning,
offering both creative and controllable frameworks for inverse
design. The following subsections explore these methods in
more detail, beginning with autoencoder-based approaches.

2.2.1. Autoencoders and variational autoencoders. AEs"'*
and VAEs"'*'* are deep learning architectures designed to learn
compact, informative representations of input data, making
them essential tools for generative modeling in fields like
molecular design and biomedical applications. As shown in
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Fig. 3 Autoencoders (AE) and variational autoencoders (VAE) applied to molecular data. The process begins with a molecular structure (e.g.,
SMILES representation), which is input into an encoder to generate a latent space representation z. In the AE model, z is directly used for the
decoder reconstruction to match the original input. In contrast, the VAE introduces a probabilistic layer where z is sampled from a normal
distribution defined by parameters u and g, enhancing the generative capability by allowing the exploration of novel molecular configurations

during the decoding phase.
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Fig. 3, both AEs and VAEs use an encoder-decoder structure,
where the encoder maps the input data (e.g., a molecule rep-
resented as an image or a SMILES string) into a low-
dimensional latent space. This compressed latent representa-
tion captures essential features of the input, enabling efficient
data reconstruction and generation.

In a standard AE, the encoder transforms the input mole-
cule M into a latent vector z that encodes key features, which the
decoder then wuses to reconstruct the input from this
compressed form. The goal of training an autoencoder is to
minimize the difference between the original input and its
reconstruction, thereby encouraging the latent space to capture
meaningful patterns within the data. However, because AEs
directly map data to specific points in the latent space, they are
often limited in their ability to generate new data, as they lack
a probabilistic framework. On the other hand, VAEs, an exten-
sion of AEs, address this limitation by introducing a probabi-
listic approach to the latent space. Instead of encoding the
input into a single latent vector, VAEs encode it as a distribu-
tion, typically represented by a mean u and a standard deviation
o, creating a more flexible and continuous latent space. As
shown in Fig. 3, the encoder in a VAE outputs parameters of
a Gaussian distribution N(u,0), from which latent vector z is
sampled. This probabilistic framework allows VAEs to generate
new data by sampling different points in the latent space,
producing diverse yet plausible outputs. This property makes
VAEs particularly useful for de novo molecular design, where
generating novel, chemically valid molecules is critical. By
sampling from the learned latent space, VAEs can produce
unique yet realistic structures, providing an essential founda-
tion for applications in drug discovery, materials science, and
beyond.

The potential of VAEs in molecular design was first high-
lighted by Gomez-Bombarelli et al., who encoded molecular
SMILES strings into a smooth latent space that could be
sampled to generate novel chemical structures.” This model
established VAEs as versatile tools for exploring chemical space.
Building on this, Jin et al. introduced the Junction Tree VAE,
which combines graph-based encodings with a tree-structured
decoder to preserve chemical validity, generating molecules
with realistic substructures and logical connectivity.*” This
hierarchical structure enhanced the utility of VAEs in drug
discovery, where structural fidelity is essential.

AEs, including advanced adversarial variations, have also
demonstrated significant applications. Kadurin et al. pioneered
the use of adversarial AEs in oncology, creating a model that
generates molecular fingerprints with specific biological prop-
erties*® (see Fig. 5e). Their AE architecture incorporates a latent
variable that controls growth inhibition, allowing the genera-
tion of compounds with potential anticancer activity. By
training on data from the NCI-60 cell line, this approach
generated novel compounds that could inhibit tumor growth,
showcasing AEs' role in targeted drug discovery. This study
exemplifies how AEs, with adversarial training, can address real-
world challenges in cancer research by producing biologically
relevant drug candidates.
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Beyond molecular structure generation, VAEs have proven
effective in the field of materials science, specifically in
modeling periodic crystal structures.*>*+*** Xie et al. addressed
the challenges of spatial constraints in crystalline materials by
introducing the Crystal Diffusion VAE (CDVAE), which models
periodic atomic arrangements® (see Fig. 5c). Using SE(3)
equivariant GNNs, the CDVAE respects rotational and trans-
lational symmetries, generating stable 3D crystal structures.
This model emphasizes the importance of embedding physical
constraints within VAE architectures to ensure that generated
structures adhere to material properties. Furthermore, Simo-
novsky and Komodakis introduced GraphVAE, treating mole-
cules as graphs of atoms and bonds to capture connectivity
patterns directly in the latent space, thus enhancing the validity
of generated molecules.>® Similarly, Alperstein et al. developed
All SMILES VAE, which enables the generation of syntactically
correct SMILES strings, an essential advancement for molecular
databases where format precision is crucial.** These studies
illustrate how VAEs can leverage graph structures to improve
the chemical validity and diversity of generated molecules.

Further expanding the applications of VAEs within materials
science, Court et al pioneered a 3D autoencoder model
specifically for inorganic crystal structures, allowing it to learn
from existing crystal configurations and generate new, experi-
mentally viable designs.*® By capturing the spatial relationships
and atomic connectivity patterns within crystal lattices, this
model provides a foundation for exploring potential new
materials without relying entirely on costly and time-intensive
experimental synthesis. Hoffmann et al. expanded on this
concept by utilizing VAEs to encode 3D atomic configurations
for solid materials, emphasizing the importance of capturing
the spatial arrangement of atoms within crystal lattices.*® Their
VAE framework maps atomic structures to a latent space where
essential structural characteristics are preserved, enabling the
generation of configurations that adhere to specific physical
and chemical requirements, such as stability, hardness, and
conductivity. Together, these studies demonstrate the potential
of AEs and VAEs in designing atomic structures that align with
predefined material properties, supporting innovations in fields
like electronics, catalysis, and renewable energy, where the
precise atomic structure often determines material
performance.

The incorporation of VAEs in biomedical applications is
exemplified by Wei and Mahmood, who reviewed recent VAE
advancements in biomedical informatics, especially in
handling large-scale omics data and imbalanced datasets.®® By
leveraging VAEs' probabilistic framework, these models are
particularly suited to handle challenges common in biomedical
data, such as data scarcity, class imbalance, and high dimen-
sionality. By learning compact, informative latent representa-
tions, VAEs enable effective dimensionality reduction, which is
essential for downstream tasks like patient stratification,
disease subtyping, and biomarker discovery in genomics.
Furthermore, Wei and Mahmood detail the use of VAEs in drug
response prediction, where latent space sampling enables the
generation of hypothetical data points that can predict
responses for untested drug-cell line combinations.®® This
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application is crucial in pharmacogenomics, where the cost and
time of experimental validation are high, and data diversity is
often limited.

Recent advancements in VAEs have increasingly focused on
incorporating disentangled representations to enable precise
control over specific molecular properties, a critical feature in
applications like targeted drug design. Frameworks such as -
VAE"™ and InfoVAE™® introduce regularization techniques to
create latent spaces where individual dimensions correspond to
distinct, interpretable molecular features. This structure can
allow researchers to manipulate properties like solubility, lip-
ophilicity, or molecular weight by adjusting specific latent
variables, enhancing VAEs' utility for generating compounds
with desired profiles.

In summary, the evolution of AEs and VAEs has catalyzed
significant advances in molecular design,”*” crystal genera-
tion,**** and drug discovery.®® By capturing compact and
expressive latent representations, these models enable both
reconstruction and conditional generation of chemically plau-
sible structures. Their capacity for controlled sampling has
made them foundational tools in early generative modeling
pipelines for molecules and materials.

However, VAEs also face well-documented limitations.****** A
common challenge is posterior collapse, where the decoder
learns to ignore the latent code, undermining the utility of the
latent space and reducing the model's generative power.*>'*!
Additionally, VAEs often struggle with latent space disentangle-
ment,"”* making it difficult to isolate and manipulate individual
molecular attributes—a critical limitation for property-
conditioned generation and optimization. Notably, these chal-
lenges are often tied to a fundamental trade-off: models opti-
mized for high reconstruction accuracy may overfit to training
data and produce less generalizable latent spaces, whereas
encouraging smoothness and disentanglement in the latent
space can reduce reconstruction fidelity."”” In materials applica-
tions, VAEs have been shown to generate physically implausible
structures (e.g., unstable crystals or overlapping atoms), and
often exhibit poor reconstruction fidelity in capturing complex
geometries.”*"** To address these challenges, researchers have
proposed solutions such as B-VAEs,"”'** conditional VAEs,"**"*’
and hybrid approaches™**** that combine evolutionary search
with geometric constraints to better exploit latent space structure
and improve generation quality.
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As efforts continue to enhance the expressiveness and
controllability of latent representations, a promising direction
has emerged in the form of latent space diffusion models,
which replace or augment traditional sampling with iterative,
learnable denoising processes.'** While both VAEs and diffu-
sion models are designed for generative modeling, they exhibit
key differences in capability and computational cost. VAEs offer
interpretable latent spaces that allow for smooth interpolation
and property-controlled molecule optimization through vector
arithmetic.” In contrast, diffusion models typically require
external conditioning mechanisms for property control but can
achieve higher generation fidelity through iterative denois-
ing."**"° The next section discusses the advancements in latent
diffusion models, highlighting their ability to further improve
molecular generation fidelity, controllability, and alignment
with desired properties through iterative denoising processes in
learned latent spaces.

2.2.2. Latent space diffusion. Diffusion models have
emerged as flexible tools in representation learning, particularly
for generating complex, high-dimensional data across fields
such as molecular design,"*****"*** bjoinformatics,"** and mate-
rials science.”*® Rooted in stochastic processes, diffusion
models gradually transform data into a noise-dominated latent
representation through a forward diffusion process and then
reconstruct it via a learned reverse process'*® (see Fig. 4). This
denoising trajectory allows diffusion models to capture intricate
structures within the data, yielding high-fidelity outputs upon
sampling from the learned latent space. The core principle
behind these models is the iterative application of noise,
transforming initial data into a distribution from which desired
samples are generated, enabling flexible manipulation of
properties in applications like molecular synthesis and struc-
ture prediction. Due to their probabilistic nature and capacity to
handle complex distributions, diffusion models have become
central to generating and learning representations for chemical,
biological, and structural data, offering unique advantages in
interpretability, control, and scalability.

Recent applications in molecular and bioinformatics repre-
sentation learning have leveraged diffusion models to generate
molecular structures with specific properties.”****%” Alverson
et al. (2024) explored the synergy between GANs and diffusion
models, illustrating that diffusion processes add stability and
control in molecule generation tasks where GANs traditionally

Latent space diffusion
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Fig. 4 Diffusion model tailored to learn robust representations for molecules. The encoder generates a latent representation for a molecule,
which then undergoes an incremental noising—denoising process to recover the noisy representation. Finally, the decoder uses the denoised

representation to reconstruct the same molecule.
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struggle with mode collapse.”® Similarly, Guo et al. applied
diffusion models to bioinformatics, where the layered addition
and removal of noise enabled better handling of multimodal
data in genomic and proteomic datasets.’*® This approach
allowed for a more nuanced control over molecular features,
positioning diffusion models as a versatile choice for bi-
oinformatics applications that require intricate, property-
guided molecular designs. Furthermore, Weiss et al. intro-
duced a guided diffusion model to facilitate inverse molecular
design, where desired molecular properties can guide the
diffusion process back from noisy representations to optimized
molecular structures.”®® By using property-conditioned
sampling, Weiss et al's model enables targeted design in
drug discovery, generating molecules that adhere closely to
predefined attributes.

Diffusion models have also demonstrated significant
potential in 3D molecular and structural representation
learning, particularly for crystal and atomic structure genera-
tion. Xie et al. introduced the CDVAE, specifically designed for
periodic materials, which incorporates SE(3) equivariant layers
to account for rotational and translational symmetry in crystal
lattices.”* CDVAE's ability to generate stable, periodic structures
showcases how embedding physical constraints into diffusion
models can improve the fidelity and stability of material
representations. Additionally, Huang et al. proposed a dual-
diffusion model for 3D molecule generation, where two diffu-
sion processes operate simultaneously: one for the atomic
arrangement and another for bond connectivity.”** This dual
approach captures the structural integrity of complex mole-
cules, paving the way for generating realistic 3D conformations
in materials science and pharmacology. Morehead and Cheng
extended this concept with geometry-complete diffusion
models (GCDM) designed for 3D molecular generation, opti-
mizing the latent representation to retain critical spatial infor-
mation essential for biological functionality.®” Their model
encodes geometry constraints directly into the diffusion
process, ensuring that generated molecules maintain spatial
configurations conducive to target binding. In parallel, Lin et al.
introduced DiffBP, a diffusion model that leverages Bayesian
priors to improve 3D molecular representations for structural
prediction tasks.’ By incorporating prior knowledge about
molecular configurations, DiffBP enhances representation
accuracy in challenging tasks like protein-ligand binding,
where spatial precision is paramount.
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Recent studies have also extended diffusion models into
graph-based and directional frameworks to capture molecular
connectivity and structural hierarchies.'*>**® Liu et al. developed
graph diffusion (Graph DiT) transformers, combining diffusion
with GNNs to enable multi-conditional representation
learning."** By applying a diffusion process that respects graph
structure, this model improves control over feature selection in
the latent space, supporting multi-condition applications like
multi-target drug design. Building on graph diffusion concepts,
Yang et al. introduced directional diffusion models, which
apply directed noise to graph representations to encode direc-
tional information between molecular substructures.’®® This
approach improves the model's interpretability and control over
substructure connectivity, allowing for more accurate repre-
sentation learning in hierarchical molecular data. Subgraph-
focused diffusion models have further refined representation
learning for complex molecular structures. Zhang et al. pre-
sented SubGDiff, a subgraph diffusion model that enhances
molecular representations by isolating and diffusing individual
molecular substructures within a latent space.> This method
effectively captures functional groups or other critical molecular
motifs, allowing targeted subgraph manipulations that align
with specific chemical or biological properties. Such subgraph-
based diffusion techniques offer a modular approach to repre-
sentation learning, providing flexibility in designing molecules
with specific functional groups or structural motifs, thus
advancing the precision of diffusion models in molecular
design.

Moving beyond single-domain applications,
models have also been extended to multi-modal and geometric
learning frameworks to integrate different types of molecular
and structural data. Zhu et al. introduced 3M-Diffusion, a latent
multi-modal diffusion model that integrates chemical, biolog-
ical, and structural data, supporting applications that benefit
from cross-domain information such as protein—-drug interac-
tions.'' By enabling cross-modal interactions in the latent
space, 3M-Diffusion provides a comprehensive view of molec-
ular interactions, enhancing its utility in bioinformatics and
computational chemistry. Xu et al. developed a geometric latent
diffusion model (GeoLDM) specifically for 3D molecule gener-
ation, embedding geometric priors within the diffusion process
to maintain the spatial fidelity of molecular representations.**
By aligning diffusion processes with geometric constraints, this
model achieves high accuracy in generating 3D conformations

diffusion

Table 2 Summary of generated molecules’ validity, training dataset, and generation time across representative diffusion-based molecular
generative models reviewed in this study. The table compares reported validity scores, estimated generation times (h/10 000 samples), and
benchmark datasets used during evaluation. Note that “NA" indicates cases where specific metrics were not reported in the original publication

Model validity (%) Generation time (hours/10 000 samples) Training dataset

GeoLDM"’ 93.8 + 0.4 NA QM9

CDVAE®! 100 5.8 Materials Project-20 (ref. 140)

Graph DiT'"® 86.7 NA MoleculeNet (BACE)®®

3M-Diffusion""! 100 6.7 PubChem,**> ChEBI-20 (ref. 143 and 144
DiffBp"*? 52.8 NA CrossDocked2020 (ref. 145)

Guided diffusion**? 100 NA QMO (ref. 80)

GCDM™ 94.9 + 0.3 ~10 QM9 (ref. 80)
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that match the target's structural specifications. This approach
reflects a broader trend in leveraging geometric and structural
constraints to enhance the interpretability and accuracy of
diffusion models in representation learning tasks that demand
spatial precision.

Taken together, recent advancements in diffusion models
span a diverse range of architectures—including latent,***
graph-based,"® directional,*® and subgraph-guided* formula-
tions—each tailored to capture specific molecular priors or
structural constraints. Despite architectural differences,
a unifying trend across these models is the pursuit of high
validity, structural fidelity, and conditional control. Table 2
provides a comparative summary of these models in terms of
generation validity, computational efficiency, and dataset
usage. For example, while CDVAE and 3M-Diffusion achieve
perfect validity on structured datasets like the Materials Project-
20 (ref. 140) and ChEBI-20,'**'** other methods such as DiffBP
and Graph DiT face challenges in complex domains like dock-
ing and multitask learning. Additionally, guided diffusion and
GCDM improve conditional generation but may require higher
inference costs. These observations underscore the importance
of benchmarking and architectural choice depending on
application domain, desired control, and available resources.
Notably, diffusion models remain an emerging class of gener-
ative frameworks in molecular science, with ongoing develop-
ments exploring their strengths not only in generation fidelity
but also in uncertainty quantification—an increasingly critical
aspect for tasks such as drug screening, reaction prediction,
and active learning.

Despite their strengths, diffusion models are not without
limitations.™*'*” One of the most prominent challenges is their
high computational cost, particularly during inference, as
generating a single molecule often requires hundreds to thou-
sands of iterative denoising steps—making them less suited for
real-time or high-throughput applications."” Additionally,
these models exhibit sensitivity to hyperparameter choices,
including noise schedules, step size, and sampling strategies,
which can significantly impact output quality and training
stability.’*” Another critical concern is the need to enforce
chemical validity throughout the denoising process.'*” Without
carefully designed architectural constraints or post-processing,
diffusion models may produce structurally invalid or chemically
implausible molecules. These limitations have prompted
exploration into alternative or hybrid generative approaches,
such as GANs, which offer more direct sampling mechanisms
and potentially faster generation.

2.2.3. Generative adversarial networks. GANs have become
a cornerstone in generative modeling due to their ability to
learn complex data distributions through adversarial training.
Introduced by Goodfellow et al., GANs consist of two neural
networks—a generator and a discriminator—that are trained
simultaneously in a min-max game."*> The generator learns to
produce realistic data samples, while the discriminator
attempts to distinguish between real and generated samples.
This adversarial dynamic pushes the generator to improve until
it can produce outputs indistinguishable from real data,
allowing GANs to model intricate data distributions effectively.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Their flexibility and robustness make GANs particularly suitable
for tasks in molecular representation learning, where the
generation of novel, structurally valid molecules or materials
with specific properties is essential. Additionally, they can
implicitly model data distributions without requiring explicit
probabilistic formulations. They excel at generating data with
high-dimensional, complex features, making them valuable for
applications in de novo molecular design, drug discovery, and
materials science. As a result, GANs have been widely adopted
and extended in these domains, often in conjunction with other
generative frameworks like VAEs and diffusion models, to
leverage their complementary strengths.”®4#153

One of the earliest applications of GANs in molecular
representation learning was MolGAN, introduced by De Cao and
Kipf. MolGAN represents molecules as graphs and uses a GCN
generator to create molecular structures.” By combining GANs
with reinforcement learning, MolGAN ensures that generated
molecules optimize specific properties, such as solubility or
binding affinity. This approach demonstrated the potential of
GANs to balance structural validity with targeted property
optimization, making them highly adaptable for applications in
drug discovery. Building on this, Prykhodko et al. proposed
a latent GAN framework for de novo molecular generation'*® (see
Fig. 5f). Their model first embeds molecules into a latent space
using an encoder and then employs a GAN to generate latent
vectors that can be decoded back into molecules. This method
effectively combines the strengths of GANs and AEs, allowing
for controlled sampling in the latent space while ensuring
chemical validity. By focusing on molecular diversity and
property alignment, this framework addresses the common
limitation of mode collapse in GANs, producing a broader range
of viable molecules. More recently, Alverson et al. explored the
integration of GANs with diffusion models to mitigate training
instabilities and improve the reliability of molecular genera-
tion."*® Their hybrid framework leverages the generative
strength of GANs and the stability of diffusion processes,
allowing for enhanced control over molecular features. This
approach demonstrates the complementary nature of these
generative models, paving the way for robust molecular repre-
sentation learning frameworks.

Beyond molecular generation, GANs have also been
successfully applied to tasks such as reaction prediction and
biocatalysis, further highlighting their versatility in chemical
and biological modeling. In reaction prediction, GANs have
been used to approximate transition state (TS) geometries—
critical intermediates in chemical reactions that are often
challenging to compute. For instance, the TS-GAN model
generates accurate TS guess structures by learning mappings
between reactants and products, significantly improving the
efficiency of transition state searches.**® In the domain of bi-
ocatalysis, GANs have been employed to generate synthetic
enzyme sequences that augment limited experimental datasets.
This synthetic data has been shown to enhance the training of
predictive models for enzyme classification and function
prediction.” Furthermore, GAN-based frameworks have
contributed to enzyme engineering by enabling the prediction
of fitness landscapes and catalytic activity from mutational
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novel inorganic crystal structures via a conditional variational autoencoder, (d) the use of CHEM-BERT, a transformer-based model, for
molecular property prediction, (e) adversarial autoencoders for robust and diverse representation learning for pharmaceutical drugs, and (f)

application of latent GAN for de novo molecular generation.

data, thereby accelerating the design of biocatalysts with
improved stability and specificity.” These examples under-
score the expanding role of GANs in learning complex, struc-
ture-function relationships beyond molecular generation,
paving the way for data-driven advances in catalysis and reac-
tion modeling.

GANs have also made significant contributions to bi-
oinformatics and structural representation tasks.*® In their
2024 review, Alverson et al. highlighted GANs' adaptability in
generating bioinformatics data, such as protein structures and
genomic sequences, by learning high-dimensional relation-
ships within biological datasets.'*® These applications under-
score GANs' utility in integrating diverse biological features into
latent representations, facilitating the generation of realistic
and functionally relevant structures. A notable contribution in
this domain is the use of conditional GANs, where generation is
guided by conditional information, such as specific molecular
properties or biological activities. For example, MolGAN

2310 | Digital Discovery, 2025, 4, 2298-2335

employs reinforcement learning to conditionally reward the
generator for producing molecules with desired properties.”
Such conditional frameworks enhance the applicability of GANs
in designing molecules with precise functional attributes, such
as improved binding affinities or reduced toxicity.

A common question from experimentalists is whether
molecules generated by GANs are truly synthesizable and bio-
logically viable, or merely computational artifacts. Recent
studies provide affirmative answers through direct experi-
mental validation of GAN-designed sequences. For example,
Rajagopal et al. used a Wasserstein GAN with gradient penalty
to generate a large library of human antibody variable
regions.”™ From a set of 100 000 in silico-designed sequences, 51
were selected for experimental testing in two independent labs.
These antibodies displayed strong expression levels, high
thermal stability, and low aggregation propensity—properties
that matched or surpassed those of marketed antibody-based
therapeutics, thus validating the effectiveness of GAN-driven

© 2025 The Author(s). Published by the Royal Society of Chemistry
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antibody design. Similarly, in a drug discovery context,
McLoughlin et al. applied a generative molecular design pipe-
line incorporating GANs and VAEs to design histamine H1
receptor antagonists.” Of 103 synthesized compounds, six
showed nanomolar binding affinity and high selectivity against
muscarinic M2 receptors, confirming the functional viability of
GAN-generated molecules. Together, these studies substantiate
that GAN-based molecular designs can bridge in silico genera-
tion with in vitro realization, supporting their growing role in
practical biomedical applications.

However, GANs also face persistent challenges—most
notably mode collapse, where the generator produces a narrow
subset of the data distribution, often repeating similar outputs
and failing to capture the full diversity of the training data.’*® In
the context of molecular generation, this can manifest as the
production of structurally similar molecules that lack diversity
in scaffolds, functional groups, or physicochemical properties,
ultimately limiting the exploration of chemical space.”®*** Mode
collapse not only affects novelty and coverage but also under-
mines property optimization tasks where diverse candidates are
required. This limitation arises from the adversarial training
dynamic, which can converge prematurely if the discriminator
becomes too powerful or if the generator finds trivial solutions
that consistently fool the discriminator.”” Compared to diffu-
sion models—which, while computationally expensive, explore
the data space through iterative stochastic sampling—GANs
tend to trade sampling speed for reduced diversity.””® These
challenges have led to the development of hybrid frameworks
that combine the strengths of GANs with other models (e.g,
VAEs or diffusion) to improve stability and mitigate
collapse,™®'* as well as architectural innovations like feature
matching,'® unrolled GANs,'** and regularized objectives'®*"**
to enhance diversity and convergence. Moreover, GANs also
suffer from training instability, limited interpretability, and
difficulties in scaling to multi-property or sequence-based
inputs—issues that are particularly problematic in molecular
and biological applications where fine-grained control over
structure and function is essential.’®® These shortcomings have
motivated the adoption of transformer-based architectures,
which bypass adversarial training altogether and instead
leverage self-attention mechanisms to capture global depen-
dencies in molecular graphs, SMILES strings, or reaction
sequences. Transformers offer more stable training, better
scalability, and a natural pathway for multi-modal and multi-
objective integration, making them a compelling alternative
for generative modeling and representation learning in molec-
ular sciences.

2.3. Transformer-based representations

Transformers, first introduced in the seminal paper “Attention
Is All You Need” by Vaswani et al., have revolutionized repre-
sentation learning by eliminating the reliance on recurrence
and convolution, instead leveraging a self-attention mecha-
nism.** This innovation enables transformers to capture long-
range dependencies and contextual relationships in data effi-
ciently. While initially developed for natural language

© 2025 The Author(s). Published by the Royal Society of Chemistry
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processing tasks, transformers have been successfully adapted
for molecular and material sciences, where both sequential
data®>®®167168 (g g SMILES strings) and graph-based
structures'®®**'”* dominate. The core of the transformer archi-
tecture lies in its self-attention mechanism, which dynamically
assigns attention weights to different parts of the input.**® This
capability is particularly advantageous for molecular represen-
tation learning, where chemical and spatial interactions play
crucial roles in determining molecular properties. By pretrain-
ing on large datasets in a self-supervised manner and fine-
tuning for specific applications, transformer models now play
a central role in learning chemically meaningful, task-specific
representations. Their success in drug discovery®>'*>'”> and
molecular design®>'7*'”* highlights the versatility and impact of
transformer-based architectures in advancing representation
learning.

In molecular sciences, transformers are typically applied in
two primary molecular contexts: sequence-based* and graph-
based learning.'”® Sequence models like CHEM-BERT* and
MOIBERT"® tokenize SMILES or SELFIES strings and apply
masked language modeling to learn chemically meaningful
embeddings from large unlabeled corpora. These models offer
efficient pretraining and scale well with data size, but they often
lack explicit 3D inductive biases, limiting performance in
structure-sensitive applications. In contrast, graph-based
transformers integrate structural priors to capture molecular
topology and geometry. For example, Graphormer introduces
centrality, spatial, and edge encodings, achieving state-of-the-
art results in property prediction.”” On MolHIV,*
Graphormer-FLAG (AUC: 80.51%) outperforms the sequence-
based GROVER-LARGE® (AUC: 80.32%) with fewer parameters
(47 M vs. 108 M); on MoIPCBA,* it nearly doubles average
precision (31.39% vs. 13.05%).

2.3.1. Sequence-based transformers. Several models have
demonstrated the value of transformer architectures when
applied to molecular sequences like SMILES.?>5%16716% Fahian
et al. introduced a transformer model that adapts language
modeling techniques to SMILES strings, treating them as
chemical “sentences.”® By pretraining on a large corpus of
SMILES strings, their model captured chemical syntax and
semantics, enabling downstream tasks like property prediction
and molecular optimization. Similarly, Li et al. proposed FG-
BERT, a generalized and self-supervised transformer model
designed to learn functional group-specific embeddings.*® FG-
BERT enhances molecular representations by focusing on
functional group interactions, which are critical for under-
standing molecular activity in biological and chemical contexts.
Expanding this paradigm, Wu et al. introduced knowledge-
based BERT (KB-BERT), which incorporates domain-specific
molecular knowledge into transformer embeddings.'*® By inte-
grating curated molecular annotations and cheminformatics
rules, KB-BERT achieves better alignment between learned
representations and chemical properties, outperforming tradi-
tional models in property prediction and molecular classifica-
tion tasks. Furthermore, SELFormer introduced a novel
approach by replacing SMILES notations with SELFIES, a 100%
valid chemical representation system, addressing inherent
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issues of syntactic and semantic robustness in SMILES.'*” Pre-
trained on over two million drug-like compounds from
ChEMBL,"® SELFormer outperformed competing models in
tasks like predicting aqueous solubility and adverse drug reac-
tions, showcasing the potential of SELFIES-enhanced trans-
former architectures. This underscores the importance of
robust input encoding in generating high-quality molecular
embeddings.

However, a key limitation of string-based models is their
inability to directly encode 3D spatial information or periodic
boundary conditions, which are essential for tasks involving
stereochemistry, molecular conformations, and crystalline
materials. As a result, their utility can be limited in domains
where geometry or long-range spatial interactions fundamen-
tally govern molecular behavior. To overcome these constraints,
graph-based transformer architectures have emerged as
a useful alternative, capable of incorporating topological and
spatial priors into the attention mechanism.

2.3.2. Graph-based transformers and their hybrid exten-
sions. Beyond sequence-based representations, graph trans-
formers have emerged as an efficient tool for molecular graph
learning.'***"%'”® Yao et al. proposed Structural Graph Trans-
former (SGT), a framework that combines GNN with trans-
former attention mechanisms."”* SGT processes molecular
graphs by embedding structural information such as bond
types and distances directly into the attention layers, allowing
the model to capture both local and global chemical interac-
tions. This approach demonstrated significant improvements
in tasks like molecular property prediction and protein-ligand
binding affinity estimation. Moreover, Nguyen et al. extended
the use of graph transformers by introducing multi-view
representations, integrating graph and sequence data into
a unified transformer architecture.'® This hybrid approach
enables the model to extract complementary features from both
representations, improving performance across drug-discovery
and prediction tasks like improved pharmacokinetics and
binding-affinity predictions. The fusion of graph and sequence-
based transformers represents a growing trend in molecular
representation learning, highlighting the adaptability of trans-
formers to diverse molecular data formats.

View Article Online
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These innovations have paved the way for transformer-based
architectures to increasingly outperform traditional GNNs and
GANs—especially in tasks involving global context modeling,
multi-property control, and multi-modal integration. Unlike
GNNs, which are inherently local and struggle with long-range
dependencies, transformers effectively capture both local and
global structures through self-attention mechanisms.*¢*7%1%
For example, Anselmi et al. showed that molecular graph
transformers outperformed ALIGNN in predicting exfoliation
energy and refractive index by modeling long-range electrostatic
interactions."”® Meanwhile, GANs often face challenges like
mode collapse and unstable training. To overcome these issues,
hybrid models such as the Transformer Graph Variational
Autoencoder'® and GMTransformer'®® combine transformers
with GNNs or VAEs, enabling more stable, diverse, and inter-
pretable molecule generation. These advances underscore the
growing advantage of transformer-based models, especially
when used in hybrid frameworks that retain structural fidelity
while enhancing scalability and diversity in molecular design.

Despite their capabilities, transformer models face notable
challenges in molecular applications."”>'”*'*¥* Chief among
them is computational cost—stemming from the quadratic
scaling of self-attention—which limits scalability for large
molecules or long sequences.'”'** Transformers also require
substantial labeled data for fine-tuning, which can be scarce in
domains like drug discovery and materials science.”” Their
performance may decline in tasks demanding strong inductive
biases or local chemical context, especially in the absence of
explicit 3D information.'”® Moreover, interpretability remains
limited, as attention weights do not always align with chemi-
cally meaningful patterns.®* These limitations have spurred
interest in hybrid models and self-supervised learning strate-
gies that integrate the expressive capacity of transformers with
the structural priors of GNNs and the data efficiency of gener-
ative models. The following section explores how these
approaches seek to address transformer shortcomings by
leveraging unlabeled molecular data and multi-modal archi-
tectural fusion.

Table 3 Comparative summary of performance trade-offs between hybrid models and single-representation models in molecular represen-
tation learning. The table contrasts key aspects such as representation diversity, data efficiency, interpretability, generalization capability, and
computational cost. Hybrid models offer improved adaptability and robustness across modalities and domains, while single-representation
models provide simplicity and scalability at the cost of flexibility and cross-domain generalization

Criteria

Hybrid models

Single-representation model

Representation diversity

Data efficiency
Interpretability

Training complexity
Generalization (cross-domain)

Performance on low-resource tasks

Computational cost

2312 | Digital Discovery, 2025, 4, 2298-2335

High - integrate graph, sequence, and domain
knowledge

Higher - leverage SSL and pretraining across
modalities

Moderate — complex fusion may reduce clarity
High - involves coordinating multiple encoders
Strong - adaptable across molecules, proteins,
reactions

Better — benefit from transfer and multimodal
cues

High - multiple components increase resource
demands

Limited - rely on one modality (e.g., graph or
SMILES)

Lower - performance degrades without labeled
data

Higher - simpler architecture easier to interpret
Lower - fewer components and dependencies
Weaker - less robust to shifts across domains

Weaker - especially in unseen tasks or
modalities
Lower — more lightweight and scalable

© 2025 The Author(s). Published by the Royal Society of Chemistry
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3. Recent trends and future directions
for molecular representation learning

Recent trends in molecular representation learning have sought
to overcome key limitations observed in earlier models—
namely, task-specificity,"® domain rigidity,"® and heavy reli-
ance on labeled data.® As discussed in prior sections, while
transformer-based architectures, GNNs, and generative models
have each demonstrated unique strengths, they also face chal-
lenges in scaling across domains or integrating heterogeneous
data sources. Hybrid models and SSL frameworks have emerged
as promising strategies to address these shortcomings.*
Notably, UniGraph proposes a unified cross-domain foundation
model by leveraging text-attributed graphs and combining
pretrained language models with GNNs, achieving effective
transferability even to unseen graph domains through graph
instruction tuning.’®® Similarly, ReactEmbed introduces
a protein-molecule representation model that incorporates
biochemical reaction networks to enable zero-shot cross-
domain transfer—demonstrated through its successful predic-
tion of blood-brain barrier permeability in protein-nano-
particle complexes.”® These approaches illustrate how hybrid
and SSL-based frameworks not only improve generalization and
interpretability but also unlock capabilities like zero-shot
inference, multi-modal alignment, and learning from low-
resource or imbalanced datasets. A comparative summary of
the performance trade-offs between hybrid and single-
representation models is provided in Table 3 to contextualize
these developments.

While recent hybrid and SSL models demonstrate impressive
versatility, this architectural flexibility does not always translate
to superior predictive performance. Empirical benchmarks,
such as those reported in MoleculeNet,*® show that conven-
tional models like Random Forests,*® XGBoost,*” or support
vector machine,'® when used with curated molecular finger-
prints, can outperform larger hybrid architectures on certain
well-defined tasks. For example, on benchmark datasets such as
BBBP and Tox21 dataset, traditional models achieve higher
ROC-AUC scores than transformer-based hybrid models like
CHEM-BERT.***®* These outcomes highlight the need to criti-
cally assess whether increased model complexity offers mean-
ingful gains in specific contexts. Particularly for small-scale,
property-specific tasks, simpler models may remain more
effective. Still, the broader utility of deep representation
learning—especially in integrating diverse data sources,
learning transferable embeddings, and supporting generative
modeling—positions it as an evolving paradigm in molecular
Al

Complementing these developments is a growing body of
work on NNPs, which shift the focus from static property
prediction to physically grounded, differentiable modeling of
molecular interactions. Rather than using embeddings for
downstream tasks alone, NNPs directly learn potential energy
surfaces from 3D geometries—enabling force prediction,
geometry optimization, and molecular dynamics. Equivariant
architectures such as NequlIP,"” MACE,"® and Allegro'® have

© 2025 The Author(s). Published by the Royal Society of Chemistry
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achieved high accuracy and data efficiency on benchmarks like
MD17 (ref. 190) and OC20,"* often outperforming traditional
GNNs (such as SchNet'*> and DimeNet++'*%) with fewer training
points. Their outputs—energies and forces—are computed
through physics-consistent differentiation, with recent models
like ViSNet'* introducing refinements that further improve
generalization. These approaches extend the scope of repre-
sentation learning, linking structure, property, and dynamics
within differentiable end-to-end pipelines.

The following sections delve deeper into these frameworks,
highlighting the architectural innovations and learning para-
digms that support scalable, cross-domain molecular repre-
sentation learning.

3.1. Hybrid models

Hybrid models represent a significant advancement in molec-
ular representation learning, combining multiple data modali-
ties, diverse input representations, and complementary model

architectures to overcome the limitations of single-
Multimodal representation learning
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Fig. 6 Multimodal representation learning strategies for molecular
modeling and property prediction. (a) A hybrid framework that inte-
grates learned latent embeddings from molecular encoders with
handcrafted physical descriptors (e.g., oxygen count, benzene rings,
amine groups) to enable both molecular reconstruction and prediction
of molecular properties. (b) A fully multimodal architecture where
molecular information from diverse sources—structural images,
molecular graphs, and literature-derived text—is independently
encoded using CNNs, GNNs, and language models, respectively. The
resulting modality-specific embeddings are fused into a unified
representation and input to a feed-forward network for downstream
property prediction.

Digital Discovery, 2025, 4, 2298-2335 | 2313


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00170f

Open Access Article. Published on 01 August 2025. Downloaded on 2/5/2026 4:16:51 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

View Article Online

Digital Discovery Review
a. CHEM-BERT b.
Transformer
encoder BBBP{ I\CAH::;:M'?ERT " &
olFusion
z \ Tox21 i
e — == C[C@H]10C12COC2 { '
l ToxCast{ ) ot
Embedding
layer SIDER{ — g
\ b
[_ —1 ChnTox{
AMILES — Matrix ;
tokens Matrix layer embedding BACE{ —
SMILES
CIC@H[10C12COC2 == 0.0 20.0 40.F§)0C_AU%0‘0 80.0 100.0
C. MolFusion d.
Transformer Encoder A
SMILES ESOL N
C[C@H]10C12C0OC2 m= - E —| Feed-forward CHEPEBERT
hatwork MolFusion
1 Multiple SMILES
+ — — Output —
Graph Graph Encoder
; 3 E E J FreeSolv ]

C — MultipleSMILES ' — — — = = = = — = = = — —.

I C10CC120[C@@H|2C s
SMILES —

-
| CIC@HI10C1260C2 C10CC12[C@@H](C)02

I C12(COC1)[C@@H](C)02 ™=
mm = |

N o o o o o e o o o o e e e o e e e

Fig. 7 Overview of prominent hybrid molecular representation learning models—

tokenized SMILES; (b) ROC-AUC comparison of CHEM-BERT and

0.0 1.0 2.0

RMSE

3.0 4.0

Feed-forward
network '

(@) CHEM-BERT, a transformer-based model processing
MolFusion across MoleculeNet classification datasets; (c) MolFusion,

a multimodal model integrating graph-based encoders; (d) RMSE comparison of CHEM-BERT, MolFusion, and multiple SMILES models on
MoleculeNet regression tasks; and (e) multiple SMILES, a CNN-RNN-based approach leveraging augmented SMILES representations for

molecular property prediction.

representation approaches. By integrating structural, sequen-
tial, and spatial molecular data, hybrid frameworks provide
richer and more comprehensive insights into molecular
features, enhancing predictive performance across molecular
property prediction, molecular generation, and reaction
modeling.

Fig. 6 presents a conceptual overview of hybrid molecular
representation learning models, broadly divided into two cate-
gories. The first category integrates molecular representations
with domain-informed physicochemical descriptors, enriching
learned embeddings with chemically interpretable features
such as functional group counts, polarity, or molecular
weight.**'° The second category leverages multimodal learning,
where models process diverse data sources such as molecular
graphs, images, and literature-derived textual information
through independent encoders before fusing these comple-
mentary representations into a unified latent space.*®*® Both
approaches aim to capture complementary information that no

2314 | Digital Discovery, 2025, 4, 2298-2335

single modality or representation can fully encode, thereby
improving model generalization across diverse molecular tasks.

This study focuses on three hybrid models, each exempli-
fying different architectural strategies for combining molecular
information, as summarized in Fig. 7 and Table 4. The first,
CHEM-BERT,* processes tokenized SMILES sequences through
a transformer encoder, using pretrained embeddings obtained
from a corpus of nine million molecules from the ZINC data-
base.’ This large-scale pretraining enables CHEM-BERT to
capture chemical grammar, sequential patterns, and contextual
cues from the SMILES language, equipping the model to
perform strongly across both classification and regression
tasks. MolFusion, in contrast, employs a molecular graph
encoder, which directly processes adjacency matrices and atom-
level features.*® By learning structural representations directly
from molecular graphs, MolFusion is particularly effective for
tasks where topological connectivity plays a critical role, such as
molecular toxicity or protein-ligand binding affinity prediction.
Unlike CHEM-BERT, MolFusion does not rely on external

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 4 Summary of architectural, dataset, and training differences among the three hybrid molecular representation learning models used in
this study: pretrained CHEM-BERT, MolFusion (with graph encoder), and multiple SMILES model. Note that "NA" indicates cases where specific

information was not reported

Criteria CHEM-BERT"?

MolFusion®®

Multiple SMILES'%®

Transformer encoder with SMILES
tokens
Tokenized SMILES

Architecture
Input representation

Pretrained on 9 million molecules NA
from ZINC

MoleculeNet®® (BBBP, Tox21,
ToxCast, SIDER, ClinTox, MUV,
HIV, BACE, ESOL, FreeSolv)
Cross-entropy (pretraining) + task-

Pretraining

Training datasets

Loss function

Molecular graph encoder

Adjacency and feature matrices

MoleculeNet®® (BBBP, Tox21,
ToxCast, SIDER, ClinTox, BACE,
ESOL, FreeSolv)

Task-specific loss (classification/

CNN + RNN with multiple SMILES
Multiple SMILES with
canonicalization

NA

MoleculeNet®® (HIV, BACE, ESOL,
FreeSolv, lipophilicity)

Binary cross-entropy (classification)

specific loss (classification/ regression) & RMSE/MAE (regression)
regression)
Optimizer Adam*** Adam®** Adam®**
Learning rate 1 x 10”° (pretraining), 5 x 10° 1x10°° 1 x 10~* with decay
(finetuning)
Batch size 32 32 NA
Training epochs 15 (classification)/40 (regression) NA 200 (with five-fold cross-validation)
Augmentation NA NA Multiple SMILES augmentation

Key limitations Lacks 3D structural context;

struggles with stereochemistry

pretraining, instead optimizing a task-specific loss directly on
the target dataset. The third model, Multiple SMILES,"*® offers
a complementary approach by applying a convolutional and
recurrent neural network pipeline to multiple SMILES repre-
sentations of the same molecule. By generating and processing
canonical and non-canonical SMILES variants, the model learns
chemically equivalent but syntactically diverse embeddings.
This augmentation helps capture subtle variations in molecular
descriptors, improving generalization in regression tasks such
as solubility prediction, where small structural modifications
can strongly influence physicochemical properties.

The performance of these models across classification and
regression tasks is shown in Fig. 7b and d. CHEM-BERT
performs competitively on benchmark datasets®® such as
BBBP, Tox21, and SIDER, largely due to its pretrained chemical
language understanding. MolFusion outperforms CHEM-BERT
and Multiple SMILES on datasets such as ClinTox and BACE,
where structural connectivity and subgraph patterns are critical.
In regression tasks such as ESOL and FreeSolv, the Multiple
SMILES model demonstrates superior performance, high-
lighting the advantage of data augmentation in capturing
complex structure-property relationships. Table 3 further
illustrates key architectural and training differences across
these models. CHEM-BERT's performance benefits from
extensive pretraining and uses cross-entropy loss during pre-
training, followed by task-specific losses during finetuning.
MolFusion, in contrast, relies solely on task-specific training,
foregoing pretraining entirely. The Multiple SMILES model is
distinct in its use of explicit SMILES enumeration as a data
augmentation strategy, expanding the training set through
structural re-encoding rather than external data sources.
However, as noted previously, although these models allow for
greater flexibility, multi-modal integration, and generalization,

© 2025 The Author(s). Published by the Royal Society of Chemistry

Complex fusion increases
computation and risks redundancy

Non-canonical SMILES may
introduce noise or inconsistency

they do not consistently outperform simpler baselines—
underscoring the importance of evaluating complexity against
task-specific needs and benchmarking rigorously across diverse
settings.*®

Despite these strengths in generalization and flexibility,
hybrid models also face practical and theoretical
challenges.™*?>* Effective fusion of heterogeneous representa-
tions requires careful architectural design to prevent informa-
tion loss or representation bias—particularly in multimodal
frameworks that integrate structurally, sequentially, and textu-
ally distinct data sources. A prominent concern is the compu-
tational overhead of training and deploying multiple encoders,
which can hinder scalability in large molecular libraries or real-
time applications. This overhead affects not only training time
but also energy consumption and latency, posing limitations for
widespread deployment."**'” However, recent work has
proposed architectural and algorithmic solutions to mitigate
these challenges. For example, Dézaphie et al introduced
hybrid descriptor schemes that achieve the accuracy of complex
many-body models with the computational efficiency of simpler
linear descriptors by leveraging a global-local coupling mech-
anism.™® This design reduces the scaling cost of quadratic
models and enables faster inference while maintaining
predictive precision. Similarly, Shireen et al. demonstrated
a hybrid machine-learned coarse-graining framework for poly-
mers that integrates deep neural networks with optimization
techniques, significantly accelerating simulation throughput—
offering over 200x speedup relative to atomistic models—
without sacrificing thermomechanical consistency.”” These
innovations show that hybrid models can be designed to
balance accuracy and efficiency, enhancing their practicality for
large-scale or industrial molecular discovery tasks.
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Another fundamental challenge is the integration of domain
knowledge into the representation learning process itself.”*
While hybrid models offer flexibility in integrating data from
diverse sources, ensuring that these representations adhere to
established chemical principles—such as valence rules,
stereoelectronic effects, and reaction feasibility—remains an
open question. Future work could explore chemically informed
regularization strategies or domain-aware fusion mechanisms
that explicitly preserve known chemical constraints during
representation fusion.

Additionally, interpretability of hybrid representation
models is an ongoing concern—multi-branch hybrid
a.
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architectures can obscure the role each modality plays in deci-
sion-making.*****?** Recent techniques such as C-SHAP offer
promising solutions by combining SHAP values with clustering
to localize and attribute model outputs in multimodal
settings.”* Similarly, hybrid frameworks like MOL-Mamba have
begun incorporating transparency modules to retain explain-
ability while improving performance.”® Moving forward,
developing more interpretable, data-efficient, and computa-
tionally accessible hybrid models will be essential to fully
realize their potential across drug discovery, materials design,
and broader molecular informatics.
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Fig. 8 Approaches in SSL for molecular graphs, such as (a) generative SSL, where the encoder transforms an augmented molecular graph into

a representation that can be reconstructed into the original graph and
crucial molecular features by measuring similarities and differences.
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(b) contrastive SSL, comparing different molecular graphs to discern
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Fig. 9 Overview of prominent self-supervised molecular representation learning models—(a) FG-BERT, a functional group-aware transformer
model pre-trained using masked functional group prediction; (b) GROVER, a dual-branch GNN encoding both graph context and graph motifs
through separate encoders; (c) MolCLR, a contrastive learning framework aligning augmented molecular graph embeddings; (d) GraphMVP,
a geometry-enhanced model combining atom—-bond and bond-angle graphs for joint representation learning. Note that the performance
metrics are reproduced from original publications. Refer to Table 5 for detailed architectural and evaluation protocol comparisons.

The future of hybrid models in molecular representation
learning hinges on the development of adaptive fusion strate-
gies that dynamically weigh and integrate diverse representa-
tions—such as graph structures, sequences, and domain-
specific textual information—based on the context of the task
or dataset.”*>*® This flexibility is particularly valuable in
molecular transfer learning, where pre-trained models must
generalize across chemical domains with differing structural
and functional characteristics. Inspiration can be drawn from
related domains: in multimodal language processing, Sahu and
Vechtomova proposed Auto-Fusion and GAN-Fusion mecha-
nisms that allow models to autonomously learn optimal fusion
configurations rather than relying on fixed concatenation or
averaging.”” These architectures have been shown to improve
both performance and efficiency by tailoring fusion behavior to
the nature of the input data. Similarly, Zhu et al. introduced an
adaptive co-occurrence filter for multimodal medical image
fusion, which dynamically adjusts to input distributions to
retain salient information while minimizing redundancy.**
Translating such context-sensitive fusion mechanisms to
molecular representation learning could enhance model
adaptability, reduce overfitting, and improve performance in
tasks ranging from reaction prediction to multi-objective
molecular generation. Future hybrid molecular models may
increasingly rely on learnable fusion controllers that select or
weight modalities—structural, sequential, textual, or

© 2025 The Author(s). Published by the Royal Society of Chemistry

temporal—based on molecular complexity, task requirements,
or domain-specific constraints.

In summary, this section underscores the growing role of
hybrid molecular representation learning in bridging gaps left
by single-modality approaches. By integrating molecular
graphs, SMILES strings, and physicochemical descriptors,
hybrid models can capture complementary aspects of chemical
information—enhancing robustness and generalization across
diverse molecular tasks such as property prediction, molecular
generation, and mechanistic modeling. As we transition into
SSL, it becomes increasingly clear that hybrid frameworks and
SSL techniques are not mutually exclusive but rather syner-
gistic—offering new Frontiers for learning from unlabeled data
with minimal domain assumptions. The next section explores
how SSL, especially through chemically informed pretext tasks
and augmentation strategies, is poised to further advance
molecular representation learning.

3.2. Self-supervised learning

SSL has emerged as a promising paradigm in molecular repre-
sentation learning, particularly in low-data settings and rare
chemical domains—scenarios where acquiring labeled exam-
ples is prohibitively expensive or experimentally infeasible. This
methodology has demonstrated considerable potential across
applications such as molecular property prediction,****** reac-
tion modeling,'” and molecular generation.***?°” Techniques
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such as contrastive learning,®**'**>*® masked prediction,*>*
and geometric self-supervision***° form the foundation of SSL
approaches in molecular science, with each offering distinct
advantages.

Fig. 8 provides an overview of common SSL architectures,
broadly categorized into generative SSL and contrastive SSL.
Generative models learn by reconstructing molecular inputs
from perturbed versions, leveraging encoder-decoder frame-
works that capture molecular features through latent embed-
dings. Contrastive models, in contrast, rely on maximizing the
agreement between augmented views of the same molecule
while distinguishing them from unrelated molecules. This
distinction underscores two fundamentally different learning
paradigms: generative SSL aims to create comprehensive
molecular representations by predicting missing or corrupted
molecular information, while contrastive SSL refines feature
embeddings by enforcing invariances across molecular trans-
formations. Each of these paradigms presents trade-offs in
robustness, generalizability, and computational efficiency.

Fig. 9 illustrates the specific architectures of these four
models, emphasizing the unique design choices that define

View Article Online

Review

their representation learning capabilities. FG-BERT integrates
a transformer encoder with functional group-aware message
passing, explicitly capturing chemically meaningful substruc-
tures through masked functional group prediction.>®
GraphMVP employs a dual graph encoder system, separately
processing atom-bond graphs and bond-angle graphs, which
are then aligned using contrastive learning between 3D and 2D
molecular structures.** GROVER applies a dual-branch encoder,
where one encoder captures global graph context, while the
second encoder learns graph motif features, allowing for multi-
level self-supervision.” MoICLR, in contrast, employs a GIN,
leveraging augmented molecular graphs to enforce representa-
tion consistency through contrastive learning.'® The diversity
of these designs highlights how different pretraining choices
influence molecular feature extraction, affecting downstream
prediction performance. Detailed performance metrics for
these SSL models, along with benchmarking results, are
provided in the SI (Fig. S1). Readers are cautioned that these
results may not directly be comparable, as they were obtained
under differing evaluation protocols and data split strategies
mentioned in Table 5.

Table 5 Comparison of key architectural and pretraining differences across self-supervised molecular representation learning models based
strictly on information reported in the original papers. Note that "NA" denotes cases where specific details were not provided by the authors

Criteria FG-BERT>® GraphMvp*° GROVER”® MoICLR'*
Architecture Transformer encoder Dual graph encoders Dual encoders (graph GIN

with functional group- (atom-bond graph and context encoder and graph

aware message passing bond-angle graph) motif encoder)
Input Molecular graph with 3D molecular graph Molecular graph Molecular graph
representation functional group (atoms, bonds, angles)

annotations
Pretraining Masked functional Contrastive learning Multi-task self-supervision Contrastive learning
procedure group prediction (mask between 3D and 2D at node, edge, and graph between augmented

Pretraining dataset

Data splits on
downstream tasks

Loss function

Augmentation
strategy

Pretraining epochs
Pretraining batch
size

Optimizer
Learning rate
Downstream tasks

Key limitations

15% of functional
groups and predict
them)

ZINC

Random split (80%
train, 10% validation,
and 10% test)

Cross-entropy

NA

100
128

Adam

1x107°
Classification and
regression on
MoleculeNet

Focuses on functional
groups but may
overlook global
molecular context

2318 | Digital Discovery, 2025, 4, 2298-2335

graphs

QM9

Scaffold split (exact
ratios not specified,
likely 80/10/10, since it
is widely accepted)
InfoNCE

3D to 2D projection and
geometric
perturbations

500

128

Adam

1x107°
Classification and
regression on
MoleculeNet

Relies heavily on
accurate 3D
conformers, limiting
scalability

levels

ZINC

Scaffold split (80% train,
10% validation, and 10%
test)

Combined multi-task loss
(node-level, edge-level, and
graph-level)

Subgraph masking, context
prediction

NA
NA

NA

NA

Classification and
regression on MoleculeNet

Sensitive to pretraining
view selection and
augmentation choices

molecular graphs

MoleculeNet (BBBP, Tox21,
SIDER, ClinTox, BACE)
Scaffold split (80% train,
10% validation, and 10%
test)

InfoNCE

Node dropping, edge
perturbation, subgraph
removal

100

256

Adam

1x107°

Classification and
regression on MoleculeNet

Performance varies with
augmentation quality;
limited task generalization

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Contrastive learning, as depicted in Fig. 8b, has been
particularly influential in SSL, leveraging augmented views of
the same molecule as positive pairs while treating unrelated
molecules as negatives.>*'*” This principle underpins models
such as SMICLR, which aligns representations of molecular
graphs and SMILES strings using augmentations like node
dropping and SMILES enumeration to generate diverse molec-
ular views.* Similarly, ReaKE focuses on reaction-aware
contrastive learning, capturing both structural trans-
formations and chemical properties along reaction pathways.'*”
These approaches have been effective in aligning global and
local molecular features, though their reliance on augmenta-
tion introduces challenges when preserving chemically critical
features, such as chirality and stereochemistry. Another key
challenge in contrastive learning lies in negative sampling:
naively treating all unrelated molecules as negative pairs can
lead to faulty negatives—structurally similar molecules with
subtle differences in activity that ought to be treated as positives
or near-positives.”*>*'* To address this, iMolCLR incorporates
cheminformatics-aware similarity metrics, such as fingerprint-
based Tanimoto similarity, to down-weight such faulty nega-
tives during training.>*® Likewise, ACANET introduces activity-
cliff awareness, where contrastive triplet loss is used to sensi-
tize models to cases where small structural differences lead to
large activity shifts, thereby improving sensitivity to functional
distinctions that traditional contrastive objectives may
overlook.**

In parallel, masked prediction strategies—adapted from
language modeling in natural language processing—have
proven highly effective for molecular data.**** GROVER trains
by masking nodes and edges within molecular graphs,
requiring the model to recover missing features based on
surrounding context.® FG-BERT extends this idea to functional
groups, masking chemically meaningful substructures within
SMILES strings and training the model to predict them.*® These
masking-based approaches have demonstrated notable success
in capturing chemically relevant patterns, but their effective-
ness depends heavily on the masking strategy itself, which may
not always align with the molecular properties targeted in
downstream prediction tasks.*>***  Furthermore, such
approaches tend to focus on local patterns and can overlook
larger structural dependencies, particularly in more complex
molecular graphs.*"* These trade-offs are further illustrated in
Fig. S1, which compares masked prediction models like FG-
BERT and GROVER with contrastive learning approaches such
as MolCLR and GraphMVP across classification and regression
benchmarks. The figure highlights how different self-
supervised strategies capture distinct aspects of molecular
structure, motivating the development of more spatially
grounded methods, such as those incorporating 3D
representations.

The incorporation of 3D geometric information into SSL
frameworks represents an additional direction that has broad-
ened the scope of molecular representation learning.***°
Models such as the 3D geometry-aware approach proposed by
Liu et al. train on pretext tasks like predicting pairwise atomic
distances and bond angles, encoding spatial configurations

© 2025 The Author(s). Published by the Royal Society of Chemistry
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directly into molecular representations.*® This form of
geometric self-supervision is especially critical for applications
such as protein-ligand docking and material property predic-
tion, where spatial arrangements govern molecular
functionality.

Despite these advancements, SSL frameworks face several
recurring challenges.”*® One primary concern is the reliance on
carefully crafted pretext tasks, which may not generalize effec-
tively across datasets or align with downstream prediction
objectives.”* Augmentation strategies, while essential for
contrastive learning, risk corrupting chemically important
information, particularly for sensitive properties such as
chirality.”** Moreover, SSL models often struggle with real-world
data imbalance, where certain molecular scaffolds or property
ranges dominate training sets.”’® This imbalance can lead to
overfitting toward common structures while neglecting rare, yet
chemically valuable, molecules—an issue that limits the appli-
cability of SSL models in exploratory settings such as rare
material discovery or the search for novel therapeutics.

The computational cost of SSL also poses practical limita-
tions.*>*'7*'®* Models that incorporate complex augmentations,
3D geometry, or multitask pretraining—such as multitask SSL
frameworks**—require considerable computational resources
to process large molecular libraries, particularly when pre-
training spans node-, edge-, and graph-level objectives simul-
taneously. Such demands restrict the accessibility of SSL
techniques to researchers with limited computational infra-
structure. Another pressing issue is the inconsistency of evalu-
ation protocols. Since SSL models are often benchmarked using
task-specific datasets, direct comparisons between methods
remain challenging, complicating the establishment of stan-
dard benchmarks and best practices.?*?**

Several future directions could address these challenges
while enhancing the broader impact of SSL frameworks in
molecular representation learning. Adaptive pretext task
design, in which pretraining objectives dynamically adjust
based on dataset characteristics or downstream task require-
ments, could improve relevance and generalizability.*»*** This
might involve integrating chemical or physical constraints,
such as reaction mechanisms'” or quantum properties,**
directly into the pretraining process. Such chemically aware
pretraining could help SSL models better align their learned
representations with downstream scientific goals. There is also
considerable scope for developing more chemically informed
augmentation strategies. Augmentations such as conformer
sampling or reaction-aware transformations could provide
chemically valid yet diverse views of molecules, reducing the
risk of destroying essential chemical information during
contrastive learning.******** In parallel, the development of
lightweight SSL architectures using techniques such as
parameter sharing, pruning, or knowledge distillation could
reduce computational overhead, broadening the accessibility of
these methods.”® Expanding SSL frameworks to handle
temporal molecular data—such as drug-response time series or
reaction trajectories—could open entirely new application
areas.””®*”” This might be achieved by integrating recurrent
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layers or temporal attention mechanisms into existing models,
enabling the capture of dynamic molecular processes.

While SSL has unlocked flexible, task-agnostic molecular
representations, most methods remain grounded in discrete or
topological views of molecules. This limits their ability to
capture spatial and energetic nuances essential for accurate
modeling of real-world behavior. To move beyond this, recent
advances focus on differentiable, geometry-native models that
learn from molecular conformations directly offering not just
representations, but also physically grounded energy functions.
The following section explores how such models are reshaping
the landscape of molecular learning by bridging representation
and simulation.

3.3. Neural network potentials and differentiable
representations

As representation learning for molecules advances, a key limi-
tation persists: most models learn to map static molecular
graphs or conformers to properties, but they lack a mechanistic
understanding of the underlying physics that governs molec-
ular behavior. While recent hybrid and self-supervised graph
methods have extended the scalability and flexibility of repre-
sentations, they are often constrained by topological inputs,
unable to fully leverage spatial and energetic detail.*® A
complementary and increasingly vital direction lies in NNP

View Article Online
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a differentiable energy function over molecular structures—
effectively blending representation learning with molecular
simulation. NNPs are particularly advantageous in scenarios
where force predictions, geometry optimization, or molecular
dynamics simulations are required, as they allow the calcula-
tion of forces via gradients of learned potential energy
surfaces.?*®

These models are grounded in the idea of approximating
potential energy surfaces (PES) using machine learning. Unlike
traditional GNNs or SMILES-based models, which aim to
predict molecular properties from given structures, neural
potentials are trained to learn a function E(r4,...,r,,) that maps
atomic coordinates to a total energy, from which forces can be
derived via differentiation. This principle was pioneered in the
Behler-Parrinello neural network (BPNN) framework, where
atomic energy contributions were modeled using symmetry
functions to ensure rotational and permutational invariance.**
While BPNNs required handcrafted descriptors, modern
models leverage learned representations that integrate graph
topology and 3D geometry using message-passing schemes over
atomic environments.®*'%>1%

While BPNNs required handcrafted descriptors, modern
models leverage learned representations that integrate graph
topology and 3D geometry using message-passing schemes over
atomic environments.?»'#”19>1%  Notably, models such as
SchNet,"> DimeNet++,"”® and GemNet** encode pairwise and

models, which learn not just a representation but
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Fig. 10 Taxonomy of molecular neural network architectures by symmetry handling and locality. Invariant models output scalars unchanged
under transformations (e.g., rotation), while equivariant models produce outputs (e.g., vectors) that transform consistently. Local models rely on
fixed-radius atomic neighborhoods, whereas global models propagate information across entire molecular graphs. Examples shown include

BPNN, SchNet, DimeNet++, NequlP, MACE, NewtonNet, and Allegro.
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angular information in a rotation-invariant fashion, achieving
strong performance on property prediction tasks like QM9 (ref.
80) and MD17."° However, these models typically operate on
scalar features and lack the capacity to fully respect rotational
symmetries in intermediate representations.'*

This shortcoming has been addressed by a new class of
equivariant neural networks, which ensure that internal
features (e.g., vectors) transform consistently under Euclidean
operations, rather than remaining constant.>** In other words,
equivariant models rotate their output vectors if the input
structure is rotated, preserving directional relationships. Fig. 10
provides a conceptual breakdown of local/global and invariant/
equivariant design paradigms, including representative model
families. For example, NequIlP employs continuous convolu-
tions over tensor-valued features to enforce full E(3)-
equivariance, achieving state-of-the-art accuracy on force
prediction tasks with significantly fewer data points than
invariant models."® MACE pushes this further using higher-
body-order interactions, enabling chemically accurate learning
in low-data regimes.*®*

Beyond accuracy, scalability and locality have become
central concerns."”*** While message-passing networks like
NequlP aggregate information globally, models such as Allegro
adopt a strictly local architecture without explicit neighbor
communication, using learned geometric basis functions to
achieve linear scaling with system size.'® This shift enables
large-scale molecular dynamics and materials simulations with
up to 100 million atoms, while maintaining force prediction
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Digital Discovery

accuracy on par with message-passing counterparts. More
recently, models like ViSNet have demonstrated further gains by
integrating scalar-vector interactive message passing, achieving
state-of-the-art force errors across the entire MD17
benchmark."*

Quantitatively, these improvements are striking. While
earlier models such as PhysNet*' and SchNet achieved force
MAEs around 20-30 meV A~! on MD17,** recent models like
NequlIP, MACE, and Allegro'® have brought this down to ~6-9
meV A™', with ViSNet reportedly reducing it further to <5 meV
A" across all molecules. These results were achieved with
model sizes ranging from 0.3 M parameters (NequlP) to 10k
(Allegro), highlighting both data efficiency and architectural
expressiveness. A broader view of this performance trend is
summarized in Table 6.

On larger and more chemically diverse benchmarks such as
0C20,"* which involves predicting adsorption and relaxation
energies on catalytic surfaces, models like GemNet-OC*** and
EquiformerV2 (ref. 235) have achieved force MAEs in the range
of 15-20 meV A", setting the benchmark for materials-scale
neural potentials. The best-performing models now rival DFT-
level accuracy for force predictions, using tens to hundreds of
millions of parameters, and are increasingly being used in
autonomous simulation workflows.

Importantly, the representations learned by neural poten-
tials are differentiable, enabling a range of downstream appli-
cations.”®® These include geometry optimization, where
gradients of the learned PES can be used to identify low-energy

Table 6 Performance comparison of modern representative neural potential models on molecular force prediction benchmarks. Force MAEs
are reported on standard datasets such as MD17 and OC20 where available. Notably, aspirin—a flexible molecule with multiple rotatable bonds—
is considered one of the hardest targets in MD17, making it a meaningful benchmark for assessing model accuracy. Parameter counts indicate
model size and reflect differences in scalability and architectural complexity. The final columns summarize key strengths and trade-offs of each
model, including factors such as scalability, interpretability, data efficiency, and architecture type

Force MAE (meV A™%)

Model MD17 (ref. 190) 0C20 (ref. 191) Params Merits Limitations
NequIp'®’ ~9 (15 on aspirin) — ~0.3 M Accurate, data efficient Slow training, limited
scalability due to message-
passing
MACE'®® ~6-8 (6.6 on aspirin) — ~0.5 M State of the art Low scalability
performance with small
size
Allegro*®® ~7-8 (7.8 on aspirin) — >9000 Highly scalable due to Required careful
absence of message hyperparameter tuning
passing
TorchMD- ~11 (10.9 on aspirin) — ~1.34 M Interpretable via attention High memory cost
NET232
NewtonNet*** ~15 (15.1 on aspirin) — ~1M Physics-driven, Slightly underperforms
interpretable compared to others
VisNet'** <5 — ~3M State of the art accuracy Limited benchmarks on
large-scale datasets
GemNet-OC>** ~20.7 ~10-20 M Robust on large-scale High computational cost
datasets
EquiformerVv2 — ~15-18 ~31-150 M Extremely accurate, Requires extreme compute
(ref. 235) suitable for foundation power

© 2025 The Author(s). Published by the Royal Society of Chemistry
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structures;®” molecular dynamics, where forces guide time
evolution;>****® and inverse design, where structures are opti-
mized via backpropagation to improve a target property.**®
Moreover, recent studies show that latent embeddings from
neural potentials—learned during force-field training—can
serve as informative representations for downstream prediction
tasks such as solvation energy or toxicity, and can outperform
traditional GNNs in settings where high-quality 3D conformers
are available.**

Several models also enhance interpretability through physi-
cally grounded architecture.>**** For instance, NewtonNet
encodes Newtonian force constraints into its update rules,
allowing directional interactions to be traced through force
vector decomposition.?*® TorchMD-NET, an SE(3)-equivariant
Transformer, offers spatial attention maps that reflect long-
range interactions such as hydrogen bonding or m-stacking,**
providing chemically meaningful insights into model behavior.
These designs suggest that transparency and physical plausi-
bility need not be traded off against accuracy.

While NNPs have significantly advanced molecular repre-
sentation learning by integrating machine learning with phys-
ical principles, several limitations persist. A critical challenge is
their computational intensity, particularly when dealing with
large datasets or complex molecular systems, which can impede
their efficiency in practical applications. Additionally, NNPs
often exhibit limited transferability, struggling to generalize
effectively across diverse chemical spaces due to their reliance

View Article Online

Review

on specific training data.”*® The uncertainty quantification of
these models is another concern; posing risks when applying
these models to critical simulations where predictive reliability
is essential.** Furthermore, many NNPs are designed with
a locality assumption, focusing on short-range interactions and
potentially neglecting long-range electrostatic effects crucial for
accurately modeling certain molecular behaviors.>** Addressing
these challenges requires ongoing research into developing
more efficient algorithms, enhancing training methodologies,
and integrating uncertainty quantification techniques to
improve the reliability and applicability of NNPs in molecular
simulations.

Taken together, neural potential models represent a conver-
gence of physics-based simulation and data-driven learning.
Their ability to predict forces, optimize geometries, simulate
molecular dynamics, and transfer representations across
domains—while remaining differentiable and often interpret-
able—makes them uniquely suited for integration into end-to-
end molecular pipelines. As large ab initio datasets grow in
fidelity and scope, these models will likely serve as the
computational core of next-generation representation-learning
frameworks for chemical discovery.

4. Challenges and limitations

Despite their transformative impact, representation learning
frameworks such as GNNs, VAEs, diffusion models, GANs, and

Data Scarcity
Noisy data
Generalization

Interpretability

Fig. 11 Key challenges faced in learning molecular representations, categorized into data-related and model-related issues.
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Table 7 Summary of widely used benchmarking datasets in molecular and materials representation learning. Datasets span various chemical
domains, modalities (e.g., SMILES, graphs, 3D structures), and downstream tasks such as property prediction, geometry optimization, and

bioactivity classification

Dataset Domain Size Modality Common tasks Notable challenges

QMO (ref. 80) Small organic ~134 000 2D/3d structures, graphs Regression Limited diversity
molecules

MoleculeNet®® Drug-like Varies by 2D structures, SMILES,  Classification, regression Label imbalance, noisy
compounds subset graphs data

CheMBL'"® Bioactive molecules >2 M SMILES, graphs Activity prediction High noise, inconsistent

labels

ZINC15 (ref. 195 and Drug-like molecules >750 M SMILES Virtual screening No experimental labels

250)

0C20 (ref. 191) Materials (catalysis) >1.2 M 3D structures, graphs Relaxation energy, force Inorganic, high complexity

prediction

PCQM4Mv2 (ref. 251) Organic molecules >3.8 M Graphs, SMILES HOMO-LUMO gap prediction Representation scaling

GEOM-drugs*>* Drug-like molecules >450 000 3D coordinates Geometry prediction Conformer diversity

PubChem BioAssay*> Bioactivity >1M SMILES, assay data Classification High noise, label sparsity

Materials Project'®®  Inorganic materials >140 000 Crystal graphs Band gap, formation energy Structure heterogeneity

transformers face significant challenges that hinder their
broader applicability,>***** as shown in Fig. 11. These challenges
encompass both data-related issues—such as data scarcity,
noise, and heterogeneity—and model-related limitations,
including generalization, interpretability, and computational
costs.

4.1. Data scarcity and representation robustness

Representation learning frameworks are inherently data-
hungry, often requiring large-scale, high-quality datasets for
pretraining and fine-tuning (see Table 7 for an overview of
widely used benchmarking datasets). Transformers like
SMILES-based BERT models®**”° rely on millions of sequences,
which are rarely available in niche areas such as orphan drug
discovery or complex inorganic materials. Additionally, class
imbalances exacerbate bias and hinder generalization. Sparse
datasets further challenge frameworks like diffusion models**®
and knowledge-augmented transformers,'® which rely on
diversity to stabilize learning. Noisy or inconsistent data
formats—such as incomplete SMILES, missing 3D conformers,
or poorly annotated molecular graphs—introduce further
complications.?*”>** Generative models like VAEs and GANs are
especially sensitive to such imperfections, which can propagate
errors through latent space and lead to implausible outputs.**®

Recent work has begun to address these challenges through
a variety of innovative strategies.?>'°%*'>2342%¢ To address data
scarcity, contrastive pretraining strategies, such as the SMR-DDI
framework, have demonstrated how scaffold-aware augmenta-
tions combined with large-scale unlabeled datasets can produce
robust and transferable embeddings—even for low-resource
tasks like drug-drug interaction prediction.*** Additionally,
chemically-informed augmentation strategies, such as those
employed in the MoICLR framework, explicitly leverage molec-
ular graph transformations—atom masking, bond deletion,
and subgraph removal—to generate diverse yet chemically
meaningful data, significantly enhancing generalization and
robustness across molecular benchmarks.  Similarly,

© 2025 The Author(s). Published by the Royal Society of Chemistry

Skinnider highlights how even the deliberate introduction of
chemically invalid augmentations, such as minor SMILES
perturbations, can beneficially improve chemical language
models by implicitly filtering out low-quality samples, thus
broadening the explored chemical space.” Moving beyond
standard self-supervision, knowledge-guided approaches like
KPGT integrate domain-specific features (e.g., molecular
descriptors or semantic substructures) into graph transformers
to retain chemically meaningful signals during pretraining,
enabling superior generalization across 63 downstream data-
sets.*® To tackle representational inconsistency, frameworks
like HiMol use hierarchical motif-level encodings and multi-
task pretraining to preserve chemical structure while
capturing both local and global information.?® Domain adap-
tation methods, as reviewed by Orouji et al offer another
solution by aligning feature distributions across datasets,
allowing representation learning models to perform reliably in
small or heterogeneous settings typical in materials science and
bioinformatics.>®® Taken together, future efforts should
emphasize semantically aware pretraining, chemically
informed augmentations, hierarchical structural modeling, and
cross-domain transferability to ensure that learned represen-
tations are not only data-efficient but also resilient across
molecular modalities and application contexts.

4.2. Robustness to noisy and incomplete data

Molecular datasets in real-world applications often suffer from
various forms of noise, incompleteness, and inconsistency that
pose significant challenges to representation learning
models.***7¢° SMILES strings may be malformed or chemi-
cally invalid,®” molecular graphs often lack stereochemical
precision,****® and 3D conformers derived computationally®>®
may deviate from experimentally accurate structures. These
issues introduce noise that can propagate through training
pipelines, particularly in generative models like VAEs and
diffusion models, where the quality of latent space or denoising
trajectories is sensitive to input fidelity. Zang et al. highlight
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how incomplete or corrupted node-level features can disrupt
the learning of chemically meaningful graph motifs,*** while Li
et al. demonstrate that missing or misaligned descriptors can
hinder semantic pretraining in graph transformers.** Moreover,
inconsistencies across data sources—ranging from formatting
discrepancies to variations in molecular property annotations—
can reduce model reliability and increase sensitivity to distri-
butional shifts.”*® Even in self-supervised settings, such as
contrastive pretraining, structural corruption can cause
unstable embeddings and misalignment of chemically similar
molecules.”®* Although recent models like HiMol and KPGT
attempt to mitigate these issues through hierarchical or
knowledge-guided encodings,***** handling noisy and incom-
plete data remains an open challenge for scaling molecular
representation learning across real-world, multi-modal, and
low-resource environments.

To mitigate the effects of noise and incompleteness in
molecular data, emerging methods are increasingly incorpo-
rating mechanisms for noise suppression and robust
learning.****% Zhuang et al. introduced iMoLD, a framework
that learns invariant molecular representations in latent
discrete space by leveraging a novel “first-encoding-then-sepa-
ration” strategy.”** This paradigm, combined with residual
vector quantization, separates invariant molecular features
from spurious correlations, improving generalization across
distribution shifts. In parallel, Li et al. proposed Selective
Supervised Contrastive Learning, which enhances robustness to
label noise by identifying confident instance pairs based on
representation similarity—allowing more reliable supervision
in noisy data regimes.”® Complementary to these, Shi et al.
demonstrated how sparse representation frameworks can
reconstruct incomplete data while preserving discriminative
features, particularly in high-noise environments.**® Collec-
tively, these approaches suggest a promising research direction:
combining self-supervised objectives, noise-aware sampling
strategies, and sparsity-enforcing mechanisms to build molec-
ular representation models that remain stable and effective
even under severe data corruption or incompleteness.

4.3. Generalization across domains and tasks

While many representation learning models perform well on
specific datasets or tasks, their ability to generalize across
molecular domains remains a persistent challenge.*®2*264-26¢
GNNs, for example, excel at learning from molecular graphs but
often struggle to adapt to structurally distinct data such as
protein—protein interaction networks®*® or inorganic material
lattices.?*® Similarly, traditional random token masking strate-
gies in SMILES-based transformers may overlook essential
molecular substructures, leading the models to focus on
superficial correlations rather than meaningful chemical rela-
tionships.*®” Generative models such as VAEs may struggle with
posterior collapse, where the model generates limited and less
diverse samples, failing to accurately reconstruct or represent
the original input data. This issue can be exacerbated by the
model overfitting to common patterns in the training data, such
as the prevalence of certain atom types, thereby hindering the

2324 | Digital Discovery, 2025, 4, 2298-2335

View Article Online

Review

simultaneous optimization of multiple properties like bioac-
tivity and solubility in complex chemical landscapes.*®®

A promising direction to improve generalization involves the
incorporation of domain knowledge into pretraining or archi-
tectural design.”®'*>*%® Models like DiffBP, which incorporate
Bayesian priors, demonstrate how embedding structural
constraints can improve cross-task adaptability.*** Additionally,
recent cross-domain frameworks such as UniGraph®*®* and
ReactEmbed*® leverage biological networks or textual cues to
guide molecular representations beyond purely structural
information. The Mole-BERT framework further highlights the
value of pretraining with domain-aware tokenization and
scaffold-level contrastive learning, significantly improving
generalization to unseen molecules.”® Future advances may
come from hybrid training regimes that span multiple chemical
domains, as well as foundation models explicitly designed for
multi-task and zero-shot generalization. The ability to learn
transferable, chemically consistent features will be critical for
enabling scalable and reliable deployment across the vast and
diverse landscape of molecular sciences.

4.4. Interpretability of representations

Despite the impressive predictive power of molecular repre-
sentation learning models, their interpretability remains a crit-
ical bottleneck—especially in domains such as drug discovery*
and materials design.?”>*”* Models like GNNs and transformers
often operate as black boxes, offering limited insight into how
molecular features influence predictions.””* This opacity poses
challenges for model validation, hypothesis generation, and
regulatory adoption. Large language models, while promising
in their ability to incorporate domain knowledge, struggle to
explain predictions when applied to structured molecular data
like graphs or 3D conformers.*””

Interpretability techniques can be broadly categorized into
the following with a few examples.

(1) Attention-based methods

O Molecule Attention Transformer (MAT): MAT enhances
the transformer's attention mechanism by incorporating inter-
atomic distances and molecular graph structures. This allows
attention weights to highlight chemically significant substruc-
tures, providing interpretable insights into molecular
properties.*”?

O Attentive FP: this graph neural network architecture
employs a graph attention mechanism to learn molecular
representations. It achieves state-of-the-art predictive perfor-
mance and offers interpretability by indicating which molecular
substructures are most influential in predictions.””*

(2) Surrogate models

O GNN Explainer: this method provides explanations for
predictions made by any GNN by identifying subgraphs and
features most relevant to the prediction. It offers insights into
the model's decision-making process by approximating
complex GNN behaviors with interpretable substructures.>”

O Motif-aware Attribute Masking: this approach involves
pre-training GNNs by masking attributes of motifs (recurring
subgraphs) and predicting them. It captures long-range inter-

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 8 General scalability comparison of major molecular representation learning model classes. The table summarizes typical memory and
runtime characteristics, along with practical considerations relevant to training cost, model complexity, and deployment in real-world pipelines.
Note that while these trends highlight broad trade-offs, recent advances in architecture design—such as sparse transformers, distilled models,
and equivariant GNNs—can mitigate some of these limitations in specific applications

Run-time efficiency

Scalability insights

Architecture Memory efficiency
GNNs High - localized message passing
AEs/VAEs Moderate - depends on latent size

Diffusion models

Low - iterative denoising overhead

High - linear scaling with graph size
Moderate - efficient for small inputs
Low - high inference cost

Moderate - unstable training adds

Low - expensive for long sequences/

GANs Moderate - depends on
discriminator complexity cost
Transformers Low - quadratic attention scaling
graphs
NNPs Low - requires high-resolution

geometry inputs

Low - training involves energy/force
computation

Efficient on large molecular graphs
Moderate - efficient for small inputs
High fidelity; very slow for real-time
tasks

Fast sampling but unstable training
and limited diversity

Newer models like graphormer
improve scalability

Physically grounded; needs large
compute for simulation

motif structures, enhancing interpretability by focusing on
chemically meaningful substructures.>”*

(3) Attribution and Saliency Maps

O TorchMD-NET: an equivariant transformer architecture
that, through attention weight analysis, provides insights into
molecular dynamics by highlighting interactions such as
hydrogen bonding and m-stacking.>*?

O FraGAT: a fragment-oriented multi-scale graph attention
network that predicts molecular properties by focusing on
molecular fragments, offering interpretability through atten-
tion to specific substructures.”””

(4) Disentangled latent representations

O B-VAE: a variant of the variational autoencoder that
introduces a weighted Kullback-Leibler divergence term to
learn disentangled representations. In molecular applications,
it can be used to separate factors like molecular weight and
polarity, aiding in understanding how these individual factors
influence properties.""”

O Private-shared disentangled multimodal VAE: this model
separates private and shared latent spaces across modalities,
perhaps enabling cross-reconstruction and improved inter-
pretability in multimodal molecular data.””®

While attention mechanisms in transformer models have
significantly enhanced the prediction of molecular properties,
their alignment with chemically meaningful patterns remains
a concern.?”*?”? For instance, the MAT has demonstrated that
attention weights can be interpretable from a chemical stand-
point, yet the consistency and reliability of these interpretations
across diverse datasets warrant further investigation.””® Addi-
tionally, studies have introduced tools like attention graphs to
analyze information flow in graph transformers, revealing that
learned attention patterns do not always correlate with the
original molecular structures, thereby questioning the reli-
ability of attention-based explanations.*”>*”® As representation
learning models are increasingly deployed in biomedical and
chemical pipelines, ensuring transparency in decision-making
processes will be crucial for building trust, facilitating expert
validation, and advancing scientific discovery.

A promising approach to addressing interpretability chal-

lenges in molecular representation learning involves

© 2025 The Author(s). Published by the Royal Society of Chemistry

integrating attention-based explanation techniques.?”>?76:280-282
For instance, the Motif-bAsed GNN Explainer utilizes motifs as
fundamental units to generate explanations, effectively identi-
fying critical substructures within molecular graphs and
ensuring their validity and human interpretability.*®® Similarly,
the Multimodal Disentangled Variational Autoencoder disen-
tangles common and distinctive representations from multi-
modal MRI images, enhancing interpretability in glioma
grading by providing insights into feature contributions.”®**
Additionally, the Disentangled Variational Autoencoder and
similar methods facilitate learning disentangled representa-
tions of high-dimensional data, allowing for more transparent
and controllable data generation."”?”®*$> These examples
collectively suggest that combining architectural transparency
with molecular domain priors will be instrumental in building
interpretable, trustworthy AI for chemical and biological
applications.

4.5. Scalability and computational efficiency

Scalability remains a critical bottleneck across molecular
representation learning frameworks, particularly when applied
to large datasets or complex chemical systems.***>**® Trans-
formers suffer from quadratic scaling in their attention mech-
anisms, making them computationally intensive for long
SMILES strings or large molecular graphs.** Diffusion models,
such as CDVAE, require hundreds to thousands of iterative
denoising steps, drastically increasing training and inference
time.”* GANs, although theoretically efficient, often face
unstable training dynamics, necessitating significant compu-
tational resources and hyperparameter tuning.**® These bottle-
necks limit the usability of such models in real-time or high-
throughput pipelines like virtual screening. A comparative
overview of scalability characteristics across major model
classes is provided in Table 8, summarizing typical memory and
runtime behavior along with associated deployment challenges.

Recent research has proposed several directions to address
these scalability challenges. Efficient transformer variants like
MolFormer®®® and Graphormer'’”?** incorporate sparse atten-
tion mechanisms and domain-specific encodings to scale to
hundreds of millions of molecules or large molecular graphs

Digital Discovery, 2025, 4, 2298-2335 | 2325
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Table 9 Comparison of ROC-AUC classification performance (%) for traditional machine learning models and CHEM-BERT across six
MoleculeNet datasets. Values are reported as mean =+ standard deviation. Split types indicate whether train/test splits were scaffold-based or

randomly sampled

MoleculeNet

dataset Split RF XGBoost SVM CHEM-BERT
BBBP Scaffold 71.4 £ 0.0 69.6 + 0.0 72.9 £ 0.0 72.4 £ 0.9
Tox21 Random 76.9 = 1.5 79.4 + 1.4 82.2 + 0.6 77.4 £ 0.5
ToxCast Random — 64.0 £ 0.5 66.9 £ 0.4 65.3 £ 1.1
SIDER Random 68.4 + 0.9 65.6 + 2.7 68.2 + 1.3 63.1 + 0.6
Clintox Random 71.3 £ 5.6 79.9 £ 5.0 66.9 + 9.2 99.0 £ 0.3
BACE Scaffold 86.7 = 0.4 85.0 = 0.0 86.2 + 0.0 82.0 £ 1.7

Table 10 Summary of core challenges and underlying causes in molecular representation learning and corresponding to practical solutions.
Challenges are grouped under five thematic categories—data scarcity, noisy data, generalization, interpretability, and computational cost. All
methods referenced here are fully cited in the main text

Overarching categories

Specific challenges

Underlying causes

Current/emerging solutions

Data scarcity

Noisy data

Generalization

Interpretability

Computational cost

Limited availability of labeled data
across domains

Sparse data in niche domains
(e.g., catalysis, drugs)

Representation bias from low-data
regimes

Incomplete or corrupted molecular
graphs

Distributional shifts across datasets

Label noise

Weak cross-domain performance

Posterior collapse during
generation
Black-box models

Unreliable correlation between
attention mask and the molecule
Lack of actionable insights for
experimental design/validation
Quadratic scaling in transformers
and diffusion models

Training instability in GANs and
VAEs

Hardware bottlenecks during
inference

High cost of quantum mechanical
annotations, limited experimental
data

Imbalanced data, small sample
sizes

Over-representation of common
scaffolds or atom types

Missing node features in molecular
graph, stereochemistry
misannotations

Varying curation standards,
modality-specific errors

Invalid SMILES (in the case of
molecular generation), ambiguous
property definitions

Lack of inductive bias, overfitting to
narrow domains

Oversimplified priors, imbalanced
data distribution

Deep non-linear mappings

Attention may not correlate with
chemically meaningful features
Learned representations might lack
transparency

Attention computation, iterative
sampling overhead

Mode collapse

Large parameter count, lack of real-
time inference

Contrastive pretraining with
scaffold-aware augmentations

Domain-specific masking and
perturbation strategies, knowledge-
guided pretraining

Hybrid representation learning,
large-scale contrastive SSL
Hierarchical or invariant encoding,
sparse graph reconstruction

Domain adaptation methods to
align feature distributions
Selective supervised contrastive
learning

Domain-aware tokenization,
foundational models
Conditional VAE, hybrid VAE-
evolution methods
Motif-based graph explanation,
attention-based interpretability
Spatial alignment maps

Disentangled VAE, substructure
attribution

Sparse attention, parameter-
efficient finetuning

Wasserstein GAN, denoising-guided
diffusion

Knowledge distillation, equivariant
NNPs

without loss in performance. Lightweight architectures such as
ST-KD*** and model distillation strategies**® enable faster
inference (up to 14x speedup) with minimal accuracy drop.
Parameter-efficient fine-tuning (PEFT) approaches like Adapt-
erGNN outperform full fine-tuning while training only a fraction
of the model parameters.”® For generative models, represen-
tations such as UniMat**® and unified architectures like ADIiT
facilitate scalable training and sampling across both molecules
and materials.”® These innovations allow scalable frameworks

2326 | Digital Discovery, 2025, 4, 2298-2335

to match or exceed the performance of their resource-intensive
predecessors while significantly reducing runtime, memory,
and computational burden. Future directions include hybrid
architectures combining sparse and physics-aware layers,
adaptive sparsity, scalable training laws, and real-world
deployment in chemistry pipelines.

However, it is also important to note that increased archi-
tectural complexity does not always guarantee improved
performance, as discussed previously in the “Recent Trends and

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Future Directions for Molecular Representation Learning”
section. Benchmarks like MoleculeNet have shown that simpler
models, such as Random Forest with molecular fingerprints,
can outperform larger architectures like CHEM-BERT on certain
tasks, highlighting the need to balance scalability with task-
specific efficiency and performance.®**® As summarized in
Table 9, CHEM-BERT does not consistently outperform tradi-
tional models on scaffold or random splits for key classification
tasks like BBBP, Tox21, and SIDER. For instance, CHEM-BERT
achieves an ROC-AUC of 72.4% on BBBP, which is comparable
to Random Forest (71.4%) and Support Vector Machine (72.9%).
On Tox21 and SIDER, it underperforms all three classical
baselines. This reinforces the need for careful benchmarking,
especially in data-scarce settings, and for grounding model
selection in practical performance rather than model size alone.

Finally, the future of molecular representation learning will
also be shaped by advances in computing hardware. Emerging
paradigms such as quantum computing and neuromorphic Al
present exciting opportunities to address some of the computa-
tional and algorithmic bottlenecks faced by current models. For
example, Ajagekar and You demonstrated a quantum-enhanced
optimization approach that conditions molecular generation on
desired properties using hybrid quantum-classical models,
enabling more efficient navigation of chemical space.”* In
parallel, neuromorphic computing—through biologically
inspired spiking neural networks—has shown potential for low-
power, real-time molecular inference and event-driven sensing
applications.”®* As these hardware paradigms mature, their
integration with molecular machine learning may unlock new
capabilities for scaling, efficiency, and domain adaptability that
go beyond what current classical architectures allow.

Taken together, both algorithmic and hardware-level innova-
tions are converging to redefine the scalability and applicability
of molecular representation learning. To synthesize the land-
scape of current limitations and the corresponding solutions
explored throughout this section, a strategic summary is pre-
sented in Table 10. This synthesis aligns with the five key chal-
lenge categories illustrated in Fig. 11 and serves as a reference
point for the future directions discussed in the following section.

5. Conclusion and outlook

The landscape of molecular representation learning has rapidly
evolved, with advances across GNNs, VAEs, GANSs, diffusion
models, transformers, hybrid frameworks, and neural network
potentials. These models have collectively improved our ability to
predict molecular properties, explore chemical space, and
generate novel compounds. GNNs excel at capturing structural
relationships, generative models enable data-efficient molecule
design, and transformers offer scalable, multi-modal represen-
tations. Incorporating 3D geometry, self-supervised learning, and
hybrid encodings has further expanded applicability to complex
tasks in drug discovery, materials science, and catalysis.

Recent breakthroughs already underscore this trans-
formative potential.>***® Wong et al demonstrated how
explainable GNNs can enable the discovery of novel antibiotic
scaffolds effective against multidrug-resistant pathogens like

© 2025 The Author(s). Published by the Royal Society of Chemistry
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MRSA, showcasing the real-world applicability of interpretable
GNN architectures in therapeutic design.**® Likewise, Cheng
et al. introduced AlphaMissense, a transformer-based model
capable of predicting the pathogenicity of millions of human
missense mutations at proteome scale—an achievement that
illustrates the power of large-scale SSL for genomic interpreta-
tion.>> These examples not only highlight the practical rele-
vance of the methods reviewed but also affirm their capacity to
drive future breakthroughs across the molecular sciences.

Despite this progress, challenges remain. These include data
scarcity, limited generalization across chemical domains, high
computational costs, and the need for better interpretability.
Physics-informed models like NNPs introduce differentiability
and physical consistency but suffer from scalability and trans-
ferability limitations. Hybrid SSL frameworks and adaptive
fusion strategies show promise in overcoming low-resource
constraints, while chemically informed augmentations help
maintain representation validity. Critically, the lack of stan-
dardized benchmarks for generalization, uncertainty, and
physical plausibility continues to limit rigorous model
comparison. In parallel, increasing model complexity does not
always yield superior predictive performance, especially on
small or well-defined tasks—highlighting the need for stronger
baseline comparisons and clearer guidelines for model
selection.

Looking forward, the continued evolution of molecular
representation learning will increasingly benefit from interdis-
ciplinary collaboration—particularly with the machine
learning, Al, and generative modeling communities. As large
language models and generative Al tools discussed above
advance, their integration with chemical and structural priors
opens up new possibilities for tasks such as automated mole-
cule design, reaction planning, and retrosynthetic analysis.
Cross-domain transfer learning, instruction tuning, and multi-
modal generation—techniques developed in natural language
processing and vision—are already being adapted for molecular
data, enabling more interpretable and controllable design
pipelines. Fostering synergy between domain scientists and Al
researchers will be essential for translating these breakthroughs
into practical tools for drug discovery, materials engineering,
and green chemistry. Looking ahead, the next five years are
likely to witness the emergence of foundation models trained
on multi-modal molecular data—integrating structure, text,
spectra, and simulations—to support zero-shot prediction,
cross-domain generalization, and fully differentiable scientific
workflows. Such models could redefine the boundaries of
molecular discovery by enabling unified, flexible, and highly
transferable representations across diverse chemical and bio-
logical domains.
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Nomenclature

General model architectures

AE Autoencoder
VAE Variational autoencoder

GAN Generative adversarial network

GNN Graph neural network

BERT Bidirectional encoder representations from
transformers

Transformer Attention-based neural network architecture

SSL Self-supervised learning

KD Knowledge distillation

NNP Neural network potential

Important molecular representation learning models

CDVAE Crystal diffusion variational autoencoder

GraphVAE Graph-based variational autoencoder

InfoVAE Information maximizing variational
autoencoder

MolFusion Multimodal molecular representation model

MOoIBERT Transformer model for SMILES and chemical
language

GMTransformer Graph-molecule transformer hybrid

FG-BERT Functional group-BERT

CHEM-BERT Pretrained BERT for chemical data

Multiple Model using SMILES-based data

SMILES augmentation

Mole-BERT Scaffold-aware contrastive pretraining for
molecules

HiMol Hierarchical model for molecular learning

KPGT Knowledge-prompted graph transformer

ReactEmbed Model leveraging biological networks for
embeddings

Graphormer Graph-based transformer architecture

ST-KD Sparse transformer with knowledge
distillation

AdapterGNN Lightweight adaptation of graph neural
networks

ADIT Unified architecture for molecules/materials

Auto-Fusion Learnable multimodal fusion framework

GAN-Fusion Fusion strategy using GANs for multimodal
learning

iMoLD Invariant molecular latent disentangler

EquiformerV2  Equivariant model for force-field learning

ViSNet Vision-inspired neural architecture

SchNet Continuous-filter convolutional neural
network for molecules

AlphaMissense Transformer model for pathogenicity

prediction
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Molecular and chemical representations

SMILES Simplified molecular input line entry system
SELFIES Self-referencing embedded strings
SE(3) Special euclidean group in three dimensions

Datasets and benchmarks

BACE Beta-secretase 1 dataset

BBBP Blood brain barrier penetration dataset
SIDER Side effect resource

ClinTox Clinical toxicity dataset

ESOL Aqueous solubility dataset

QM9 Quantum machine 9 dataset

MD17 Molecular dynamics 2017 dataset
0C20 Open catalyst 2020 dataset

Other scientific acronyms

DFT Density functional theory

AUC Area under the curve

Al Artificial intelligence

MRSA Methicillin-resistant Staphylococcus aureus
NCI National cancer institute

Data availability

No new data or software were created in this study. This article
is a review based on previously published sources, all of which
are appropriately cited and accessible through public reposito-
ries or journals.

Supplementary Information includes benchmark results for
prominent self-supervised representation learning models (FG-
BERT, GraphMVP, MoICLR, GROVER). See DOI: https://doi.org/
10.1039/d5dd00170f.
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