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H with HONPAS for accurate and
efficient hybrid functional electronic structure
calculations with ten thousand atoms

Yifan Ke,a Xinming Qin, *a Wei Hu *a and Jinlong Yang *b

Density functional theory (DFT) calculations of hybrid functionals have traditionally been limited to small

systems containing hundreds of atoms due to substantial computational constraints. In this work, we

introduce an interface between DeepH, a machine learning-based Hamiltonian approach, and HONPAS,

a density functional theory software package. By leveraging DeepH's ability to bypass self-consistent field

(SCF) iterations, DFT calculations in HONPAS become significantly more efficient, including

computationally intensive hybrid functional calculations. This combined approach is particularly

advantageous for twisted van der Waals systems, as demonstrated through examples of twisted bilayer

graphene and twisted bilayer MoS2. The substantial reduction in computation time for the HSE06

functional suggests that our method effectively addresses the efficiency-accuracy trade-off in DFT

calculations, making high-accuracy calculations feasible for large systems containing more than ten

thousand atoms.
1 Introduction

The Kohn–Sham density functional theory (DFT)1 is a founda-
tional method in ab initio simulations, where the complex
many-body Schrödinger equation is reduced to a series of
single-particle equations. To approximate the exchange–corre-
lation energy, a hierarchy of functionals has been developed,
each balancing accuracy and computational efficiency. These
include the local density approximation (LDA), generalized
gradient approximation (GGA), meta-GGA, hybrid functionals,
and the random phase approximation (RPA), arranged in
ascending order of computational complexity. Hybrid func-
tionals, which combine LDA or GGA with a fraction of Hartree–
Fock exchange,2 are particularly noteworthy for their high
accuracy in predicting excited states, reaction barriers, and
weak interactions.3–6 Their computational cost lies between
meta-GGA and RPA. While they are more demanding thanmeta-
GGA, hybrid functionals are signicantly less expensive than
RPA, which relies on response functions to calculate exchange–
correlation energy and is particularly effective for capturing
long-range interactions and van der Waals forces.7–11 Owing to
their optimal trade-off between accuracy and efficiency, hybrid
functionals have become widely adopted for a broad range of
material simulations.
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Neural network models are increasingly being integrated
into material science research to enhance computational effi-
ciency and predictive accuracy.12–18 Extensive efforts have been
dedicated to applying machine learning in materials science
research. To effectively model and predict DFT results, previous
training targets have primarily focused on charge density or
wave functions. These studies predominantly advocate for the
use of surrogate models, where atomic structures serve as
inputs and electron densities as outputs.19,20 For instance,
DeePHF efficiently predicts Hartree–Fock orbitals and density
matrices,21 while DeePKS explores generalized functionals
applicable to diverse chemical systems.22 Deep density employs
the deep potential neural network framework to map atomic
structures to electron densities.23,24 Chemception applies deep
convolutional neural networks directly to 2D molecular images,
achieving competitive performance with expert-designed QSAR/
QSPR models without relying on explicit chemical descriptors
or domain knowledge.25 In the context of materials science,
machine learning can also be integrated by training tight-
binding Hamiltonians extracted from ab initio data.26 For
instance, DeePTB employs deep neural networks to generate
transferable tight-binding models across diverse atomic
congurations, enabling efficient and accurate band structure
predictions for a wide range of materials.27 Additionally,
a kernel-based machine learning approach has been developed
to predict DFT Hamiltonians directly from atomic environ-
ments. This method offers an accurate, transferable, and scal-
able alternative to traditional semi-empirical approximations
for electronic structure calculations.28 Meanwhile, DeePMD
leverages neural networks to t interatomic potential surfaces,
Digital Discovery, 2025, 4, 2627–2638 | 2627
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signicantly accelerating molecular dynamics simulations with
accuracy comparable to DFT.23,29 In efforts to study large-scale
materials, such as twisted van der Waals interfaces, the Deep
Hamiltonian (DeepH) framework30 and its specialized variants,
including DeepH-E3,31 DeepH-Hybrid,32 xDeepH,33 and DeepH-
PW,34 represent a signicant advancement in Hamiltonian
prediction for complex systems. By leveraging machine
learning, DeepH makes use of the nearsightedness of pseudo-
atomic orbital (PAO) bases,35 transforming what would typi-
cally be a global optimization problem into a series of localized
calculations that align well with the locality of neural network
layers. DeepH applies graph neural networks (GNNs) to repre-
sent materials, a technique that has been effectively used in AI
for material studies.13 Similarly, HamGNN also utilizes GNNs to
efficiently predict Hamiltonians.36 Compared to wavefunctions
and charge densities, DeepH-E3 leverages equivariant neural
networks to efficiently train local environments and predict the
Hamiltonian, providing a more comprehensive representation
of the system with smaller model sizes. It also enables density
functional perturbation theory calculations37 and contributes to
the development of a universal model applicable to all mate-
rials.38 The integration of AI with DFT further expands the scope
of material design, particularly by advancing molecular
dynamics simulations.23,29,39,40 This progress represents
a signicant milestone in computational materials science,
fostering new insights and broadening applications in the study
of complex material systems.

Among the various DFT soware, HONPAS (Hefei Order-N
Packages for Ab Initio Simulations) stands out as a robust
tool, especially notable for implementing the HSE06 hybrid
functional.41 The HSE06 functional, developed by Jochen Heyd,
Gustavo E. Scuseria, and Matthias Ernzerhof, combines Har-
tree–Fock exchange with DFT correlation, making it effective for
accurately predicting electronic structures in systems with
challenging van der Waals interactions.42 HONPAS has been
successfully applied to materials simulations involving systems
with more than 10 000 atoms, demonstrating its robustness and
scalability for large-scale electronic structure calculations.43–47

However, despite optimizations such as NAO2GTO for efficient
computation of the Hartree–Fock exchange (HFX) matrix,48,49

hybrid functional calculations remain computationally
demanding and require extensive parallelization, typically
limiting practical applications to systems with fewer than
a hundred atoms.

Even when generalized to plane-wave DFT, reconstruction
from plane-wave Hamiltonians to atomic orbital Hamiltonians
remains necessary in DeepH-PW.34 Due to the locality of the
DeepH scheme, it currently depends on atomic orbital-based
DFT packages. Examples of such soware include SIESTA,50

HONPAS,49 FHI-aims,51 OpenMX,52,53 and ABACUS,54 among
others. At present, DeepH supports only OpenMX and ABACUS.
Therefore, in this work, we extend its compatibility to HONPAS.
Like HONPAS, OpenMX utilizes low-scaling methods and ach-
ieves excellent parallel performance, although its most accurate
functional support is limited to the GGA level. In contrast,
HONPAS supports HSE06 functional with a parallelization
implementation. Compared to ABACUS, which utilizes the
2628 | Digital Discovery, 2025, 4, 2627–2638
LCAO technique based on atomic orbitals,54,55 HONPAS adopts
the NAO2GTO approach and ISDF method for the HFX calcu-
lations.48,49,56 These methods signicantly improve the efficiency
in handling two-electron integrals and hybrid functional
calculations, thereby streamlining the dataset preparation
process. Built upon SIESTA, HONPAS shares a similar input/
output structure and workow, which facilitates adoption by
the large existing SIESTA user community. In DFT calculations,
common basis sets include plane waves and atomic orbitals,
with the latter well-suited for large-scale parallel computa-
tions.51,57,58 For typical materials, double-zeta (DZ) and double-
zeta polarized (DZP) basis sets are oen used.

Given the well-established hybrid functional capabilities of
HONPAS, the DeepH + HONPAS combination is well-suited for
machine learning-assisted material calculations, particularly
for systems requiring the accuracy of hybrid functionals. Our
work leverages the strengths of both HONPAS and DeepH by
creating an interface that facilitates hybrid functional
calculations.

However, utilizing DeepH effectively requires a solid under-
standing of material structure and the mechanisms of DFT, as
setting its input parameters demands physical insight. To
address this, we rst introduce the DeepH + HONPAS archi-
tecture. We then present our code implementation and
performance testing. Finally, we apply this code to predict
electronic properties in twisted van der Waals bilayer systems,
specically comparing twisted bilayer graphene and twisted
bilayer MoS2. Notably, the hybrid HSE06 functional produces
a larger band gap than the PBE functional in gapped MoS2 and
at the G point in graphene systems.

2 Overview of DeepH and HONPAS

We begin by reviewing the fundamental concept and architec-
ture of the DeepH method. In density functional theory (DFT),
the central problem is solving the Schrödinger equation, Hjji=
Ejji, where H represents the Kohn–Sham Hamiltonian, E is the
eigenvalue, and jji is the eigenstate.1 In ab initio DFT calcula-
tions, the Hmatrix is derived through self-consistent eld (SCF)
iterations. According to the Hohenberg–Kohn theorem, the
Hamiltonian H is uniquely determined by the material's atomic
structure,1 meaning that for any given structure, there exists
a unique solution for H.

The SCF iterations, however, constitute the most time-
consuming component of DFT calculations. To bypass this
bottleneck, DeepH leverages machine learning techniques to
learn the Hamiltonian features of a wide range of materials,
enabling it to predict the Hamiltonian for new materials with
similar chemical composition. The validity of this approach is
grounded in the one-to-one mapping between the material
structure fR g and the Hamiltonian ĤDFTðfR gÞ, provided that
the predicted Hamiltonian is consistent with the one obtained
from SCF iterations.

In their work on DeepH, He Li et al. emphasized the
importance of directly training the Hamiltonian, not merely
because it underlies ab initio DFT, but because this approach
bypasses intermediate quantities such as total energies or
© 2025 The Author(s). Published by the Royal Society of Chemistry
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forces and allows for a more physically interpretable and
transferable model, especially in electronic structure prediction
tasks.30 To facilitate learning the Hamiltonian, DeepH intro-
duces a cutoff radius, Rc, in the Hamiltonian matrix, dening
a local environment that typically comprises only a few atoms.
This locality and nearsightedness are ensured by the destructive
interference between the many-particle eigenstates.59,60

Leveraging this locality, large Hamiltonians can be related to
smaller ones through covariant transformations, where phys-
ical quantities transform covariantly. Consequently, the infor-
mation within these local environments can effectively capture
the behavior of the entire Hamiltonian when transformed back.

The local environment Hamiltonian matrix, denoted as H0,
can be trained independently and then transformed back into
the full Hamiltonian matrix H through a rotation
transformation:

H ¼
X
i

R
†
i H

0
iRi; (1)

where Ri represents the rotation transformation between the
local and global coordinates. The target of the neural network
model is the Hamiltonian matrix element Hij = hfijĤjfji, where
jfii denotes the atomic orbital basis functions, expressed in
terms of radial functions and spherical harmonic functions.

In HONPAS, numerical atomic orbitals (NAOs) are tted to
Gaussian type orbitals (GTOs) to capture the non-local features
of hybrid functionals. GTOs are particularly useful since they
decay more slowly over long-range distances, facilitating more
accurate calculations. The approximation is given by:

fNAOðrÞz
X
k

ckfGTO;kðrÞ: (2)

This approach is highly efficient for evaluating two-electron
integrals:

Imnls ¼
ð
fmðrÞfnðrÞ

1��r� r
0 ��fl

�
r
0
�
fs

�
r
0
�
drdr

0
; (3)

which is frequently encountered in HSE06 functional
calculations.

The basis functions remain xed throughout the DeepH
procedure. For the prediction of large-scale structures, neces-
sary information, such as atomic positions, basis sets, and
bonds, is represented by the overlap matrix Sij = hfijfji, which
encapsulates non-SCF material information. This overlap
matrix serves as the initial feature in the input layer, which is
then mapped to the Hamiltonian matrix through the trained
neural network model:

Hij ¼ F
�
Sij;Q

�
; (4)

where Q represents the set of weights trained in the model.
The core architecture of DeepH's neural network is

a message-passing neural network (MPNN) constructed on
a crystal graph representation of the material. In this setup,
DeepH transforms the material structure into a crystal graph,
where each atom is represented by a vertex, vi, and each atom
pair by an edge, eij. The initial vertex feature vectors are derived
© 2025 The Author(s). Published by the Royal Society of Chemistry
from elemental embeddings, while edge feature vectors are
based on Gaussian-type distances. Edge features in DeepH are
further represented using real spherical harmonics, Ylm: l =

0 represents distance, while higher l values incorporate relative
directional information and Hamiltonian elements, or
hoppings, between atoms.

In the message-passing (MP) layers, both vertex and edge
features are iteratively updated, with the nal edge output
representing the Hamiltonian matrix element, Hij. According to
the original DeepH paper, the model uses ve MP layers and
one local coordinate message-passing (LCMP) layer. The neural
network contains 471, 409 + 129 × Nout parameters, where Nout

is the number of selected orbital pairs.
3 Code implementation of
DeepH + HONPAS

As a machine learning approach, the prediction of large-scale
Hamiltonians in DeepH involves three primary steps: pre-
processing, training, and inference. These steps encompass
dataset preparation, neural network model training, and the
nal prediction, transforming bare structural data into Hamil-
tonians. DFT calculations are required during both the pre-
processing and inference phases. We illustrate the workow of
the DeepH + HONPAS integration in Fig. 1. Among these steps,
dataset preparation has a substantial impact on the nal
output. This is due to DeepH's assumption of a local environ-
ment with a cutoff radius rc, where the relative positions of
neighboring atoms and overlapping orbitals constitute the
primary input data.

For a previously unseen structure, creating an effective dataset
can be challenging. Consequently, dataset preparation demands
physical intuition and a deep understanding of the material
structure to make accurate predictions. For instance, in a two-
dimensional bilayer system, it is appropriate to randomly shi
the top layer in-plane by distances on the order of the unit cell
length to simulate various stacking patterns. Alternatively,
datasets can be generated frommolecular dynamics trajectories.
These perturbations on atomic positions incorporate factors like
stacking order, interlayer folding, and bond length variations.
Thus, this model is capable of predicting similar materials with
different bond lengths or interlayer congurations.

The data structure used in DeepH primarily consists of HDF5
(.h5) les. To convert DFT data into a format suitable for neural
network input, a preprocessing step is required. This can be
executed using the deeph-preprocess tool aer conguring the
preprocess.ini le. For datasets generated from HONPAS, four
essential les are required for each structure: .STRUCT_OUT,
.HSX, .ORB_INDX, and .XV. Additionally, an assertion line is
added in DeepH to ensure that the DFT output les are located
in the correct directory. It is recommended to name the output
le as output when running HONPAS, which can be achieved by
executing the following command:
Digital Discovery, 2025, 4, 2627–2638 | 2629
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Fig. 1 Schematic workflow of DeepH + HONPAS. In the “preprocess” phase, Hamiltonian matrices of various structures are computed via
HONPAS self-consistent field (SCF) calculations and are rearranged into smaller components representing local Hamiltonians. In the “train”
phase, each Hamiltonian element, H

0
ij , serves as the target at the output layer of the model. The equivariant neural network iteratively updates its

weights to minimize the loss associated with predictingH
0
ij . During the “inference” phase, the overlapmatrix of a large-scale structure is obtained

fromHONPAS calculations without requiring SCF iterations. This overlapmatrix is then fed into the trained neural network as input. The predicted
and reassembled Hamiltonian matrix, Hij, can subsequently be used for electronic band structure calculations.
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In this line, the MPI parallel execution is enabled, and the
output le name is set to “output”. Additionally, to save the
.HSX le in the output directory, the ag SaveHS .true. is set in
the input.fdf le. The .HSX le contains the Hamiltonian and
overlap matrices, which are essential for training since the
Hamiltonian elements, H

0
ij, are the targets. In the HONPAS

input conguration, selecting the appropriate size of the atomic
orbitals is crucial as it impacts both the accuracy and compu-
tational cost. For example, for carbon atoms, the SZ (single-zeta)
basis includes 4 orbitals (one 2s and three 2p orbitals), while the
DZP (double-zeta polarized) basis includes 13 orbitals (two 2s,
six 2p, and ve 3d orbitals). This information, including
2630 | Digital Discovery, 2025, 4, 2627–2638
detailed global positions and symmetries, is available in the
.ORB_INDX le.

For the training process, it is recommended to utilize a GPU
to accelerate computations, although DeepH is also compatible
with the CPU version of PyTorch. Similar to preprocessing,
training is conducted using the “deeph-train” command with
settings specied in the train.ini conguration le. Two key
parameters for the training phase are “atom_fea_len” and
“edge_fea_len”, which dene the embedding for atomic
features and interatomic distances, respectively. These param-
eters control the dimensionality of the graph neural network.
Additionally, the orbital parameter plays an essential role. This
© 2025 The Author(s). Published by the Royal Society of Chemistry
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parameter is structured as a dictionary that lists all the
Hamiltonian elements for the desired orbital pairs. Below is an
example showcasing simple SZ orbital overlaps in graphene:

In the dictionary conguration, the key “6 6” represents
a pair of carbon atoms, while the entry “[1, 2]” species the
Hamiltonian matrix element at position (2, 3) for these two
atoms, each having 4 orbitals. For a larger basis set or when
different elements are included, the dictionary will adjust in
dimension according to the number of orbitals assigned to
describe each atom. The DeepH package provides a script to
automatically generate all orbital pairs in dictionary format.

During training, the learning rate is adapted based on the
decay rate of the validation loss. Starting at an initial rate of
0.001, it is progressively reduced to 0.0004, then to 0.0002, each
time the loss plateaus. For extended training sessions, DeepH
includes options for “pretrained_model” and “resume” to
continue from a saved state, while all training history is stored
in the specied “train_dir”.

In the prediction phase, the “deeph-inference” code is used
to apply the trained model to a new structure for inference. The
“inference.ini” le contains a “task” list parameter, which
includes the following steps: (1) parse overlap, (2) obtain local
coordinates, (3) compute the predicted Hamiltonian, (4) rotate
back, and (5) perform sparse calculations. These tasks can be
executed sequentially.

Since DeepH requires the overlap matrix of the nal large
structure, we set the maximum number of self-consistency eld
(SCF) iteration steps to 1 in HONPAS, ensuring that no SCF
calculation is performed during the DFT run. This approach
minimizes the time required to obtain the overlap matrix,
which is stored in the .HSX le. To retrieve only the overlap, the
following settings in the input.fdf le are necessary:

The “ForceAuxCell” ag is activated to ensure that the
diagonal elements of the overlap matrix are set to 1 during the
single Gamma point calculation. The .HSX le contains both
the Hamiltonian and overlap matrix, which can be parsed using
the same code as in the preprocessing stage. Aer task (4), the
predicted Hamiltonian is stored in the working directory. To
verify the prediction, the band structure is calculated in task (5).
In the interface, we output the .bands le in HONPAS format,
which is generated aer performing sparse matrix
© 2025 The Author(s). Published by the Royal Society of Chemistry
diagonalization of the band Hamiltonians. Additionally, we also
output a result.mat le containing the band structure, making it
easy to read using MATLAB and eliminating the need to search
for post-processing scripts specic to the DFT package.
4 Results

In this section, we present examples that highlight the high
efficiency and accuracy of DeepH + HONPAS in large-scale
material calculations. In twisted moiré materials, one of the
most notable features is the change in electronic structures as
the twist angles are adjusted. Band structures of PBE andHSE06
functionals are provided for twisted bilayer graphene (TBG) and
twisted bilayer MoS2 (TBMoS2). We conclude that HSE06 func-
tional restores band gaps which are underestimated by PBE
functional. The predicted bands align well with direct DFT
bands of both functionals.
4.1 Twisted bilayer graphene

The band structure of TBG exhibits signicant variations under
different twist angles. In the small angle range of less than 10°,
the typical Dirac cone of graphene is modied by the twisting,
resulting in a reduction of Fermi velocity, band attening, and
an enhancement of the local density of states near the Fermi
level.63–66 We study this phenomenon by performing DFT
calculations on TBG at three twist angles: 7.34°, 4.41°, and
2.88°. The continuous evolution of the bands near the Fermi
level reects the inuence of twisting and suggests the emer-
gence of the magic angle at bands at 1.05°. The atom counts
for these three structures are 244, 676, and 1588, respectively.
The corresponding unit cells are illustrated in Fig. 2(a)–(c). We
performed an uncertainty evaluation across a broader range of
twist angles using the energy difference between the rst
valence band and the rst conduction band at the G point. The
resulting mean absolute error (MAE) is 0.046 eV, and the root
mean square error (RMSE) is 0.052 eV, demonstrating the
model's strong generalization ability in predicting a wider range
of previously unseen structures.

We highlight that, through the machine learning approach,
we can signicantly reduce the computational cost, enabling
the calculation of such structures on personal computers rather
than relying on supercomputers. In Fig. 2, we present the band
structures of TBG at the three twist angles, calculated directly
from HONPAS and predicted by the trained model. The bands
are well-aligned, demonstrating the remarkable ability of the
model to predict unseen structures accurately. Fig. 2(d)–(f)
display the band structures predicted using the DeepH frame-
work, while Fig. 2(g)–(i) present results obtained with the
DeepH-E3 framework. Both approaches exhibit similar perfor-
mance; however, the DeepH-E3 framework features a smaller
model size, leading to reduced memory consumption during
training. Additionally, our implementation includes scripts for
utilizing the DeepH-E3 framework.

We prepare the HONPAS dataset based on the published
dataset from DeepH's work.67 For reproduction of the result of
this work, we also publish the HONPAS dataset.68 The graphene
Digital Discovery, 2025, 4, 2627–2638 | 2631
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Fig. 2 (a)–(c) Moiré unit cells of twisted bilayer graphene (TBG) with twist angles of 7.34°, 4.41°, and 2.88°. (d)–(f) PBE band structures for TBG
with the same twist angles obtained using the DeepH + HONPAS framework. (g)–(i) PBE band structures for TBG with twist angles of 7.34°, 4.41°,
and 2.88°, calculated with DeepH-E3 + HONPAS. Notably, the same overlap matrix of the large-scale structure is applicable to both DeepH and
DeepH-E3. However, DeepH-E3 demonstrates superior memory efficiency compared to DeepH.
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dataset consists of 300 4 × 4 bilayer graphene cells (Fig. 3(a)),
which were generated from molecular dynamics simulations of
AA-stacked bilayer graphene at T = 300 K. These structures are
then calculated directly in HONPAS to produce their Hamilto-
nians, overlap matrices, and band structures for benchmarking.
The k-points are sampled using the Monkhorst–Pack method
with a 4 × 4 × 1 grid. The pseudo-atomic orbital (PAO) basis set
is chosen to be DZ to ensure accuracy. We adopt the generalized
gradient approximation (GGA) exchange–correlation functional,
parameterized by Perdew, Burke, and Ernzerhof (PBE). The
convergence threshold for the density matrix is set to 10−5 eV.

The dimension of the overlap matrix for each pair of atoms is
uniformly 8 × 8, as only carbon element is present in the
material, and the DZ basis set for carbon contains 8 orbitals. To
highlight the performance advantage of GPU acceleration in our
workow, we benchmarked training times on the bilayer gra-
phene dataset using both CPU and CUDA backends. Speci-
cally, we compared a CPU workstation with two Hygon C86 7285
32-core processors (PyTorch 2.1.0+cpu) and a desktop equipped
2632 | Digital Discovery, 2025, 4, 2627–2638
with an Intel i9-10850K and an NVIDIA RTX 4090 GPU (PyTorch
2.1.0+cu121). When using 32 CPU threads, the training time per
epoch ranged from 280 to 300 seconds. In contrast, with GPU
acceleration and 8 CPU threads, the training time was reduced
to approximately 10 seconds per epoch. This >25× speedup
underscores the practical necessity of CUDA support for effi-
ciently handling large or high-resolution datasets in our
framework. Typically, convergence can be achieved at 2000 to
3000 epochs, depending on the cutoff radius and accuracy. The
preprocessing time is typically in the range of hundreds of
seconds (e.g., 262.96 s with 10 threads). Therefore, the
combined time cost of preprocessing and training is practically
negligible, and this process only needs to be performed once,
provided the predicting structure shares the same element
species and similar dimensions as the dataset.

Using the model trained on the bilayer graphene dataset, we
study larger-scale TBG systems, including magic-angle twisted
bilayer graphene (MATBG) and twisted trilayer graphene
(MATTG). The twisting conguration of MATBG is (32, 31) with
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) A dataset consisting of 300 distinct 4× 4 bilayer graphene (BG) cells used for training. Each structure contributes a Hamiltonian matrix
to the dataset. (b) Heatmap of the converged validation loss function for interactions between carbon atoms, with a convergence threshold of 1
× 10−4 for the learning rate. (c) The moiré pattern of magic-angle twisted bilayer graphene (MATBG) at a twist angle of 1.05°, with the frame
indicating its unit cell, which contains 11 908 carbon atoms. (d) Predicted electronic band structure of MATBG, calculated using the DeepH +
HONPAS framework with the PBE functional. Continuum model and tight binding model results are also presented. In the BM-type continuum
model, the hopping energy is set to 110 meV.61 In the tight binding model, the Slater–Koster type hopping is adopted, where V0

ppp = −2.7 eV and
V0
pps = 0.48 eV.62
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a twist angle of 1.05°, containing 11 908 carbon atoms (Fig. 3(a))
and that of MATTG (ABA) is near (22, 21) 1.54° with 8322 carbon
atoms (Fig. 4(a)). Here pairs of integers (32, 31) and (22, 21) denote
the commensurate rotation vector with graphene unit cell vectors
as bases. The theoretically predictedmagic angle for ABA stacking

trilayer graphene is near 1.5°,
ffiffiffi
2

p
times that of bilayer counter-

part. ABA stacking MATTG is predicted to host both at bands
and Dirac cone as well as superconductivity.69–75 In Fig. 3(b), the
validation loss at the nal step of training has a maximum
amplitude of 0.1300 meV, indicating that the neural network
model has converged and has an acceptable error margin of
10−4 eV. The largest matrix element, located at position (3, 3),
corresponds to the hopping between py orbitals of carbon atoms.
Other signicant elements correspond to hoppings between the
in-plane orbitals, px and py, where the z-axis is dened as the out-
of-plane direction perpendicular to the material. The model's
ability to predict large structures, as shown in Fig. 3(c), demon-
strates DeepH's excellent transferability for unseen structures
with similar chemical compositions. In Fig. 3(d), we present the
© 2025 The Author(s). Published by the Royal Society of Chemistry
at band structure of magic-angle graphene. The predicted bands
near the zero-energy Fermi level are at, which is consistent with
the continuum model, the tight-binding (TB) model, and quali-
tatively with experimental observations.65

We also show the predicted electronic band structure of
MATTG, which contains a set of at bands and a Dirac cone
(Fig. 4(b)). Though the localized environment surrounding
a particular atom of TTG is difference from that of TBG, they
both can be accounted by interlayer and intralayer hoppings.
Therefore, MATTG Hamiltonian can still be predicted by the
neural network model trained with bilayer graphene dataset.

Hybrid functional Hamiltonians are fundamentally different
from the LDA or GGA ones, as the nonlocal exact exchange part
modies both the matrix elements and the optimized cutoff
radius for training. We prepare the dataset by performing
HSE06 functional calculations on 300 bilayer graphene struc-
tures using HONPAS. The cutoff radius is optimized to 5.8 bohr
to achieve the best electronic band structure tting. The tted
bands for TBG are shown in Fig. 5. In panel (a), direct DFT
Digital Discovery, 2025, 4, 2627–2638 | 2633
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Fig. 4 (a) ABA-stacked MATTG structure, where the top and bottom layers are AA-stacked, while the middle layer is twisted by 1.54° relative to
the other layers. (b) Predicted electronic band structure of MATTG, obtained using the DeepH + HONPAS framework with the PBE functional.

Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

1 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/1

9/
20

26
 7

:2
7:

41
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
calculations of 7.34° TBG using PBE and HSE06 are carried out
to highlight the slight difference at the G point. The gap at the G
point obtained by HSE06 (2.52 eV) is larger than that of PBE
(2.15 eV). In Fig. 5(b)–(d), band structures for 7.34°, 4.41°, and
Fig. 5 (a) Band structure of 7.34° TBG calculated directly with HONPAS u
subtle difference in Fermi velocity at the K point. (b)–(d) HSE06 band s
HONPAS framework, compared to the direct results from HONPAS.

2634 | Digital Discovery, 2025, 4, 2627–2638
2.88° TBG, obtained by both HONPAS and DeepH + HONPAS,
are presented. As a result, the neural network is able to capture
the differences between functionals, as long as the corre-
sponding dataset is prepared properly.
sing the PBE and HSE06 functionals. The HSE06 functional captures the
tructures of 7.34°, 4.41°, and 2.88° TBG obtained from the DeepH +

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 HSE06 band structures of TBMoS2. The band fitting parameters
are provided in the SI. The predicted HSE06 band gap is 0.51 eV larger
than the PBE results.
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4.2 Twisted bilayer MoS2

In addition to carbon-based materials, DeepH + HONPAS also
performs well for more complex materials. We construct
a dataset of 500 4 × 4 bilayer MoS2 (BMoS2) unit cells (as shown
in Fig. 6(a)) to facilitate large-scale twisted bilayer MoS2
(TBMoS2) studies. The training process achieves convergence
with a maximum validation loss of less than 0.0371 meV
(Fig. 6(b)). In Fig. 6(c), we present the band structure of a single
layer 8 × 8 MoS2 supercell (SMoS2), while Fig. 6(d)–(f) depict the
predicted band structures of TBMoS2 with twist angles of 7.34°,
4.41°, 2.88°.

Hybrid functionals play a more important role in gapped
semiconductors, where the PBE functional underestimates
band gaps. In Fig. 7, the HSE06 band structures of 7.34°
TBMoS2 calculated using both HONPAS and DeepH + HONPAS
show excellent agreement at the valence and conduction band
edges. The deviations away from the band edges are due to the
necessary cutoff radius in the crystal graph neural network,
which needs to be balanced between efficiency and accuracy
due to the inherent nearsightedness in neural network training.
Also, band gap of PBE functional (1.18 eV) in Fig. 6(d) is smaller
than that of HSE06 (1.69 eV) functional in Fig. 7.
4.3 Performance

We here present some details regarding the time cost of the
inference step and compare it with the traditional approach of
directly calculating the self-consistent eld (SCF) using a DFT
package. While HONPAS offers signicant advantages in
handling systems with thousands of atoms, DeepH + HONPAS
Fig. 6 (a) A total of 500 4× 4 bilayer MoS2 (BMoS2) cells are used for train
use the DZ basis set, with Mo described by 12 orbitals and S by 8 orbitals. (
PBE band structures of TBMoS2 with twist angles of 7.34°, 4.41°, and 2.8

© 2025 The Author(s). Published by the Royal Society of Chemistry
demonstrates even greater potential by further reducing the
computational cost while maintaining high precision. In Fig. 8,
we present the detailed time costs of ve substeps in the
inference process, including (1) parsing the overlap matrix, (2)
obtaining local coordinates, (3) predicting the Hamiltonian, (4)
rotating back, and (5) performing sparse matrix calculations. In
the parsing step, the large overlap matrix is represented as
a crystal graph for further prediction, similar to the pre-
processing of raw DFT datasets. This step is the most time-
consuming due to binary le I/O and the use of serial
ing. (b) Validation loss of the trainedmodel for Mo and S. Both elements
c) PBE band structure of a single-layer 8× 8 MoS2 extended cell. (d)–(f)
8°, respectively.

Digital Discovery, 2025, 4, 2627–2638 | 2635
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Fig. 8 Detailed single-CPU time breakdown across five substeps in the inference phase. Inference times for graphene materials were recorded
on three different computing systems: (a) a system featuring a single Intel i9-10850K 10-core processor and an NVIDIA RTX 4090 GPU. (b) The
same system as in (a), but with the GPU disabled. (c) A CPUworkstation equippedwith two Hygon C86 7285 32-core processors. The “parse” step
accounts for the largest portion of the total runtime, particularly for large systems. Additionally, the time required for band structure calculations
(“sparse calc”) significantly exceeds the time needed for Hamiltonian acquisition, highlighting the computational bottleneck for large-scale
inference tasks.

Fig. 9 (a) Time cost for calculations using the PBE functional. For TBG and TBMoS2 systems, the combined DeepH/DeepH-E3 + HONPAS
framework demonstrates superior performance compared to standalone HONPAS calculations. (b) Time cost for calculations using the HSE06
functional. Direct HSE06 calculations for larger systems of TBMoS2 (with twist angles below 7.34°) are infeasible on current computational
platforms, highlighting the efficiency of the DeepH framework.
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processing. By the time the code reaches the fourth step, which
involves rotating the local Hamiltonians back to the full
Hamiltonian, the Hamiltonian prediction is already completed.
The h step is solely dedicated to electronic band structure
calculations. Although band structure calculations can be time-
consuming, this difficulty is mitigated in larger systems, where
sparse matrix diagonalization algorithms perform efficiently.
This step employs the Lanczos method, implemented in the
Julia code for diagonalization.76

In Fig. 9, we present a comparison of single-core CPU time
between DeepH +HONPAS andHONPAS. This time cost includes
the rst three substeps of the inference process. DeepH +
HONPAS shows a remarkable improvement in efficiency, accel-
erating the acquisition of the Hamiltonian matrix by nearly 100
times for PBE to 500 times for HSE06. This efficiency also enables
the study of larger systems, where machine learning can offer
even greater advantages over traditional DFT calculations.
2636 | Digital Discovery, 2025, 4, 2627–2638
5 Summary

DeepH + HONPAS stands as a robust and efficient methodology
for integrating hybrid density functionals into the DeepH
framework, enabling large-scale electronic structure calcula-
tions with improved accuracy and computational efficiency. We
demonstrated the ability of machine learning predictions to
reproduce HONPAS band structures of twisted bilayer graphene
and MoS2. The time required for acquiring the Hamiltonian
matrix is reduced by nearly 100 to 500 times and can be further
decreased for larger systems. The slight differences between the
PBE and HSE06 functionals can be captured by the machine
learning model simply by feeding the neural network with the
DFT Hamiltonians of corresponding functionals as the dataset.
Since HONPAS also utilizes the NAO2GTO and ISDF techniques,
it is efficient for hybrid functional calculations, which further
accelerates dataset preparation. Aer improving accuracy,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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future directions include applying graph neural networks to
molecular dynamics.39 To further improve scalability and effi-
ciency, future developments will target the optimization of
HONPAS, including accelerated ERI computations and
enhanced parallelization. DeepH + HONPAS opens new avenues
for the application of deep learning methods in advanced
electronic structure theories.
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