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Rapidly determining structure—property correlations in materials is an important challenge in better
understanding fundamental mechanisms and greatly assists in materials design. In microscopy, imaging
data provides a direct measurement of the local structure, while spectroscopic measurements provide
relevant functional property information. Deep kernel active learning approaches have been utilized to
rapidly map local structure to functional properties in microscopy experiments, but are computationally
expensive for multi-dimensional and correlated output spaces. Here, we present an alternative
lightweight curiosity algorithm which actively samples regions with unexplored structure—property
relations, utilizing a deep-learning based surrogate model for error prediction. We show that the
algorithm outperforms random sampling for predicting properties from structures, and provides

rsc.li/digitaldiscovery

. Introduction

Determining structure-property relationships is crucial to the
development of new materials with desired functional proper-
ties, and therefore rapid determination is critical to accelerate
material design and optimization. More generally, in the
context of autonomous and self-driving laboratories, rapidly
determining the relevant relationships between structure and
function is critical to optimizing relevant chemical synthetic
and processing pathways for molecular and materials optimi-
zation and discovery.”®

Microscopy, in particular scanning probe and electron
microscopy, provides a powerful method to locally image
structures with nanoscale or atomic resolution.? In addition, the
ability to spatially probe spectroscopic properties allows for
correlating the local structure with site-specific functional
properties. Traditionally, spatially resolved measurements are
performed across a grid of points using techniques such as
atomic force microscopy force mapping, scanning tunneling
spectroscopy, or electron energy loss spectroscopy in a scanning
transmission electron microscope. The downside of this
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a convenient tool for efficient mapping of structure—property relationships in materials science.

method is that (a) only a small number of points can be probed
given a limited experimental time budget, and (b) increasing
the number of measured spectroscopic points to increase
resolution can result in irreversible tip and/or sample damage.
Machine learning applications in scientific methods,® especially
in the past decade, have impacted imaging techniques."*>'*'%
Adaptive sampling methods based on route optimization®**>°
and sparse sampling®” have been used for efficient image
reconstruction. In particular, with regard to learning structure-
property relationships, deep kernel active learning (DKL)
approaches have been utilized to adaptively sample material
properties using input image patches acquired in the imaging
mode on the microscope.* This was shown to be highly efficient
in correlating local ferroelectric domain structures with specific
features of ferroelectric hysteresis loops in the pioneering work
by Liu et al.*® That work was subsequently extended to other
modalities, including conductive atomic force microscopy,
electron microscopy and scanning tunneling microscopy.*”****
However, DKL, and indeed all Bayesian optimization
approaches, utilize a scalarizer function to reduce high-
dimensional spectroscopic measurements to a single scalar
quantity that is used as the target for optimization.” While this
approach is a suitable method to optimize for a given target
property, the exploratory power is limited because of the loss of
spectroscopic features that are not accounted for by the sca-
larizer function. Although multi-objective optimization is
possible, attempting to develop Gaussian based methods for
large output spaces (e.g., above 10 dims) where the outputs are
correlated is at present computationally intractable. In prin-
ciple, ensembles of DKL models for uncorrelated outputs are

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://crossmark.crossref.org/dialog/?doi=10.1039/d5dd00119f&domain=pdf&date_stamp=2025-08-02
http://orcid.org/0000-0003-3165-4050
http://orcid.org/0000-0003-0152-1783
http://orcid.org/0000-0002-3549-4392
http://orcid.org/0000-0003-2570-4592
http://orcid.org/0000-0003-4692-8579
https://doi.org/10.1039/d5dd00119f
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00119f
https://pubs.rsc.org/en/journals/journal/DD
https://pubs.rsc.org/en/journals/journal/DD?issueid=DD004008

Open Access Article. Published on 10 July 2025. Downloaded on 2/4/2026 8:35:06 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

also a feasible solution, although in practice, spectral outputs
tend to be correlated and this strategy is therefore not viable.

Here, we present alternate methods relying on surrogate
models of error prediction, which we term curiosity-driven
exploration, analogous to the usage of the term in reinforce-
ment learning.>*"*>* These methods are based on standard
deep neural networks with an encoder-decoder structure that
have been employed in the past to predict spectra from images
(Im2spec) and images from spectra (Spec2im).’® When the goal
is to minimize the loss of an Im2spec or Spec2im model, the
optimal scalarizer function is difficult, if not impossible to find.
As a solution, we instead determine which spectra to measure
by training an auxiliary network to predict Im2spec recon-
struction error. The curiosity-driven approach involves
sampling regions with high values of the predicted error, so as
to rapidly reduce the error of these models.

The paper presents two workflows: The first consists of an
ensemble of Im2spec models that is used for spectral predic-
tion, combined with an error model that trains on the spectral
mismatch error. In the second method, the error model utilizes
the latent space embeddings of an autoencoder to correlate with
spectral mismatch. These algorithms, inspired by curiosity-
driven reinforcement learning, actively sample spectra for
which the structure-property relations have not yet been
learned. We first demonstrate and optimize the efficacy of our
methods on a pre-acquired dataset. Finally, we implement an
algorithm on an atomic force microscope (AFM) to actively learn
structure-property relationships in a ferroelectric thin film and
discuss possible extensions.

Il. Results and discussions
A. Im2spec encoded error model

The structure-property relations described in this work corre-
late to the ferroelectric response of PbTiO; samples measured
using band excitation piezoresponse microscopy (BE-PFM). We
use the structure information from the morphology data
acquired from the AFM scanned images, while the property is
measured using the spectra collected using band excitation
piezoresponse spectroscopy (BEPS) data. This dataset is very
similar to one captured and published earlier, and details about
the measurement can be found elsewhere.*?

Fig. 1 illustrates the active learning workflow described in
this section. Fig. 1(a) shows sample dataset which shows spatial
dependence of the local structure and its influence on the
observed spectrum. Here, the local structure, indicated by the
square patch, influences the spectrum measured in that region.
We initially start by considering a training set where the inputs
are the image patches (each patch of size (16 x 16) pixels) while
the outputs are the spectra (256 points) corresponding to each
patch. In principle, the choice of the patch size is a physics-
based quantity which determines the extent of the local struc-
ture that affects the measured spectrum. In ferroelectric
measurements, this depends on the electrostatic and elastic
fields. We also observe that the window size affects the correl-
ative strength of the input and the output. This can be esti-
mated by comparing the training and the validation loss for the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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different patch-sizes, results of which are shown in Fig. S1.7 Low
values of the window size results in sub-optimal training while
large window size can interfere with efficient learning and result
in overfitting. Our choice of the patch window size (16 pixels) is
in the optimal range, with low values of the validation loss.

In this workflow, we use an ensemble of Im2spec models to
offer flexibility for variations in the training data (schematic as
shown in Fig. 1(b)). Each im2spec model consists of an encoder,
a latent embedding layer, followed by a fully connected decoder.
While the models are primarily based on the convolutional
networks, variations in the architecture have been introduced to
enable wider adaptability. A brief description of the encoder
architectures used in the model set is provided in Table 1. In our
workflow, we designate the size of the latent dimension as
three. An initial dataset of the image patches is used to train the
Im2spec models. During the training process, we implemented
stochastic weighted average for stabilizing the model weights
and for generalized spectral prediction. Once trained, the “best
model” of the ensemble is chosen based on the minimum
validation loss, estimated over last 50 training epochs.

The selected model is then used to predict the spectral
output on the image inputs that were previously used for
training (as shown in Fig. 1(c)). This prediction is compared
with the original spectrum, and the mismatch error is assigned
to every image within the training set. We use the L1 error to
quantify the spectral mismatch in this method. Fig. 1(d) shows
the error model where the Im2spec-encoder (which includes the
latent embedding layer) is conjoined with a different set of
decoder layers. During the error model training, the encoder
part of the model is frozen while the decoder weights are
updated. The next step involves the error prediction for the
entire set of image patches across the sample region, as shown
in Fig. 1(e). The error predictions are used to compute the
acquisition function to determine and sample the next set of
spectral points in an iterative active learning fashion.

Our studies show that the best Im2spec model does not
change frequently with minor changes in the training data set.
Our code enables probabilistic triggering of ensemble training
at selected iterations, helping to avoid redundant training steps.
In the results described in this section, we perform ensemble
training randomly over 10% of the iterations (and the starting
iteration). The remaining iterations involve model training
using the pre-determined best-Im2spec-model.

Once we predict the errors for all set of the input patches, we
use an acquisition function to sample the next data point. The
acquisition function used in this method is an empirical
equation and is given as:

Aj=1— e M-8

where L; is the L1 error normalized in the range [0, 1]. The
6 parameter controls the rate of exploration and exploitation,
while the prefactor A controls the smoothness of the acquisition
function (higher A indicates better smoothness). The acquisi-
tion function varies monotonically with the error values for § =
1 and inversely for 8 = 0. This allows us to tune sampling from
exploitation to exploration as we increase the ¢ hyperparameter
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Fig.1 Description of the spectral search method on pre-acquired dataset. (a) Spatial dependence of the spectral property that is correlated with
the sample region shown on the left. The patches on the sample image serve as the structural inputs that is correlated to the spectral output. (b)
An ensemble of different Im2spec models are trained on an initial set of data. (c) The best model is then used to predict the spectral output
corresponding to the training image inputs. (d) Error model consists of the encoder and the latent embedding part of the Im2spec model. This is
conjoined with a decoder that is used to train with the spectral mismatch (L1) error. The parameters of the encoder (and the latent embedding)
are frozen while training the error model. (e) The error model is used to estimate errors for the image patches across the sample region.
Subsequent sampling points are decided using the acquisition function and incorporated into the training set.

Table 1 Encoder architecture of the Im2spec models used in the ensemble

Im2spec model name Encoder architecture

im2spec Convolution block (3 layers, leaky_relu = 0.1, dropout = 0.5)

im2spec_2 Convolution block (3 layers, leaky_relu = 0.2, dropout = 0.1)

im2spec_3 Convolution block (3 layers, leaky_relu = 0.2, dropout = 0.1), dilated block (4 layers)
im2spec_4 Resnet module (depth = 3), convolutional block (3 layers, leaky_relu = 0.2, dropout = 0.2)
im2spec_5 Resnet module (depth = 3), dilated block (4 layers)

2190 | Digital Discovery, 2025, 4, 2188-2197 © 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00119f

Open Access Article. Published on 10 July 2025. Downloaded on 2/4/2026 8:35:06 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

from 0 to 1. Therefore the model with § = 1 is exploration
dominant, and is designated as curiosity driven model. In the
results described in this section, we study model performance
at the extreme, for § = 0 and 1 while maintaining A = 0.1.

The workflow starts with an initial dataset consisting of 245
image-spectrum pairs (20% of the total dataset). Each iteration
consists of two model training events - the im2spec ensemble
models and the error model. As shown in Fig. 1(e), we obtain the
prediction of the error values at the end of each iteration. We
use the acquisition to sample the next point in every iteration
(an alternate method is batch sampling using the acquisition
function). In the results described in this section, we study the
model behavior over three hundred iterations of active learning.

Fig. 2 shows the workflow results where we test the model for
the ¢ parameter at 0 and 1. We compare the results of the model
with a baseline model that trains on acquisitions based on
random sampling. Fig. 2(a) shows the error statistics for the
three models. While the conservative model corresponding to
6 = 0 shows low values of the spectral mismatch error, the
curiosity model (8 = 1) shows acquisitions with higher values of
the spectral mismatch error. In the curiosity model, at every
iteration, new unfamiliar samples improves training over
a diverse dataset leading to faster learning. To ascertain this
behavior, we estimated the spectral mismatch error over the test
set. The results described in Fig. 2(b) show a steep reduction of
the errors for the curiosity driven model.

Fig. 2(c)-(e) show the acquisition points on the sample
region for the random model, 8 = 0, and ¢ = 1, respectively. We

a) 60 Random acq. model
Avg_error = 0.021
50 beta =0
Avg_error =0.015
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observe that the exploration for the § = 0 is limited to the
domains, and the 8 = 1 acquires spectrum in the region of the
domain walls and the defective regions of the sample, where the
structure to spectral correlations are complex.

While we see extreme examples of exploitation and explo-
ration for 8 = 0 and 1, respectively, intermediate values of the
6 can be used to balance exploration and exploitation. Fig. S2}
shows the results of the model and the acquisitions for § = 0.5.
This samples regions that correspond to both higher and lower
values of the error prediction. The explorative performance of
the model is therefore intermediate as shown the reduction of
the test-set errors in Fig. S2(b).T

In the above analysis, and in the rest of the paper, we
compare the performance of the model with the commonly
used baseline ie., random sampling. We believe this is
reasonable baseline, especially while sampling from a multidi-
mensional dataset. In Section 3 of the ESLf we show
a comparison different sampling techniques and its perfor-
mance with respect to curiosity based active learning. We
observe that the random sampling performs similar to other
multidimensional  sampling techniques.  Nevertheless,
curiosity-based active learning outperforms the other sampling
techniques.

In an encoder-decoder model, the latent representations
that bridge the encoder and the decoder parts of the model
determine the efficiency of the reconstruction. We study the
latent embeddings to gain insights into the workings of the
error model and to interpret the essential features that

b) Test set errors
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Fig.2 Results of the error prediction model in active learning on the pre-acquired BEPS data. Panel (a) shows the histogram of the error statistics
using the acquisition function with random acquisition model, 8 = 0, and § = 1. The model with § = 1 corresponds to the curiosity driven model
that shows sampling of data associated with higher spectral mismatch errors. (b) Variation of spectral mismatch (L1) errors on the test-set for
different models. The curiosity based model (8 = 1) shows steep reduction of the error across the iterations. (c)—(e) shows the scatter points
where the spectral measurements were acquired across the sample region for the random acquisition model, active learning with § =0, and 8 =

1, respectively. All scale bars indicate a length of 100 nm.
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determine the model output. The latent distributions of the
model predictions are described in Fig. 3 for the active learning
process. Fig. 3(a)-(c) represents the latent space distributions
for the random model. Fig. 3(a) is the latent distribution with
the red scatter points, which denote explorations during the
active learning process, sampled uniformly. Fig. 3(b) shows the
latent space clustered into 3 classes, and the corresponding
correlation to the real space is shown in Fig. 3(c). It is to be
noted that the acquisition strategy influences the evolution of
the training set, the model weights, and therefore the latent
representations. In the random sampling we see uniform
sampling across the clusters. Fig. 3(d)-(f) shows the latent
distribution for 8 = 0. The conservative nature model is re-
flected in limited exploration that are localized at the high-
density region of the latent space. A similar analysis is per-
formed for exploration related to 8 = 1, shown in Fig. 3(g)-(i).
Here, higher exploration has resulted in a dispersed latent
distribution. Further exploration points are comparatively
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sampled in the sparse region of the latent space. In the real
space mapping (Fig. 3(i)), this translates to acquisition in the
complementary areas (when compared to § = 0) and corrobo-
rates with the data shown in Fig. 2(e).

The results of this section describe the error prediction
methods in conjunction with the acquisition function, where
the @ parameter is used to control the degree of exploration/
exploitation. At higher 8 = 1, the model is curiosity driven
and actively seeks unfamiliar samples in the spatial regions of
higher predicted error. This allows for diversity within the
training set to better learn structure-spectral correlations.

The latent embedding show uniquely different distributions
based on the model and the acquisition strategy. These
embeddings serve as compressed, structured representations of
input data, capturing essential features of the input images.
Given this knowledge, in the subsequent section, we implement
a generalized methodology to extract latent representations
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Fig. 3 Latent space representations for the active learning-based sampling. Panel (a)—(c) shows the results of the model for randomly sampled
model. (a) Latent distribution of the model prediction for allimage-patch inputs. The red scatter points are the explored samples during the active
learning process. (b) depicts the latent distribution clustered into three components using k-means clustering. (c) Correlation to the real-space
coordinates corresponding each of the points in the latent space. Panel (d)-(f) shows the similar results for active learning-based sampling with
6 =0. Figures (g)—-(i) show latent distribution results for active learning-based sampling for § = 1. While 8 = 0 shows predominant sampling in the
high dense regions, g = 1 shows sampling in the dispersed regions of the latent space.
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from an autoencoder while efficiently sampling points from the
latent space for active learning based acquisitions.

B. Autoencoder-based error model

This section describes the autoencoder based error model. Here
we use a similar experimental dataset — PFM-based experi-
mental data on a 200 nm (110) PbTiO; thin film sample grown
on SrTiO;. The structural information is contained in the image
patches (patch size (11 x 11 pixels)) with switching spectros-
copy spectra (spectrum length: 64) captured at low frequency
(off-resonance) using an interferometric atomic force micro-
scope from Oxford Instruments (Vero). The baseline curiosity
algorithm works as follows: After the sample is imaged an
autoencoder is trained on all image patches. Then spectra are
acquired on a small number of random initialization points,
which are used to train the Im2spec model. The error predictor
is then trained on the image patch latent encodings and the
Im2spec mean squared error (MSE) for the initial points. Then,
a forward pass through the error predictor is performed for all
image patch encodings. The spectra of the point with the
highest predicted error is then sampled. This continues itera-
tively where Im2spec and the error predictor are trained on
updated training dataset. The overall workflow is illustrated in
Fig. 4. It should be noted that the error predictor model utilizes
dropout to provide an estimate of the uncertainty on the
prediction.

This algorithm is sensitive to the initialization points. If the
initial data is not representative of the larger distribution, the
algorithm is prone to getting stuck in a local minima. The error
predictor then poorly estimates the Im2spec error for unrepre-
sented data, and therefore fails to sample certain points optimal

View Article Online
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for reducing Im2spec loss. Therefore for sparse sampling across
the distribution, we train an autoencoder on the image patches
and then sample the initialization points that are far apart in
the autoencoder's latent space. One choice is to utilize k-means
clustering in the latent space, with t equal to the number
initialization points. This was followed by choosing the points
closest to each respective cluster centroid as the initialization
points.

To encourage exploration within the latent representations,
we reward points that are far away from previously sampled
points in the Im2spec latent space. A natural choice for this
exploration reward, Ej, is the harmonic mean of euclidean
distances in the latent space to previously measured points:

-1
1
E} B <me;uredi‘€i - €/|)

where /; denote the Im2spec latent encodings of the image
patches. Denoting the error predictions as Cj, a viable acquisi-
tion function, analogous to the epsilon-decreasing strategy for
the multi-armed bandit problem,** is given by:

Aj _ (1 _ eflln)cvj + eflnEj

where n is the number of spectra measured so far. Finally,
incorporating uncertainty classification in both the error
predictor and Im2spec model, and modifying the acquisition
function accordingly, would improve exploration. Due to the
high dimensional output of Im2spec, we chose to utilize Monte
Carlo Dropout® for uncertainty estimation. For the error
predictor, other methods such as deep kernel learning or a fully
Bayesian final layer are also feasible. The exploration reward
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Fig. 4 Diagram of curiosity algorithm implementation with Im2spec used in conjunction with the autoencoder-based error model.
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Fig. 5 Trial of Im2spec curiosity algorithm on pre-acquired PFM data: (a) polarization ground-truth image, (b) curiosity algorithm exploration
path, and (c) a ground-truth hysteresis loop and corresponding Im2spec prediction. (d) Im2spec MSE error, (e) predicted error, and (f) exploration
reward after final measurement iteration. Scale bar in the images indicate a length of 100 nm.

and model uncertainty classification are not possible for
Spec2im, as the spectra required for a forward pass are not
available for unmeasured points. In this case, stochasticity can
be simply introduced by randomly sampling points with some
probability.

Another difficulty is the fact that as Im2spec/Spec2im trains,
the MSE values change rapidly. As a result of this non-stationary
problem, it is very challenging to train an accurate error
predictor. Since the errors decrease on average, the problem can
be made more stationary by training the error predictor on the
errors divided by the mean error. These normalized MSE errors
change much more slowly as Im2spec/Spec2im trains, and
allow the error predictor to only account for relative changes in
MSE error. It should be noted that even with this modification,
the error predictor required a large learning rate and multiple
epochs of training after each measurement in order to keep up
with the changing errors.

We tested the Im2spec curiosity algorithm on the afore-
mentioned pre-acquired PFM spectroscopic dataset in order to
quantitatively determine its effectiveness. The PFM polarization
image (P = Asin(f)), where A is the piezoresponse amplitude
and @ is the phase signal, is shown in Fig. 5(a). We bench-
marked curiosity sampling based on predicted error and
exploration reward against random sampling. To begin the
algorithm, 30 initialization points were seeded, and the algo-
rithm was then run for the next 170 points to sample based on
the curiosity metric. The exploration path taken by the algo-
rithm is shown in Fig. 5(b). It is evident that much of the
sampling is occurring on the pre-existing domain walls,
although several clusters of points within the domains are also

2194 | Digital Discovery, 2025, 4, 2188-2197

sampled. The trained im2spec model after the 200 iterations
appears to produce decent predictions compared with the
ground truth, as shown in Fig. 5(c) for a chosen location. The
MSE of im2spec is overall quite low, shown in Fig. 5(d) and does
not appear spatially localized. The error predictor predicts
maximal errors within the domains, and lowest errors at the
domain walls, which also reflects the inverse of the sampled
regions, as expected. The exploration reward, after the final
measurement iteration, is mapped in Fig. 5(e) and again shows

Im2spec Loss

124 Curiosity
Random
10
8 -
-
C
g 61
4 4
2 <
0 T T T T T
12.0 12.5 13.0 13.5 14.0 14.5 15.0

loss

Fig. 6 Minimum loss achieved by Im2spec with curiosity algorithm vs.
random sampling, for 30 trials. The difference between the means is
statistically significant.
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Fig. 7 MSE for ten highest error points achieved by Im2spec with MC
dropout curiosity algorithm vs. random sampling. The difference
between the means is statistically significant.

only a few isolated points with high errors. We benchmarked
this against random sampling, and the results of the overall loss
metrics after running 100 trials are shown in Fig. 6, and show
clearly that the curiosity algorithm results in an overall lower
loss than random sampling.

In addition, we tested a modified curiosity algorithm which,
in addition to latent space exploration reward, samples based
on Im2spec Monte-Carlo Dropout (MCD) uncertainty during the
exploration phase. While the addition of MCD uncertainty did

a) Spec2im Exploration Path
- 100

Exploration step

100

Exploration step

f) Predicted Im2spec MSE

b) Predicted Spec2im MSE

10

View Article Online
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not directly improve Im2spec loss (the Im2Spec loss was overall
not statistically different from a random sampling strategy, in
this case), it did reduce the Im2spec MSE for the ten highest
error points (Fig. 7). This behavior suggests that enhancing
exploration with MCD helps train Im2spec on points with
poorly understood structure property relationships, but are not
abundantly represented in the sample data, as opposed to
points with low error, but are highly represented in the sample
data. This, however, has the downside of slower convergence on
the whole dataset compared to the original (non-MCD) case. It
should be noted that one of the challenges of this algorithm is
that there may exist points that continue to contain high errors
regardless of the number of training data points, if there are
minimal structure-property correlations in these points (for
example, if there is only noise in these areas). For such
instances, the algorithm should be modified to avoid trapping
in these learning plateaus, and strategies can include either
direct human intervention, injected noise in the action space, or
simple methods such as avoiding similar image patches to past
samples if the loss is not decreasing beyond a simple threshold.

C. Real-time microscope deployment

Given these promising results on pre-acquired data, we moved
to implement the curiosity algorithm on the microscope for
real-time adaptive sampling. For additional difficulty, we
changed the sample to one with a more complex domain
structure, a thin film PbTiO; sample with a hierarchical domain
structure that has been previously investigated," and

c) Ground Truth Image Patch d) Predicted Image Patch
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Fig. 8 Trial of curiosity algorithm real-time on PFM microscope for Spec2im and Im2spec. (a) Exploration path of Spec2im curiosity algorithm,
(b) predicted Spec2im error after final measurement iteration, (c) a polarization ground-truth image-patch, and (d) corresponding Spec2im
prediction. (e) Exploration path of Im2spec curiosity algorithm, (f) predicted Im2spec error after final measurement iteration, (g) a ground-truth
hysteresis loop and corresponding Im2spec prediction. Scale bar in the images indicate a length of 100 nm.
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implemented the method using our AEcroscopy platform for
microscope automation and acquisition.*® Here, we tested both
the spec2Im as well as the inverse, Im2spec, for the curiosity
algorithm, and plot the results in Fig. 8. The exploration path
the algorithm took for the Spec2Im case is shown in Fig. 8(a),
and indicates a diverse spread of points across multiple
different domain structures. Predicted errors are still spatially
localized, but observing examples of predicted images
compared with ground truth images show a decent predictive
capability (Fig. 8(c) and (d)). The Im2Spec model shows
a different exploration path, with many more points in the
darker regions of the image, and the error map appears highly
localized, potentially indicating that more points would need to
be measured for more accurate modeling. Nevertheless, anal-
ysis of the actual predictions shows a decent corroboration with
the ground truth (e.g., Fig. 8(g))-

1. Conclusions

In summary, we present two different workflows for curiosity
driven spectral search. These frameworks utilize latent encod-
ings for error prediction. While the first model utilizes latent
space trained for spectral reconstruction, the second autoen-
coder model describes a generalized approach to train latent
embeddings to predict spectral mismatch error. The curiosity
algorithm was successful in sampling regions optimal for
training Im2spec/Spec2im. On a preacquired dataset, we
demonstrated that the curiosity algorithm outperformed
random sampling. The algorithm was able to identify regions
with complex structure-property relationships, particularly
domain boundaries, and preferentially sample these regions in
order to minimize Im2spec/Spec2im loss.

We implemented the workflow on a PFM microscope and
found that the exploration paths optimizing Im2spec and
Spec2im were different. This discrepancy is fundamentally
caused by the in-existence of a bijection between domain
structures and hysteresis loops. That is, several structures can
produce the same hysteresis loop (for example, structures that
are identical apart from a rotation). As a result, a single
implementation of the curiosity algorithm is not sufficient for
simultaneously optimizing both the forward and inverse
problem. In practice, one must choose the algorithm better
suited for the given application.

This curiosity based approach is a stepping stone to several
novel autonomous microscopy workflows. For example, error
prediction can be used to identify regions for which model error
is high and does not decrease despite additional measurements,
prompting more advanced spectroscopies to be performed in
that region. Moreover, the convolutional neural networks may be
replaced with theoretical models, in which case the curiosity
algorithm would actively sample spectra for which the theory
fails, offering insights informing new theoretical models.

Data availability

The data and the code used in this work are available at Zenedo
(DOI: 10.5281/zenodo.15777800). The Jupyter notebooks can
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also be found on: https:/github.com/cylindrical-penguin/
Curiosity-Driven-RL-for-PFM. The scripts presented here
utilize open-source repositories im2spec (https://github.com/
ziatdinovmax/im2spec) and atomai (https://github.com/
pycroscopy/atomai). The deployment of the workflows on the
microscopes were interfaced using aecroscopy (https://
github.com/yongtaoliu/aecroscopy.pyae).

Conflicts of interest

The authors have no conflict of interest to declare.

Acknowledgements

Algorithmic development was supported by the US Department
of Energy, Office of Science, Office of Basic Energy Sciences,
MLExchange Project, award number 107514. The experimental
work was supported by the Center for Nanophase Materials
Sciences (CNMS), which is a US Department of Energy, Office of
Science User Facility at Oak Ridge National Laboratory. GN
acknowledges support from QIS Infrastructure Project (FWP
ERKCZ62): Precision Atomic Assembly for Quantum Informa-
tion Science. H.F. was supported by MEXT Program: Data
Creation and Utilization Type Material Research and Develop-
ment Project (No. JPMXP1122683430) and MEXT Initiative to
Establish Next-generation Novel Integrated Circuits Centers (X-
NICS) (JPjo11438), and the Japan Science and Technology
Agency (JST) as part of Adopting Sustainable Partnerships for
Innovative Research Ecosystem (ASPIRE), Grant Number
JPMJAP2312. J.-C. Y. acknowledges the financial support from
the National Science and Technology Council (NSTC), Taiwan,
under grant numbers NSTC 112-2112-M-006-020-MY3 and 113-
2124-M-006-010.

References

1 A. Archit, L. Freckmann, S. Nair, N. Khalid, P. Hilt,
V. Rajashekar, M. Freitag, C. Teuber, G. Buckley, S. von
Haaren, et al., Segment anything for microscopy, Nat.
Methods, 2025, 1-13.

2 K. Bian, C. Gerber, A. J. Heinrich, D. J. Miiller, S. Scheuring
and Y. Jiang, Scanning probe microscopy, Nat. Rev.
Methods Primers, 2021, 1(1), 36.

3 Y. Burda, H. Edwards, A. Storkey and O. Klimov, Exploration
by random network distillation, arXiv, 2018, preprint,
arXiv:1810.12894, DOI: 10.48550/arXiv.1810.12894.

4 M. Checa, A. S. Fuhr, C. Sun, R. Vasudevan, M. Ziatdinov,
I. Ivanov, S. J. Yun, K. Xiao, A. Sehirlioglu, Y. Kim, et al.,
High-speed mapping of surface charge dynamics using
sparse scanning kelvin probe force microscopy, Nat.
Commun., 2023, 14(1), 7196.

5Y. Gal and Z. Ghahramani, Dropout as a bayesian
approximation: Representing model uncertainty in deep
learning, in International Conference on Machine Learning,
PMLR, 2016, pp. 1050-1059.

6 G. M. Dilshan Godaliyadda, D. H. Ye, M. D. Uchic,
M. A. Groeber, G. T. Buzzard and C. A. Bouman, A

© 2025 The Author(s). Published by the Royal Society of Chemistry


https://doi.org/10.5281/zenodo.15777800
https://github.com/cylindrical-penguin/Curiosity-Driven-RL-for-PFM
https://github.com/cylindrical-penguin/Curiosity-Driven-RL-for-PFM
https://github.com/ziatdinovmax/im2spec
https://github.com/ziatdinovmax/im2spec
https://github.com/pycroscopy/atomai
https://github.com/pycroscopy/atomai
https://github.com/yongtaoliu/aecroscopy.pyae
https://github.com/yongtaoliu/aecroscopy.pyae
https://doi.org/10.48550/arXiv.1810.12894
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00119f

Open Access Article. Published on 10 July 2025. Downloaded on 2/4/2026 8:35:06 PM.

Paper

supervised learning approach for dynamic sampling,
Electron. Imaging, 2016, 28, 1-8.

7 L. Gura, Z. Yang, M. Brinker, F. Kalaf3, W. Kirstaedter,
P. Marschalik, H. Junkes, M. Heyde and H.-J. Freund,
Spiral high-speed scanning tunneling microscopy: Tracking
atomic diffusion on the millisecond timescale, Appl. Phys.
Lett., 2021, 119(25), 251601.

8 F. Hése, L. M. Roch and A. Aspuru-Guzik, Next-generation

experimentation with self-driving laboratories, Trends
Chem., 2019, 1(3), 282-291.
9 R. J. Hickman, M. Sim, S. Pablo-Garcia, G. Tom,

I. Woolhouse, H. Han, Z. Bao, P. Bannigan, C. Allen,
M. Aldeghi, et al, Atlas: a brain for self-driving
laboratories, Digital Discovery, 2025, 4(4), 1006-1029.

10 S. V. Kalinin, K. Kelley, R. K. Vasudevan and M. Ziatdinov,

Toward decoding the relationship between domain

structure and functionality in ferroelectrics via hidden

latent variables, ACS Appl. Mater. Interfaces, 2021, 13(1),

1693-1703.

S. V. Kalinin, M. Ziatdinov, H. Jacob, S. Jesse, A. Ghosh,

K. P. Kelley, A. R. Lupini, B. G. Sumpter and

R. K. Vasudevan, Automated and autonomous experiments

in electron and scanning probe microscopy, ACS Nano,

2021, 15(8), 12604-12627.

S. Kandel, T. Zhou, A. V. Babu, Z. Di, X. Li, X. Ma, M. Holt,

A. Miceli, C. Phatak and M. J. Cherukara, Demonstration

of an Al-driven workflow for autonomous high-resolution

scanning microscopy, Nat. Commun., 2023, 14(1), 5501.

A. Krull, P. Hirsch, C. Rother, A. Schiffrin and C. Krull,

Artificial-intelligence-driven scanning probe microscopy,

Commun. Phys., 2020, 3(1), 54.

Y. Liu, K. P. Kelley, H. Funakubo, S. V. Kalinin and

M. Ziatdinov, Exploring physics of ferroelectric domain

walls in real time: deep learning enabled scanning probe

microscopy, Advanced Science, 2022, 9(31), 2203957.

Y. Liu, K. P. Kelley, R. K. Vasudevan, H. Funakubo,

M. A. Ziatdinov and S. V. Kalinin, Experimental discovery

of structure-property relationships in ferroelectric

materials via active learning, Nat. Mach. Intell., 2022, 4(4),

341-350.

16 Y. Liu, K. Roccapriore, M. Checa, S. M. Valleti, J.-C. Yang,
S. Jesse and R. K. Vasudevan, Aecroscopy: a software-
hardware framework empowering microscopy toward
automated and autonomous experimentation, Small
Methods, 2024, 8(10), 2301740.

17 Y. Liu, J. Yang, R. K. Vasudevan, K. P. Kelley, M. Ziatdinov,
S. V. Kalinin and M. Ahmadi, Exploring the relationship of

11

12

13

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

14

15

(cc)

© 2025 The Author(s). Published by the Royal Society of Chemistry

18

19

20

21

22

23

24

25

26

27

View Article Online

Digital Discovery
microstructure and conductivity in metal halide
perovskites via active learning-driven automated scanning
probe microscopy, J. Phys. Chem. Lett., 2023, 14(13), 3352-
3359.

E. Moen, D. Bannon, T. Kudo, W. Graf, M. Covert and D. Van
Valen, Deep learning for cellular image analysis, Nat.
Methods, 2019, 16(12), 1233-1246.

G. Narasimha, D. Kong, P. Regmi, R. Jin, Z. Gali,
R. Vasudevan and M. Ziatdinov, Uncovering multiscale
structure-property correlations via active learning in
scanning tunneling microscopy, npj Comput. Mater., 2025,
11(1), 189.

M. M. Noack, K. G. Yager, M. Fukuto, G. S. Doerk, R. Li and
J. A. Sethian, A kriging-based approach to autonomous
experimentation with applications to x-ray scattering, Sci.
Rep., 2019, 9(1), 11809.

D. Pathak, P. Agrawal, A. A. Efros and T. Darrell, Curiosity-
driven exploration by self-supervised prediction, in
International Conference on Machine Learning, PMLR, 2017,
pp- 2778-2787.

K. M. Roccapriore, S. V. Kalinin and M. Ziatdinov, Physics
discovery in nanoplasmonic systems via autonomous
experiments in  scanning  transmission  electron
microscopy, Advanced Science, 2022, 9(36), 2203422.

B. N. Slautin, Y. Liu, H. Funakubo, R. K. Vasudevan,
M. Ziatdinov and S. V. Kalinin, Bayesian conavigation:
Dynamic designing of the material digital twins via active
learning, ACS Nano, 2024, 18(36), 24898-24908.

A. Slivkins, Introduction to multi-armed bandits, arXiv,
2019, preprint, arXiv:1904.07272v8, DOI: 10.48550/
arXiv.1904.07272.

L. A. Thiede, M. Krenn, A. K. Nigam and A. Aspuru-Guzik,
Curiosity in exploring chemical spaces: intrinsic rewards
for molecular reinforcement learning, Mach. Learn.: Sci.
Technol., 2022, 3(3), 035008.

G. Tom, S. P. Schmid, S. G. Baird, Y. Cao, K. Darvish, H. Han,
S. Lo, S. Pablo-Garcia, E. M. Rajaonson, M. Skreta,
N. Yoshikawa, S. Corapi, G. D. Akkoc, F. Strieth-Kalthoff,
M. Seifrid and A. Aspuru-Guzik, Self-driving laboratories
for chemistry and materials science, Chem. Rev., 2024,
124(16), 9633-9732.

L. Zheng, J. Chen, J. Wang, J. He, Y. Hu, Y. Chen, C. Fan,
Y. Gao and C. Zhang, Episodic multi-agent reinforcement
learning with curiosity-driven exploration, Adv. Neural Inf.
Process. Syst., 2021, 34, 3757-37609.

Digital Discovery, 2025, 4, 2188-2197 | 2197


https://doi.org/10.48550/arXiv.1904.07272
https://doi.org/10.48550/arXiv.1904.07272
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00119f

	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f

	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f
	Curiosity driven exploration to optimize structuretnqh_x2013property learning in microscopyElectronic supplementary information (ESI) available. See DOI: https://doi.org/10.1039/d5dd00119f


