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Liposomes are amongst the most promising and versatile nanomedicine products employed in recent
years. In vitro release (IVR) tests are critical during development of new liposome-based products. The
drug release characteristics of a formulation are affected by multiple factors related to the formulation
itself and the IVR method used. While the effect of some of these parameters has been explored, their
relative importance and contribution to the final drug release profile are not sufficiently understood to
enable rational design choices. This prolongs the development and approval of new medicines. In this
study, a machine learning workflow is developed which can be used to better understand patterns in
liposome formulation properties, IVR methods, and the resulting drug release characteristics. A
comprehensive database of liposome release profiles, including formulation properties, IVR method
parameters, and drug release profiles is compiled from academic publications. A classification model is
developed to predict the release profile type (kinetic class), with a significant increase in the balanced
accuracy test score compared to a random baseline. The resulting machine learning approach enhances
understanding of the complex liposome drug release dynamics and provides a predictive tool to
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Introduction

Liposomes are complex pharmaceutical products that, over
recent years, have increasingly been used to overcome issues
associated with poor aqueous drug solubility, toxicity, and lack
of targeted delivery after drug administration." During product
development, the drug release behaviour of liposomes is a crit-
ical performance test that is performed to provide indications of
safety, quality, and efficacy of the product. The drug release
behaviour is assessed via in vitro release (IVR) tests.> The lipo-
some formulation development process typically relies on
a series of experimental tests to identify suitable formulation
and/or IVR parameters to modulate the release profile. This
experimental characterisation can be time-consuming, as there
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accelerate the design of liposome IVR tests.

are no standard protocols to follow which causes delays in
bringing liposome formulations to the market.?

Drug release from liposomes is dictated by multiple factors.
The drug release profile depends on (i) critical material attri-
butes (CMAs) such as drug and excipient properties, (ii) critical
quality attributes (CQAs) of the formulation such as particle
size, zeta potential, and drug loading,* and (iii) IVR test method
parameters such as release medium temperature, medium pH,
stirring speed, and release apparatus.>® The characteristics of
IVR test methods currently used to assess drug release from
nanomedicines have been extensively reviewed before,” and
the best fitting kinetic models were assessed for given drug
release profiles of non-conventional dosage forms.'®'* None-
theless, the interplay between the parameters determining the
profile is not well understood. To date, no attempt has been
made to quantitatively link formulation characteristics, IVR test
method parameters and the drug release profile of liposome
formulations.

Machine learning (ML) has been used in different fields such
as sustainable chemical reaction design,'” nanomaterials char-
acterisation,” and materials science' to accelerate processes
and gain deeper insights into datasets and inform experiments.
In pharmaceutical sciences, ML is now commonly used to
establish connections between formulation and process
parameters of drug delivery modalities to predict CQAs*>*® and
biological performance.'” In addition, ML methods have been
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used to predict drug release from various formulations,
including 3D printed tablets,” long-acting polymeric inject-
ables,” and oral formulations with polysaccharide coatings.*®
For lipid-based formulations, ML was applied to predict char-
acteristics such as particle size,** liposome formation,>*
polydispersity index,** drug loading,” and encapsulation effi-
ciency.”® Prediction of drug release profiles from liposome
formulations based on formulation and IVR characteristics
using ML approaches has not yet been reported.

Here, we have curated a database from the existing literature
on drug release from liposome formulations. Further, we have
developed an ML workflow that explores and links drug release
profiles from these systems with the formulation and IVR
method characteristics. We identify which of the included
factors are important for predicting drug release from lipo-
somes. We furthermore establish a benchmark classification
score for predicting types of drug release behaviour. The ML
workflow presented here provides a deeper understanding of
the complex relationship between nanomedicine CQAs, drug
type, IVR method parameters, and their connections to kinetic
drug release parameters.

Methods

Database construction and data acquisition

Literature data from liposome formulations were manually
acquired and curated using three search methods to include
data from specific FDA-approved liposome products and other,
non-commercial formulations (SI, Section 2.1). The resulting
articles were then sifted using a set of inclusion and exclusion
criteria (SI, Section 2.2) to ensure that quantitative drug release
data could be extracted and that the formulation and IVR
method parameters were sufficiently detailed for entry in our
database. Drug release plots were digitised from papers using
WebPlotDigitizer (v4.6).>* For articles that met the criteria,
information relating to the search terms, article, compound
used, formulation preparation, characterisation, composition,
instrumental details, IVR testing conditions (apparatus, release
media composition and conditions, specific methodological
details such as volume of drug added) were recorded in a set of
ten relational tables. The database schema was designed and
implemented using SQLite (v3.43.1), integrated within a Python
(v3.12.1) environment. Complete details of the database tables,
including their primary and foreign key relationships, are re-
ported in the associated GitHub repository (SI, Section 2.3).

Dataset construction

To extract information relating to formulation characteristics,
IVR testing conditions and apparatus, lipid properties, and
compound type into a dataset for data analysis, relevant queries
were input to the SQL database (SI, Section 2.4). This resulted in
a dataset with 271 observations, each with an associated di-
gitised drug release profile. To ensure that the extracted plots
were of sufficient quality for kinetic model fitting, a quality
appraisal process was conducted on each of the 271 extracted
drug release profiles (SI, Section 2.5). Subsequently, the plots
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that passed the quality appraisal process were subjected to
automated batch parameter estimation using an in-house
developed Python tool.

Batch parameter estimation and clustering of drug release
profiles

Common kinetic models describing liposome drug release were
fitted to each extracted drug release profile using least squares
fitting (SI, Section 2.6). To improve the likelihood of finding
a global minimum over a local one during parameter optimi-
sation, 100 initial parameter sets for each model were generated
using Latin hypercube sampling, ensuring a comprehensive
exploration of the parameter space. Each initial parameter set
were used to estimate model parameters for each drug release
profile. The best fits were selected with respect to the mean
absolute error (MAE) (eqn (S9)). Detailed information on
parameter bounds, optimisation method, and implementation
is provided in the SI, Table S2. Subsequently, model fitting was
evaluated using a suite of metrics (SI, Section 2.7). A threshold
dissolution similarity factor (f;) (SI, Section 2.7.4) score of
greater than 50 was selected based on FDA guidelines.

Drug release profiles were clustered using principal compo-
nent analysis (PCA) and k-means clustering (KMC). Weibull
model parameters with f, scores below 50 and those displaying
two release mechanisms (biphasic), which were not described
sufficiently well by the Weibull model were excluded. To enable
clustering of drug release profiles based on similar shapes,
a simulated drug release dataset was generated using fitted
Weibull parameters. As the original database contained release
profiles with varying time scales, including seconds, minutes,
hours, and days, the lack of standardisation of the time range of
the investigation, would mean that a profile initially measured
in seconds but simulated over 24 hours would automatically be
classified as fast. Since hours was the most common unit, only
profiles originally measured in hours were selected. The fitted
Weibull parameters of the resultant profiles were used to
simulate drug release data over 0-24 hours, resulting in a data-
set with 500 time points as columns and rows representing
individual simulated profiles. The dataset was standardised and
reduced to a low-dimensional representation via PCA. The first
two PC scores were clustered using KMC with the number of
clusters (k) ranging from 2 to 8. The clustering quality was
evaluated by assessing cohesion and separation for each & (SI,
Section 2.8).

Data preprocessing

The classification model's target output was defined by the
resulting assignment of each profile subjected to PCA and KMC,
as each profile in a cluster resembled similar shapes this
defined the type of release (kinetic class). The number of clus-
ters (k) was chosen as 3, representing slow, medium, and fast
kinetics classes, which defined the target output. To train the
ML classifiers, feature inputs were added to the target output,
creating a suitable dataset. The unique drug release profile
identification number (IVR_ID) was used to merge back-end
data, including information relating lipid properties, drug

© 2025 The Author(s). Published by the Royal Society of Chemistry
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type, formulation characteristics, and IVR testing conditions to
the target output. Data preprocessing steps included removing
features with many missing values, eliminating rows with
missing data, deleting duplicate rows, and standardising.
Details of feature inputs, data types, encoding, and imple-
mentation are provided (SI, Section 2.9).

Machine learning modelling and evaluation

To predict the kinetic class given feature inputs (SI, Table S3),
a range of ML classifier models were evaluated. The models
selected were DecisionTreeClassifier (DTC), SupportVector-

Classifier (SVC), GaussianNaiveBayes (GNB), KNeighbor-
sClassifier (KNC), LogisticRegression (LR),
RandomForestClassifier (RFC), and Extreme-

gradientboostingClassifier (XGB). All models were implemented
through the Sci-kit learn package® (v1.4.0), except for XGB,
which used the xgboost package? (v2.023). The default hyper-
parameters were selected for each model.

To evaluate the performance of each model, the target output
(kinetic class) obtained using each model was compared to their
true labels determined by PCA and KMC. The classification task
was multi-class and imbalanced, therefore careful selection and
interpretation of metrics compared to simpler binary tasks was
required. Briefly, micro-averaged F; score, balanced accuracy,
and Matthews correlation coefficient (MCC) (SI, eqn S17, S19
and 24) were used to ensure evaluation of global and class-
specific performance. To determine whether the performance
between classifiers were statistically significant, pairwise
comparisons were conducted using the Wilcoxon Signed-Rank
test across cross-validation folds. Additional details of the
rationale, equations, and implementation of the classification
metrics and statistical tests are provided (SI, Sections 2.10,
2.11.1).

Shapley Additive exPlanations (SHAP) analysis® was con-
ducted on the XGB classifier trained on all available data. XGB
classifier was chosen due to the ability to handle complex
relationships and good predictive accuracy on small tabular
datasets.”® SHAP values were calculated for every feature and
each instance to quantify input contributions. Beeswarm plots
were produced using the SHAP library (v0.44.1).

The optimal subset of feature inputs to predict the kinetic
class was determined for the XGB classifier using backward
elimination with cross-validation. Briefly, the classifier is
trained on all 9 feature inputs, and the importance of each
feature using the gain feature importance attribute of the XGB
classifier model is determined. The least important features are
pruned from the current set of features, the procedure is
recursively repeated on the pruned set until 1 feature remains.
The optimum subset of features was determined as the one
yielding the maximum 5-fold cross-validated test score with
minimum variance.

The optimum subset of features was used to assess the
performance of each classifier on unseen (test) data. The
cleaned dataset (n = 77) was split into training and test sets
using stratified 5-fold cross validation, to ensure a similar class
distribution in each fold. Due to 5 not being a divisor of 77, the
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training and test sets consisted of 61-62 and 15-16 samples
respectively. On each fold, the balanced accuracy, MCC, and F;
score were calculated and the mean score and standard devia-
tion across the 5 folds were calculated.

Permutation testing was conducted to evaluate whether the
average cross-validated balanced accuracy score of the best
performing classifier significantly exceeded that of a three-class
random classifier. Target labels were permuted 1000 times
while keeping all input features unchanged. For each permu-
tation, the balanced accuracy was calculated. An empirical p-
value was then calculated to estimate the probability of
obtaining the observed average balanced accuracy score by
chance. This calculation used the number of permutations with
scores greater than or equal to the average cross-validated test
score obtained by the best performing classifier (C), given the
number of permutations (S) (eqn (1)). The choice of number of
permutations was validated by assessing the empirical p-value
as a function of the number of permutations (Fig. S9). Details of
implementations and rationale are provided in the SI, Section
2.11.

(C+1)

P= S+ (1)

Results and discussion

Assembling a dataset suitable for a multi-class classification
model

To develop a multi-class classification model to accelerate the
design of liposome IVR tests, it was necessary to first establish
a data workflow. The snapshot in Fig. 1 highlights the workflow
developed to achieve the main objective of the study: linking
IVR testing conditions, lipid properties, drug type, and formu-
lation characteristics to drug release profiles, to streamline
choices made during liposome IVR testing.

The first step was to assemble a dataset suitable for the
classification task of predicting release kinetics from lipo-
somes. To achieve this, a structured query language (SQL)
database was compiled using data extracted from 34 academic
publications. The database included 141 distinct formulations,
22 active compounds, and 31 excipients (lipids), culminating in
a total of 271 IVR tests. Each IVR test featured unique formu-
lations with varying numbers and types of excipients, along with
different characterisation data, compounds, and experimental
IVR testing conditions. The SQL database provided a well-
defined structure, making it advantageous for organising such
complex and variable data. As high throughput techniques
become increasingly prevalent,” " our database, compared to
storing tabular data in Excel, ensures the efficient, scalable, and
secure management of large datasets generated across multiple
formulations, testing conditions, and drug compounds.

To establish connections between the four distinct groups of
variables (Fig. 1) stored in the database and drug release
profiles, nine features were selected (SI, Table S3). By organising
the variables into the groups outlined (Fig. 1) and using the
database schema, this approach can be adapted to other drug

Digital Discovery, 2025, 4, 2983-2993 | 2985


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00112a

Open Access Article. Published on 15 September 2025. Downloaded on 1/20/2026 1:45:14 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

View Article Online

Digital Discovery Paper
( Inputs Output )
' N 7 “ ~
a8
a®
In vitro release (IVR) g
testing conditions Lipid properties 5 %
3.( o
2
-or‘b’ ]
Q Formulation >
\___ Drug type characterisation L Time )
\ J
~Academic journals SQL database Kinetic model screening Clustering similar drug release profiles
[ ) * Fast '
—_— S . ‘, * Slow
3 D | o * Medium
2 = %
E fl)=2 '
S { = )
= : L )
o
£
£
™
o ( Slow-release Fast-release h
2<
o
E VR testing VR testing
g conditions conditions
E Formulation properties Formudation properties
.‘g Ligid peoperties Upid peoperties
g Drug type Orug type
]
E (] 0 M (] 1%
SHAP value SHAP volue
. J
Identification of specific parameter inputs Classification
leading to different release types model

-

Fig. 1 Problem statement, integrated analysis and workflow summary. Traditional experiments yield insufficient data to understand complex
multivariate processes such as drug release from liposomes. Storing historic data generated during formulation development in a centralised,
standardised repository (Structured Query Language, SQL database) enables quantitative relationships between feature vectors (inputs) and drug
release profiles (output) to be established and analysed. An in-house Python tool was developed for the batch parameter estimation of digitised
drug release plots to obtain fitted kinetic model parameters (output) to define drug release profiles. To isolate specific feature inputs driving
distinct types of drug release behaviour, the extracted release profiles were grouped into clusters which exhibited similar temporal patterns. From
these clusters, various classifiers were trained to connect feature inputs to the type of release profile (slow, medium or fast). This enabled
identification of key drivers of types of liposome release behaviour. A benchmark classification score was also established for the classification of
release kinetics from liposomes via train-test splits using 5-fold stratified cross validation.

delivery modalities. For instance, the lipid properties group
could be replaced with polymer properties to use the workflow
for connecting drug release for nanoparticle, dendrimer or
hydrogel systems.

Liposomes are formulated with a variable number of lipids,
at different lipid ratios of different lipid types. Hence, for
convenience, the lipid-based features were reduced to a single
scalar value per formulation. Here, the molar-weighted excip-
ient molecular weight (M,,) and weighted lipid phase transition
temperature (T},) were selected, as T, links lipid structure and
size to drug release behaviour.** Since no standardised methods
exist for IVR testing of liposome products,” the impact of user-
selected apparatus, and release medium conditions was also
explored. This comprehensive feature selection aimed to iden-
tify the most important features for predicting liposome drug
release.

2986 | Digital Discovery, 2025, 4, 2983-2993

To establish relationships between the assembled feature
input vectors and the drug release profiles, we described drug
release profiles by parameterising the entire release profile over
time. This is an alternative approach to reducing release profiles
to discrete points such as T,q, Tso, and Ty, (times to reach 20%,
50%, and 80% drug release), commonly used in ML-based drug
release prediction tasks.'” To our knowledge, this represents
a novel approach to drug release prediction which involves
automated batch parameter estimation of drug release profiles,
unsupervised learning to group similar profiles, and feature
importance analysis to identify drivers of types of drug release
behaviour. By fitting kinetic models to release profiles, this
method captures the complete release kinetics, providing
deeper insights into the drug release process and more flexi-
bility for data analysis.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Batch parameter estimation of drug release profiles

The aim of this part of work was to perform a statistical
comparison of common kinetic models used to describe drug
release behaviour. The goal is to identify a model that can
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correctly describe most of the extracted drug release profiles in
the database. This yields a set of parameters that can be used for
subsequent processing of the drug release profiles. Given the
variable reporting quality of the drug release profiles in the
literature, a quality appraisal of the 271 drug release profiles
was conducted (SI, Section 2.5), resulting in keeping 209 profiles
deemed suitable for model fitting.

Software tools for drug release curve fitting are often limited
to using one model at a time, for example by using the Excel
plugin DDSOLVER.* This approach is not suitable for assessing
multiple models across numerous drug release profiles. To
overcome this, a custom in-house Python tool was developed for
batch-wise parameter estimation of drug release profile models.
The 209 drug release profiles were subjected to screening using
the tool, where six commonly employed kinetic models (SI,
Section 2.6) that are used to describe drug release profiles were
selected. These are denoted zero order, first order, Higuchi,
Korsmeyer-Peppas, Weibull, and Reciprocal.

Based on values of mean relative root mean squared error
(RRMSE) and Akaike information criterion (AIC) for each drug
release profile, the Reciprocal model demonstrated the lowest
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Fig. 3 Principal component analysis (PCA) followed by k-means clustering (KMC) PCA-KMC used to group similar extracted drug release
profiles. (a) Simulated drug release profiles generated using fitted Weibull parameters to visualise dataset complexity and need for unsupervised
clustering. (b) Transformation of simulated drug release profiles (Results section: batch parameter estimation and clustering of drug release
profiles) into principal component (PC) scores, coloured by cluster assignment of k-means clustering (KMC) that minimises within sum of squares
variation (WSS) and maximises silhouette coefficient. (c) Simulated Weibull drug release profiles assigned based on PCA-KMC (k = 3).
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Fig. 5 Ranking of features contributing to prediction of slow (left) and fast (right) release kinetics using a XGBoost model trained on all available
training data (n = 78). Features ranked by importance (top-bottom). Each instance was correctly predicted in training data, by interrogating the
training process reveals drivers of slow and fast-release profiles. (a and b) SHAP beeswarm plot displaying individual SHAP values for a feature
from each instance coloured by feature value. Features with higher SHAP values correspond to increasing probability of belonging to slow-

release (a) and fast-release (b) kinetic classes.

average RRMSE (0.08) and AIC (30.20) (SI, Fig. S1), indicating
a superior fit compared to other models. To further evaluate its
performance, a Kolmogorov-Smirnov test was conducted to
assess whether the absolute error distribution of the Reciprocal
model was smaller than that of the Weibull model. The test
yielded a p-value of 0.77, indicating no significant difference
between the two models’ error distributions (SI, Fig. S2 and
Table S4). These findings align with previous studies comparing
kinetic models for liposome systems, where both the Reciprocal
and Weibull models provided acceptable fits. However, the

2988 | Digital Discovery, 2025, 4, 2983-2993

Reciprocal model showed better fitting for thermosensitive
liposomes, particularly those smaller than 100 nm."

To define an accuracy threshold for parameters yielding
sufficiently similar simulated and experimental drug release
profiles, the similarity factor (f,) was used with a cutoff value of
50, based on FDA guidelines, where higher values indicate
greater similarity.** While the Reciprocal model achieved the
highest average f, score, the Weibull model covered a greater
proportion of profiles with f, greater than 50 (Fig. 2). Based on
our need for greater data availability and the advantage of

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Determining optimal number of feature inputs and performance on unseen data. (a) Backward elimination with cross validation to select
number of features to maximise cross validated balanced accuracy score for XGB classifier. Features 8 and 9 represent release method and
structure type, respectively. (b) Permutation test results for the XGB classifier trained on 7 most informative features. The histogram represents
distribution of classifier accuracy on 1000 different permutations of the dataset, where features remain constant, but target output labels
undergo different permutations. The distribution obtained represents the null hypothesis stating there is no dependency between features and
labels. The black dotted line represents average cross validated balanced accuracy score on the original (unshuffled) dataset. A permutation-
based p-value was calculated, representing how likely the classifier performance is obtained by chance, where the number represents the
fraction of permutations where the balanced accuracy score is greater than the score obtained using the original dataset. (c) Bar plot sum-
marising the performance of surveyed models which shows the XGB classifier model outperformed all other models across all evaluation
metrics. Each model was trained using 5-fold stratified cross validation at a train : test (80 : 20) split using the 7 most informative features. Each
model was evaluated using F; score, balanced accuracy, and Matthews correlation coefficient (MCC).

a more generalisable applicability of the chosen model to
diverse datasets, the Weibull model was selected.

Plotting each drug release profile together with the fitted
Weibull model (SI, Fig. S3 and S4) visually demonstrated that
the Weibull model fits the data well in most cases. Examining
profiles near the cutoff range (f, scores 45-55) shows that the
Weibull model failed to describe biphasic release patterns (SI,
Fig. S3). As a result, profiles with f, values of less than 50 and
biphasic release were excluded, leaving 197 profiles where the
Weibull model provided acceptable similarity to the original
release profiles. With current software tools, this analysis would
have required 1254 individual Excel files. Our Python tool
enabled the analysis to be conducted in batch, making it

© 2025 The Author(s). Published by the Royal Society of Chemistry

suitable for large volumes of drug release data and thus more
applicable to emerging trends in the field.

Grouping similar drug release profiles via unsupervised
learning

The next step in developing a multi-class classification model to
predict liposome release kinetics, was to group similar drug
release profiles in an unsupervised, automated manner which
would define the target output. To do so, the 197 drug release
plots accurately described by the Weibull model were first
selected. Then, to standardise the time scale of the investiga-
tion, only those originally done in units of hours were selected,
leaving 169 profiles (Methods section: batch parameter esti-
mation and clustering of drug release profiles).
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Using the fitted Weibull parameters («, ) of these profiles,
a simulated drug release dataset was generated, capturing
a variety of release behaviour (Fig. 3a). Principal component
analysis (PCA) was used to transform the high-dimensional
release profiles into a lower-dimensional space while retaining
95% of the variance in the first two PCs (SI, Fig. S5). The
resulting PCA score plot represented each drug release profile as
a point (Fig. 3b). Profiles represented by points closer together
were considered to have similar underlying data structures, i.e.,
similar drug release behaviours. To group the PC scores of the
first two dimensions into a set of distinct clusters, where data
points in each cluster would share common data structures, k-
means clustering was used (Fig. 3b). A range of k values were
explored to minimise the within sum of squares (WSS) variation
and maximise the silhouette coefficient (s;), representing cluster
compactness and separation, respectively (SI, Fig. S6). The
number of clusters was set to 3, reflecting a reasonably minimal
WSS (SI, Fig. S7) and maximum average s; across each cluster
(SI, Fig. S8). Based on the k-means cluster assignment, each
drug release plot was assigned into a respective cluster, which
was used to simulate the drug release behaviour within a given
cluster (Fig. 3c). This revealed that each cluster assignment
contained distinct types of drug release behaviour. Specifically,
the slow release was less than 50% release, medium was char-
acterised by gradual release and fast was characterised as burst
release. Overall, the PCA-KMC process facilitated the assign-
ment of target outputs to develop a multi-class classification
model via machine-informed classification of drug release
profiles, eliminating the need for manual annotation of the 169
profiles. While this approach has proven successful for the
present dataset, it must be noted that the generalisability of the
approach has yet to be established and translation of the
approach to different kinetic models would have to be verified.

Training scores and feature importance

To understand which features were important in predicting the
type of release profile (kinetic class), a library of seven ML
classifiers was screened on the cleaned training data (n = 78).
This enabled us to assess whether classification models could
approximate the relationship between feature vectors and types
of drug release. The classification task faced was multi-class
(slow, medium, and fast) and the class distribution (number
of observations in each class) was 25, 34, and 19, respectively.
Three evaluation metrics were selected to obtain a full assess-
ment of classifier training performance (Results section:
machine learning modelling and evaluation). The perfect
training classifier performance of DecisionTreeClassifier (DTC),
RandomForestClassifier (RFC), and XGBClassifier (XGB)
showed the tree-based algorithms (DTC, RFC, and XGB) out-
performed the simpler models (SVC, KNC, LR, GNB) (Fig. 4 and
ESI Table S6). This suggests that the nature of the data was
complex and non-linear as the training data did not fit the
simpler models well, highlighting the benefit of using more
complex ML models for this dataset.

Here, for the 9-feature XGB model, Shapley Additive exPla-
nations (SHAP) analysis was used to comprehend the model's
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decisions and provide insight into the contributions of each
feature to the prediction.*® SHAP values represent contributions
of each feature to the model output,” i.e., the kinetic class (slow,
medium, and fast) in our case. The SHAP analysis will thus
provide an indication of how much a feature contributes to the
prediction output, i.e., one of the drug release classes: slow,
medium or fast. The magnitude of the SHAP value gives indi-
cation of the importance of a feature on making a prediction,
were positive SHAP values show features pushing model output
towards a prediction.

To identify whether higher or lower values of specific
feature(s) increase or decrease the prediction of release kinetics,
a bee-swarm plot was used to visualise SHAP values for slow and
fast release predictions (Fig. 5a and b). Slow and fast release
predictions were selected as extremities, but the same analysis
could have been conducted for medium release. For example,
lower media temperature and T, made positive contributions to
the slow-release class. Bearing in mind the lipid bilayer struc-
ture of liposomes, it follows that lowering the media tempera-
ture reduces the lipid bilayer membrane permeability, thus
causing a reduction in drug efflux. The lower T, driving slow
release is linked to the formulation composition and can
therefore be adjusted by the choice of lipid type and by varying
the ratio of different phospholipids.**

Other noticeable positive contributions to slow-release clas-
sification were made by higher media pH values and higher
excipients M,,. The compound in the slow-release class was
predominantly doxorubicin (14/25) which has a pK, of 8.2. In
contrast to the fast release scenario, where low pH values are
expected to lead to increased ionisation and hence increased
solubility of doxorubicin, slow-release kinetics would be
observed at higher media pH values where doxorubicin would
remain non-ionised. Unlike media pH, which is well known to
be of importance for drug release, the importance of M, of
excipients used in the formulations has not been reported. This
could be a potential avenue for future exploration, for example
selecting higher M,, excipients to make the formulation such as
1,2-distearoyl-sn-glycero-3-phosphoethanolamine-poly(ethylene
glycol) (DSPE-PEG-10Kk).

Across slow and fast release, the lamellarity of the vesicle
(structure type) and user choice of IVR apparatus had the least
influence on the prediction (Fig. 5a and b) of kinetic class. This
is expected, because the method developed is properly validated
to separate free drug from the nanocarrier and hence, the user
choice of apparatus used for the IVR test should not influence
release kinetics. This is shown by a comparison of ultracentri-
fugation and continuous flow sampling methods for polymeric
nanoparticles,® this suggests the same finding extends to lipo-
some systems.

It is worth noting that categorical features such as release
method, structure type, and API type were label encoded,
removing the original meaning. It must be noted that the
drawback of this method is that the selection of integers that are
assigned to each categorical variable could influence the SHAP
analysis and other subsequent analysis. This could be mitigated
by one-hot encoding, which would preserve the original feature
input by creating separate binary columns for each category

© 2025 The Author(s). Published by the Royal Society of Chemistry
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type, e.g., doxorubicin: yes/no; however, the drawback of this
approach is an increase in the dimensionality of the dataset. As
we aimed to minimise the complexity of the dataset, we decided
against implementing one-hot encoding in this work.

Overall, the SHAP analysis was used to identify and rank
features impacting types of drug release from liposomes. It is
clear, and hardly surprising to experimentalists, that IVR
conditions (temperature, pH) play a key role in determining
drug release kinetics. As IVR tests are typically done at physio-
logical conditions (37 °C), the value of this analysis lies in the
insight it provides on the effect of formulation properties. The
choice of lipid, and the M,, of excipients are key drivers to obtain
slow-release lipid based formulations for the drugs included in
this study (SI, Table S5). It should be noted that the SHAP
analysis provides insights for the compiled and cleaned dataset
fitted to a XGB model, it remains to be seen if these insights can
be generalised to all liposomes and different models. Addi-
tionally, a feature identified as being important for a prediction
does not always equal a causal relationship.

Assessing classifier performance on unseen data: towards the
prediction of drug release from liposomes

Perfect training performance (Fig. 4 and SI Table S6) indicates
that the model has overfit by learning all the minute patterns in
the training data, which suggests it may perform poorly on new,
unseen data (generalisation).”” In this case, the overfitting is
likely due to the limited dataset size due to extensive data
cleaning from 271 to 77 observations due to data heterogeneity.

To examine how well the XGB classifier model with default
hyperparameters would perform on unseen data, stratified five-
fold cross validation was used to assess the ability of the model
to generalise and gauge the range of prediction error. To achieve
this, the data was split 80:20 into training and testing sets
respectively. Each of the 5-folds were stratified such that the
class distribution in each set was as similar as possible.

Prior to this, it was necessary to determine which combina-
tion and number of input features led to the maximum cross
validated balanced accuracy test score with lowest variance. To
do so, backward feature elimination was used. This showed that
a selection of 7 features was optimal for maximising balanced
accuracy whilst minimising variance (Fig. 6a). Addition of
features relating to the testing apparatus used and structure
type decreased the mean balanced accuracy score, which aligns
with the SHAP analysis (Fig. 5). Variations in trends of number
of features versus accuracy such as those observed here have
been reported previously for backward feature elimination.’**°

The release_method and structure_type features were identi-
fied as least influential, aligning with the SHAP analysis. These
two parameters were subsequently excluded, resulting in 7
features that were used as inputs to screen the performance of
the 7 classifiers. The screening showed that the XGB classifier
model had the highest balanced accuracy score with the lowest
variance (0.70 £ 0.03) (Fig. 6¢, ESI Tables S7 and S8). To assess
whether the XGB model significantly outperformed the other
classifiers, across all metrics, a pairwise Wilcoxon Signed-Rank
test was applied to the individual fold results per classifier (SI

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Tables S9 and S$10). The analysis revealed no statistically
significant differences in evaluation metrics between models,
suggesting no single classifier consistently outperformed the
others. Although there is no statistical difference in model
performance, we suggest to use XGB for this dataset because of
the XGB classifier shows the lowest variance, suggesting that it
might result in a more reliable and stable performance.

The cross validated training and testing scores for the XGB
model demonstrated a large difference, indicative of overfitting,
which could be prevented by regularisation via tuning model
hyperparameters. Nonetheless, the XGB model had the highest
cross validated balanced accuracy score of 0.70 + 0.03 (n = 5)
with the lowest variance, reflecting 10-11 correct predictions
out of 15 unseen examples. The classifier score obtained is
reasonable considering that, as the number of classes to predict
increases, it becomes harder to achieve higher accuracy
scores.*!

To assess whether the accuracy score on unseen data
improved beyond random predictions of slow, medium or fast
release kinetics, the classification labels were permuted 1000
times to remove dependencies between features and targets.
The resulting permutation scores, representing the null distri-
bution, showed an average balanced accuracy of approximately
0.33, as expected for a three-class classification task. The XGB
model mean cross validated scores on the original data, indi-
cated by the black dotted line in Fig. 6b, demonstrated signifi-
cant improvement over the permuted data (p-value = 0.001).
This suggests that the observed balanced accuracy is unlikely
a result of chance, confirming dependencies between features
and target outputs.*?

These results establish the model's ability to outperform
random guessing and sets a benchmark for classifying lipo-
some release kinetics, which can make liposome IVR test design
more rational. With the recently proposed DELIVER frame-
work* which aims to reduce nanomedicine development
timelines and clinical trial failures, this computational work-
flow could integrate IVR and formulation data generated during
lead discovery and optimisation. The DELIVER framework has
identified experimental testing conditions that lead to uncon-
trolled drug release as a key risk blocking nanomedicine
development timelines. The present approach may have the
potential to de-risk preclinical evaluation by providing greater
understanding of the drug release data generated in a post-hoc
analysis, to help identify formulation(s) and/or experimental
testing conditions that may lead to uncontrolled drug release.
In the future, it would be of benefit to have real-time risk
quantification of conditions leading to uncontrolled release.

Conclusion

The use of ML models to explore complex multivariate
processes such as drug release from liposomes can help identify
key parameters driving the distinct types of release behaviour.
This enables a ranking of experimental and/or formulation
parameters on the prediction of drug release kinetics and thus
could provide better means to modulate drug release profiles. In
this work, a computational workflow is developed to gain
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insight into the relationship between drug type, experimental
IVR testing conditions, formulation, and lipid properties to
drug release profiles.

By using SHAP analysis on a dataset of liposome drug
release, the user choice of IVR testing conditions has greater
influence on predicting release kinetics than drug type, lipid
composition, and formulation characteristics. Furthermore, by
using widely available input parameters, an XGB classifier
model is identified as a stable model to predict the class of drug
release profile (slow, medium or fast). Compared to a random
baseline classifier, there is a significant improvement in
balanced accuracy score from 0.33 to 0.70 + 0.03, indicating
that the model has learnt a real relationship between feature
inputs and target outputs. This establishes a baseline perfor-
mance for the classification of release kinetics from
nanomedicines.

An ML tool such as the one presented here could be applied
for digital screening of experimental conditions and/or formu-
lation properties to reduce material expenditure. With addi-
tional data and a larger dataset size, it is anticipated that the
classifier accuracy would increase. Experimentalists could
expand the dataset and this also highlights the benefit of
adopting FAIR principles of scientific data management for
published articles to the community.** Using existing, acces-
sible data, this work maps the workflow for handling IVR and
formulation data and provides an approach to de-risk experi-
ments in often time critical pharmaceutical development
activities. Overall, this research takes a step towards the accel-
erated development of non-oral dosage form IVR tests. This
workflow could be adapted to other drug delivery modalities
and demonstrates the potential benefit of adopting ML in
pharmaceutical development to reduce experimental burden
and streamline the transition of nanomedicine products into
clinic.
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