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The widespread adoption of machine learning surrogate models has significantly improved the scale and
complexity of systems and processes that can be explored accurately and efficiently using atomistic
modeling. However, the inherently data-driven nature of machine learning models introduces
uncertainties that must be quantified, understood, and effectively managed to ensure reliable predictions

and conclusions. Building upon these premises, in this perspective, we first overview state-of-the-art
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1 Introduction

Tycho Brahe, 16th century Danish astronomer, is credited for
the “great care he took in correcting his observations for
instrumental  errors”,' introducing the concept of
measurement-theory inconsistency in astronomy, thus turning
it into an empirical science. Since then, the ability to assess
instrument and model errors as well as quantify the uncertainty
and confidence intervals when making predictions has become
a pillar of the scientific method and, in fact, discriminates
between what is scientific and what is not.

In many cases, chemists and materials scientists draw
conclusions based on incomplete or uncertain information, as
it is often the case when dealing with expensive, time-
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so, we synthesize insights from the existing literature and highlight areas of ongoing debate.

consuming, oftentimes noisy measurements. Uncertainty
quantification (UQ) provides a framework for systematically
incorporating uncertainty in this scientific process, thereby
enhancing the reliability, robustness, and applicability of
experimental and theoretical results. In the context of materials
science, chemistry, and condensed matter physics, researchers
optimize materials and properties while accounting for uncer-
tainties, variations, and errors in their measurements and
theories (e.g., via replication and sensitivity analysis). This
improves the reliability and validity in the models of physical
phenomena and design of novel materials and processes.

Nowadays, machine learning and artificial intelligence
methods are emerging as a key tools for accelerating the design,
engineering, characterization, and understanding of materials,
molecules, and reactions at interfaces. In the context of atom-
istic modeling, machine learning facilitates the development of
predictive models and interatomic potentials that can simulate
materials behavior with high accuracy and reduced computa-
tional cost compared to traditional methods. Incorporating UQ
into these machine learning models is crucial for assessing the
reliability of predictions and understanding the limitations of
the models. By quantifying uncertainties, researchers can
identify areas where the model's predictions are less certain,
guide the selection of new data points for training (active
learning), understand how to train robust models, and make
informed decisions about the deployment of these models in
practical applications.

In this perspective, we examine how the integration of
machine learning and UQ enhances the predictive capabilities
of atomistic simulations and ensures that inherent uncer-
tainties are systematically accounted for, leading to more robust
and reliable materials design and discovery. In this context, we

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Frequency (count) of articles per year corresponding to the
search query reported in the figure legend: all fields of research,
querying atomistic & model(l)ing & uncertainty. All fields of research
refers to articles titles, abstracts, keywords, and references. Data
retrieved from Scopus accessed on 06 Mar 2025.

acknowledge the recent contributions to the topic by Dai et al.*
and Kulichenko et al.® By the same token, we remark that, while
we aim for a complete discussion, we intentionally focus on
a relatively restricted number of representative works in the
literature. A search for the term “Atomistic Modeling (or
Modelling)” and “Uncertainty” shows that these appear with an
increasing frequency, amounting to more than 5000 literature
items (Fig. 1), highlighting the significance of the topic under
scrutiny.

The focus of our work is then on analysing recent trends in
uncertainty estimation methods—such as Bayesian frameworks
and ensemble approaches—and their practical application to
assess prediction reliability, and guide efficient data acquisi-
tion. When possible, we synthesize and unify insights from the
literature. Examples include interpretation of uncertainty and
extrapolation measures as Mahalanobis distances and discus-
sion on geometrical and statistical approaches to define in- and
out-of-distribution predictions. When consensus is lagging, we
highlight key gaps and open research questions. These concern
benchmarking of uncertainty quantification methods and
models transferability; uncertainty propagation for dynamical
observables; uncertainty quantification in data-efficient
methods including foundation and multi-fidelity approaches.
In conclusion, we aim to provide a unified framework and
highlight the open questions toward robust, efficient, and
interpretable machine learning approaches for atomistic
modeling.

2 Uncertainty estimates

For an uncertainty quantification method to be effective,
a number of properties are desirable. In particular, the UQ
methods shall be:?

(1) Accurate, by realistically modeling the true uncertainty
associated with the machine learning (ML) prediction, and
aiming to minimize bias and systematic errors;

© 2025 The Author(s). Published by the Royal Society of Chemistry
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(2) Precise enough to provide a sufficiently narrow range of
possible values;

(3) Robust, against variations in the data or model
assumptions, providing reliable results also when tested out-
of-domain;

(4) Traceable and comprehensive, by capturing and identi-
fying all the possible sources of uncertainty, which include the
choice of hyperparameters and training set data points, or the
stochastic optimization of non-deterministic models.

(5) Computationally efficient, requiring only a negligible
overhead, possibly also in training, in obtaining the uncertainty
values of interest from the ML model.

In what follows, we adopt operative definitions of uncer-
tainty based on the variance (second moment) of the distribu-
tion of predictions (either theoretical or constructed via
ensembles) to quantify the spread of uncertain outcomes. This
definition indeed displays the properties listed above. The
analysis of first and second moments only may not be fully
descriptive for non-Gaussian (e.g., skew, heavy-tailed or multi-
modal) distributions. Nonetheless, it provides an interpretable
and computationally lightweight measure of variability.
Furthermore, it aligns well with Gaussian or near-Gaussian
models, such as those that are built from the Laplace approxi-
mation (see Sec. 2.1.3). Finally, it supports simple calibration
strategies that leverage the comparison of the uncertainty esti-
mate with the second moment of the empirical distribution
followed by the residuals y; — y; between the reference value for
input i and its ML prediction.

Finally, towards a clear and unified discussion, we spell out
the notation we will adopt for our successive considerations:

x (or x; when labeling is needed) generic input/sample

X matrix collecting inputs in the training set as rows

f; array of features corresponding to x;

F matrix collecting training-set features as rows

w parameters of the model (a.k.a. weights)

¥: = y(x;) machine-learning prediction for input x;

y; reference value corresponding to input x;

9 training dataset of input-label pairs (x;, y;), with i = 1, ...,
Nirain

o7 variance on prediction y;

« Calibration constant (see Sec. 2.4)

& training-set loss function

¢; term of the loss function corresponding to a single
instance 7 of the training set

d(x) machine-learning prediction, corresponding to input x,
for the uncertainty in mean-variance estimates and mean-
variance ensembles, see Sec. 2.3.

2.1 Formulae for direct (and simple) uncertainty estimates

In the literature there exist several direct formulae to estimate
the ML uncertainty on a given prediction, which make the
details much dependent on the specific ML approach, e.g.,
linear/kernel ridge regression; full or sparse Gaussian process
regression (GPR); neural-network (NN) models. Nonetheless, all
these direct estimates share a common (Bayesian) interpreta-
tion. In fact, for a given new sample *, the general shape of the
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Fig. 2 Mahalanobis distance. The new sample % has equal Euclidean
distance df between the distribution of features in training set A (blue),
characterized by a large covariance, and the distribution of features in
training set B (orange), characterized by a smaller covariance. The
shaded ellipses have axes equal to the eigenvalues of the covariance.
In striking contrast to Euclidean distance, the Mahalanobis distance of
* from the distribution of features in training set B, dY, is more than
three times larger than that from A, ai.

uncertainty associated to the prediction of is in the form of
a Mahalanobis (square) distance:*

a2 = o’f] Gf, (1)

i.e. the (non-Euclidean) norm of properly defined feature vector,
f,, that the model associates to the new sample (see also Fig. 2

for additional insights). For simplicity, we assume the features
Nirain

> fia=0,Ya=1,..,Np.

train ;4

The prefactor «” is independent of x and acts as a tuneable
constant that must calibrated on some validation dataset (and
also provides the correct units for the variance of the predic-
tions). Why calibration is needed and how to calibrate uncer-
tainty are discussed in Sec. 2.4. The shape of the positive-
definite metric tensor G is model-dependent, but possess
some common characteristics:

(1) It can be viewed as an inverse covariance matrix of the
properly defined features of the input data points in 9, i.e. G =
[cov(F)] ", where F € RM="*/ collects as rows the transpose of
the feature vectors {f;};,_,, _~_ of the training points;

(2) 1t is therefore strongly dependent on the distribution of
input points x; in 2 and on how much the new point x is “close”
to such distribution in this metric space;

(3) It is largely independent of the specific target values y;
in 2.1

We report below the specific, model-dependent expression of
the features f and therefore of the metric tensor G.

have been centered, ie. that

+ The only dependence on the specific target quantity and values is through the
value of the regularizer that is included to make the inversion of the covariance
matrix numerically stable.
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2.1.1 Linear regression. In a linear regression f = x, so that
Nr= D, and

FXW) =X W (2)

where w are the weights. In a Bayesian picture, if we assume the
weights to be sampled from a zero-mean Gaussian prior, we have:

G=X"X+dIp)"! (3)

where ¢® acts as a regularizer strength and I, is the identity
matrix of size D equal to the number of components of (any)
input x € R”. Therefore, the uncertainty on a prediction

Vi =Y(x4) is

o = azx;r (XTX + GZID) _IX* (4)

*

2.1.2 Gaussian process regression. In the GPR problem f =
¢(x), i.e. the regression exercise has the form

(%) = [p(x)] " w, (5)

where ¢(x) maps the D-dimensional input x into a Nrdimen-
sional feature space (in general, as a nonlinear function of the
input). The components ¢“(x), with a = 1, ..., Nrare often called
basis functions.

By assuming again that the weights are sampled from a zero-
mean Gaussian prior, we have:

-
G= (<1>T<1>+g21N,) (6)
and the uncertainty on a prediction y, = y(x,) is

7 =g(x.) (BT + gZIN,)_l¢(x*) )

Oftentimes the reported GPR uncertainty formula is:
7 = k(xe, %) — K(x,, X) T KX, X) + Ly, ] k(x,,X)  (8)

which makes use of the kernel that, for any pair of inputs x; and x;,
is here defined as in Rasmussen and Williams:® k(x;x) =
au[#(x;)] " ¢(x;), where a3, is the variance of the prior distribution of
the weights, which can be identified in &*/¢>. In some references—
such as Tipping,® which forms the basis for Appendix A—the
factor o2 is either omitted or absorbed into the feature definition
via the rescaling ¢ < o¢. In this perspective, we have chosen to
adhere as closely as possible to the conventions and definitions
adopted in the referenced papers, to maintain consistency and
facilitate comparison. To switch from eqn (7) to (8) or vice versa, it
is sufficient to use Woodbury's identity, after assuming all the
needed matrix inversions are possible. In this sense, the role of the
regularizer is crucial: in fact, whenever @ is not full rank, either
® " ® is invertible and ®® " is not (case of “tall” matrix ®, with
Nirain > Nf), or ®® " is invertible and ® " @ is not (case of “broad”
matrix ®, with Ny < Np. For the relation between the
eigenvalues/-vectors of & ' ® and ®® ', see Tipping.®

Mercer's theorem ensures that for any kernel there exist
a possibly infinite (i.e. Ny — ) set of basis functions.
Furthermore, the representation in terms of the functions ¢ is

© 2025 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00102a

Open Access Article. Published on 09 June 2025. Downloaded on 1/11/2026 9:10:03 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Perspective

also very useful when sparse kernel approximations, such as the
Nystrom method detailed in Appendix A, are employed.

2.1.3 Neural networks. Expressions analogous to eqn (1)
have appeared for neural networks several decades ago, in the
work of MacKay in the early ’90s,”° introducing Laplace
approximation within the context of Bayesian approach to
neural networks. The Laplace approximation consists in
approximating the posterior distribution of the weights as
a multivariate Gaussian distribution, centered around the
maximum a posteriori (MAP) optimal weights w,, that are ob-
tained after the NN training:

p(w|2) = N(w,, &’G) 9

where G is the covariance matrix of the weights close to MAP,
and the tuneable parameter o may be interpreted as a noise
level on observation.® The discrepancy principle would indicate
the mean square error of the observations' as an empirical
estimate of «? nonetheless, the latter is often treated as
a tuneable parameter, since additional calibrations are often
required, as reported in, e.g., MacKay”® and Imbalzano et al.**
In the Laplace approximation, the matrix G is given by the
inverse Hessian matrix of loss function % = > 4;(y(x;, W), i),
computed at MAP: i
Nirain 62&_

B — JwowT

&’

° T JwowT (10)

Wo Wo

H, is routinely approximated by its Gauss-Newton form,
which employs only first order derivatives of predictions with

5.7
respect to the weights and evaluated at MAP, ¢i56—& which
can be easily retrieved by backpropagation:
Nipai 2
train a gl
Ho= > ¢~ ¢/ (11)
i1 9y;

Finally, the distribution of the output corresponding to the
input * becomes:*?

p(y*|x*, ) = N(Jj(x*7W0);a2¢IH;l¢*) (12)

from which the variance o2 = o2¢] H,'¢, is obtained in the
form of a Mahalanobis distance, eqn (1). In the context of
atomistic modeling, this approach has been investigated by
Zaverkin and Kistner, and leveraged for active-learning strate-
gies (see also Sec. 3.5).” The same results can be obtained in an
alternative but equivalent mathematical construction probing
how robust a ML model is, to a change in the prediction of an
input %, based on a constrained minimization of the loss.****
(see Sec. 3.4 for more details).

Two remarks should be made: first, as it is reasonable to
expect, the quality of this approximation depends on how
much the posterior distribution of the NN model is close to
a multivariate Gaussian; second, the large number of weights,
and thus of components in ¢;, in current deep NN typical
architectures makes the storage of H, unfeasible, even in the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Gauss-Newton approximation, due to memory requirements
quadratic in the size of the ¢ arrays. The context of NN
Gaussian processes,*® and in particular of the Neural Tangent
Kernel formalism,"”** provides the ideal theoretical frame-
work to justify the first point and to find a viable strategy to
overcome the second one. In Bigi et al.,*® the use of a last-layer
(LL) approximation,'>** was extensively justified, whereby
only the derivatives of the predictions with respect to the LL
weights w”, i.e. the LL latent features

oy |

awlL (13)

fi=

are considered in building H, and in evaluating the variance
of the prediction for a new input *. For a mean square loss
function, the latter becomes:J

o2 =] (FTF+J0y,) 'f, (14)

where a regularizer has been added for numerical stability and
where N, is the number of components of LL latent features, i.e.
the number of nodes of the last hidden layer of the NN. A few
further remarks:

(1) The presented derivation is based on the assumption that
no additional nonlinear activation is applied to the product of
the LL latent features and LL weights, i.e. thaty = f' w". Things
get more complicated whenever a nonlinear application func-
tion ¢ is instead applied, j = ¢(f' w"), even though the correct
distribution of the prediction can in principle still be sampled
(e.g., by Monte Carlo integration).

(2) The LL latent features f; do not explicitly depend on the LL
weights w”, which are the weights reported to change more
during training." As such, the LL latent features, as well as the
covariance matrix F'F, are expected to be rather constant
during training.'* Furthermore, the different elements of the
array of LL latent features are identically distributed at initial-
ization, and centered around zero, for any given sample,
because the weights (and in particular w*™') are taken as
independent, identically distributed and centered around zero.
This implies that the additional enforcement of feature
centering should not change the result of the uncertainty
estimate.

(3) Numerical experiments indicate that, analog to linear
regressions, while the calibration of o is crucial, the regularizer
scarcely affects 0,2 even when the regularizer strength ¢ is
varied over several orders of magnitude, unless data are scarce
or highly collinear. The role of the regularizer is further dis-
cussed in Appendix E of ref. 15.

Wenger et al. report on limitations of the NTK perspective. In
particular, to leverage the advantages of the NTK formulation,
one would need “architectures that are orders of magnitude
wider than they are deep” (verbatim from ref. Wenger et al.).**
This is in fact the case for several current architectures of ML

I To avoid notation overburden, we used the same symbol «* in both eqn (12) and
(14) for the calibration parameters, although there is no reason for them to be
equal.

Digital Discovery, 2025, 4, 2654-2675 | 2657
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models in atomistic learning.§ Note, the NTK theory is valid for
any Ny,in in the infinite-width limit, but, for finite-width
networks, the width must grow sufficiently fast (polynomially)
with the number of samples to maintain the NTK approxima-
tion valid.

Beyond last-layer approximations, it has been shown in the
context of atomistic machine learning that full-gradient repre-
sentations, combined with random projections to reduce
memory cost, can offer improved performance.”* For a broader
perspective on gradient features and their connection to the
Neural Tangent Kernel, we refer the interested reader also to
Holzmiiller et al.>

2.1.4 Bayesian methods beyond the laplace approximation.
As already discussed, Bayesian UQ scope is to find the proba-
bility distribution of the output (a.k.a. Posterior predictive
distribution) by means of Bayes' rule

P, @) = jdwp<y*|xhw>p<w|@> (15)

from which one can quantify the uncertainty as the second
moment of the distribution. When Laplace approximation is
invoked, one can obtain simple expressions like eqn (12).
Whenever this is not possible, an explicit sampling of the
posterior

o) zexp | -12)]
g
Nirain
a(w) = -n]] pOilxi,w) —Inp(w)
i=1 SN~
—

prior

(16)

likelihood, p(@|w)

is needed. Here, J represents the posterior “temperature”,
introduced as an additional hyperparameter. The true Bayesian
posterior is obtained when J = 1;” when 4 <1 such a “cold”
posterior is a sharper distribution.”® The sampling is usually
performed via Markov chain Monte Carlo (MCMC) methods. In
order to generate proposals for the Monte Carlo acceptance
step, state-of-the-art techniques often leverage Hamiltonian-like
dynamics, whereby the parameters w are evolved according to
the “forces”—V,, % (w).*”” While standard Hamiltonian MCMC
methods may be computationally intractable for current NN
architectures featuring a huge number of parameters,
stochastic-gradient MCMC algorithms have been recently
devised and applied to NN ML interatomic potentials,***° which
involve data mini-batching and give results comparable to
(deep) ensemble methods (see Sec. 2.2). Finally, last-layer vari-
ants of variational Bayesian approaches,* providing
a sampling-free, single-pass model that enhances UQ, have not
yet been explored in atomistic machine learning but could offer
a promising direction.

§ For instance, the default fitting NN architecture of DeePMD is made by 3 layers
of 240 neurons each.? Even in the earliest Behler-Parrinello architectures the
number of nodes (40) was much larger than the number of layers (2).>*
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2.2 Ensembles of models

Another class of approaches to quantify the ML uncertainty
exists, which is based on the generation of an ensemble of
several equivalent models y"(x), to compute the empirical
mean

70 = 37 25" ) (17)
and variance
Px) = 31> ) - 3] (18)

for the prediction corresponding to any given input of
features x.

The ensemble members y™)(x) are routinely obtained in
different ways:

(1) By subsampling the entire dataset and then training one
model for each of the subsampled datasets @™. The size of
@™ depends on the subsampling technique, but usually

amounts to

X Nirain-

(2) For models that are not trained via a deterministic
approach, stochasticity in the model architecture and training
details (e.g., varying the random seed, Monte Carlo dropout®)
can be exploited to obtain the ensemble.

2.3 Mean-variance estimation models and mean-variance
ensembles

The goal of mean variance (MV) estimation models is to predict
the uncertainty °(x) affecting a given prediction y(x) together
with the prediction itself. Different from ensembles, here the
model is trained to directly predict the best value and its vari-
ance, rather than building an ensemble to deduce them; see
also the region enclosed by the dashed line in Fig. 3(a). MV
estimation models are usually trained by using a negative log-
likelihood loss function,** that, for a single instance x;, reads

4 = —n p(yi|x;, w)

1 (J’i—f’(xi))z ~
B T

(19)

Busk et al.®* interpret °(x), predicted by MV model as an
additional model output, as an aleatoric uncertainty that may
stem from random noise, data inconsistencies, or the model's
inability to fit precisely, and, as such, cannot typically be
reduced by collecting more data. Incidentally, it should be
remarked that, in the case of a dataset that assumes noiseless
observations, all the deviations of the model's prediction from
the observations must be considered as model's bias,** since
considering the observations to be the ground truth implies
that a perfect model should really pass through those points.

Ensembles models and MV estimation models can be
combined to give rise to mean-variance ensembles, introduced
by Lakshminarayanan et al.** with the name of deep ensemb]es;
see Fig. 3(a). In this approach, a committee of MV estimation

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 (a) Mean variance ensemble model. (b) Shallow ensemble.

models is created, where each member of the committee
outputs a prediction and variance pair, (5"™(x),5*(x)), and
then the uncertainty is estimated by summing the variance of
the predictions, as in eqn (18), with the average of the variances
of the committee:

m) X)] 2

Ma

‘thm(x) = m

1

3
I

(20)

1 M
_Z 2m)

m=1

<

which assumes that the two addenda are uncorrelated. Busk
et al.*® and Carrete et al.*® interpret the first addendum as the
epistemic uncertainty and the second addendum as aleatoric
uncertainty.

2.3.1 Shallow While the
ensemble approach is known to provide robust uncertainty
estimates and is commonly considered the current state-of-the-
art, it often suffers from the large computational cost incurred
from training and evaluation of multiple models. Given that the
commonly adopted ensemble size is =5-10, it can quickly
become prohibitive for sufficiently large and complex models,
especially neural networks.

In this latter case, akin to LL approximation motivated in
2.1.3, one could construct “shallow ensembles” (Fig. 3(b)), where
only the last-layer of the neural network is varied in obtaining an
ensemble of models, and rest of the weights are shared across
the members. Such an approach effectively mitigates the large
computational cost associated with the training of multiple

ensembles. mean-variance

© 2025 The Author(s). Published by the Royal Society of Chemistry
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neural network models and their inference. Kellner and Ceriotti
present a version of this approach, where a shallow ensemble of
models is trained to using an NLL-like loss obtain the empirical
mean and variance through eqn (17) and (18).>”

2.3.2 Mixtures of experts. An emergent approach across
numerous machine learning domains, towards highly accurate
and efficient models, concerns the adoption of ensemble
learning and mixture of experts (MoE) strategies.”® In the
context of atomistic modeling these have been explored by Zeni
et al.*® for monoelemental systems and Wood et al.*’ for efficient
universal models for atoms. The formulae discussed in the
previous section can be easily extended to mixture-of-experts
models, where the prediction for a sample * is

)= x)i (x)

Here, m(x) is an input-dependent coefficient representing the
contribution of model k of the mixture. The total number of
models is K. The coefficients m; are normalized so that

(21)

K
> mr(x) = 1, Vx. Examples include soft-max assignment based

on distance:**

i)
(X)) = (22)
> es(dk/ )
K=1

where s(di(x)) labels a function of the reciprocal of the distance
di(x) between the point x and the centroid of the model dataset
k. Other smooth space-partitioning functions based on density
have been similarly suggested:**

(k)
_ )
L e

> p*(x)

’

k=1

(23)

where p®(x) is the probability density to find x according to model
k of the mixture (e.g., in the case of Gaussian mixture models p* is
the probability density function of a normal distribution defined
by the k-th cluster's center and covariance). By assuming that
different models of the mixtures are independent among one
another and characterized by the uncertainties

oV = 20T GVE, k=1,.. K (24)
then, standard uncertainty propagation gives:
d
oi—ZLﬂ - sz 2 (23)
k=1 *

2.4 Calibration: quantification and practicalities

2.4.1 Maximum log-likelihood calibration. Musil et al*
and Imbalzano et al'* have shown that the uncertainty ¢>(x)
estimated by the ensemble-based approach of eqn (18) can be
calibrated a posteriori by applying a global (i.e., x-independent)
scaling factor o, such that o2y, (X) < «’0*(X). & is chosen to
maximize the log-likelihood of the predictive distribution over
a validation set of Ny, points, and is given by:
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2:

(26)

It is crucial to remark that eqn (26) is a biased estimator in
the number of models composing the ensemble, M. Whenever
M is small, eqn (26) should be replaced by the bias-corrected
formula

(27)

from which it is also seen that at least M = 4 members are
needed. With proper (straightforward) changes, this approach
can be easily extended to the other UQ techniques outlined in the
previous sections. Notice that tracing back a clear distinction
between epistemic and aleatoric components of the uncertainty,
as outlined in eqn (20), may be problematic after calibration.

2.4.2 Expected vs. observed uncertainty parity plots.
Another common approach to check UQ calibration involves
constructing parity plots, typically on a log-log scale, to
compare the estimated variance with the observed distribution
of (squared) residuals, sometimes binned according to the
model's estimated variance.>'*'®3”*> A proxy to summarize
these reliability plots is the so-called expected normalized
calibration error (ENCE), recently introduced by Levi et al.,*
defined by:

1 3 |RMV(b) — RMSE(b)|

ENCE = £ RMV(b)
1
RMV(b)= wZaz(x,-) (28)
ieb
1 N
RMSE(b) = mZU’i*J’(sz

ieh

where |b| labels the number of data points in bin b.

If the estimated variance o¢*(x;) follows a functional form
such as eqn (1), the free parameter «> must be adjusted, for
example, following the procedure of eqn (26)—to align the ex-
pected variance with the observed MSE. Notably, in log-log
space, varying «” results in a rigid shift of the entire plot. Thus,
even for uncalibrated UQ estimates, a linear correlation
between the expected and observed distributions of (squared)
residuals should still be apparent. If there is a poor linear
correlation, this suggests that the Gaussian-like UQ framework
defined by eqn (1) may be inadequate, as can occur in NN
models with only few neurons per layer, and/or that a local
calibration «*(x) may be necessary.

Along these lines it is worth mentioning the insightful work
by Pernot,** which involves stratifying the evaluation of
a given calibration score, such as eqn (26), based on the pre-
dicted uncertainty: the dataset is split into subsets where the
predicted uncertainty falls within certain ranges (e.g., low,
medium, or high uncertainty predictions); calibration metrics
are then calculated independently for each subset. This allows
for a more detailed analysis of how well the model is calibrated
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across different levels of predicted uncertainty. By performing
different types of stratification/binning of the dataset, Pernot
shows that it is also possible to distinguish between consistency
(the conditional calibration with respect to prediction uncer-
tainty) and adaptivity (the conditional calibration with respect
to input features), and that good consistency and good adap-
tivity are rather distinct and complementary calibration
targets.*

2.4.3 Miscalibration area. In the literature,*® (mis)calibra-
tion is often discussed in terms of the similarity between the
expected and observed cumulative distribution functions
(CDFs) of residuals. A model is considered calibrated when the
miscalibration area between these CDFs is small, indicating
consistency between the predicted and actual uncertainties.
The sign of the miscalibration area can further reveal whether
the model's estimated uncertainties are under-
confident, providing additional diagnostic insight.

Nonetheless, methods based on the miscalibration area can
be challenging to interpret. In fact, they provide an indirect
assessment of UQ quality, since, by comparing CDFs, they
inherently compare higher moments of the distributions. For
example, two distributions may share similar second moments-
quantities typically interpreted as uncertainty—but diverge
significantly in their CDFs due to deviations from Gaussianity,
such as skewness or heavy tails. This conflation of uncertainty
with other aspects of distribution's shape highlights a key
limitation of such approaches.

For this reason, we recommend prioritizing the calibration
strategies discussed in Sec. 2.4.1 and 2.4.2, which more clearly
align with the intended interpretation of uncertainty.

or over-

2.5 Conformal prediction

Most of the UQ strategies described so far employ input-
dependent uncertainties whose evaluation are largely inde-
pendent of the values of the targets in the dataset (see point 3.
in Sec. 2.1). A complementary and rather opposite idea is
based on conformal predictions (CPs), which—for regression
tasks—provide a way to construct confidence intervals for
a continuous target prediction y,, such that the intervals
contain the true value with a predefined probability (e.g,
95%). Notably, CPs offer a distribution-free approach to
uncertainty quantification. The idea of CPs stems from
seminal concepts developed by Ronald Fisher in the 1930s,*
and then applied to the context of ML by Vladimir Vovk and
collaborators in the 1990s (for a pedagogical review, see e.g.
Shafer and Vovk*®). In a nutshell, the CP procedure reads as
follows:

e Train a regression model to give predictions y;

e Use a separate calibration dataset @

e Compute the nonconformity score s;c ¢ (typically the absolute
error, s; = |y; — i)

e Determine the (1 — «)-quantile g, , of the sorted scores.
For instance, if « = 0.05, then 95% of the scores s;c ¢ shall lie
below the value g 5

e For a new input x, construct the prediction interval as

[)7* —q1-a; j}* + C]ka]-
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The prediction interval contains the true y with at least 1 —
a confidence. The key assumption in CP is that the new (test
set's) error distribution is representative of both the training
and calibration sets error distribution. This allows 1 — «,
derived from the calibration data ¢, to apply universally across
all inputs x. As a result, g;_, acts as a global threshold for
constructing prediction intervals, a measure of the model's
“typical error” that encapsulates how large the prediction errors
tend to be (up to the (1 — a)-quantile), independent of any
specific input x. Nonetheless, if the new set of inputs is signif-
icantly out of distribution, meaning it differs substantially from
the training and calibration data, the assumptions underlying
CP may no longer hold, and the prediction intervals obtained
from CP might lose their validity.

In the context of atomistic modeling of materials, CPs have
been recently used, e.g., in Hu et al.** and Zaverkin et al.,> for
the UQ of ML interatomic potentials predictions.

2.6 Are all uncertainty estimates the same?

Standardized benchmarks and evaluation protocols for ML
model accuracies in atomistic modeling have been established
only recently. Shortly after, limitations of these benchmarks
where also identified, and this continues to be an area of
ongoing research. Similarly, a consensus on UQ methods reli-
ability is still lacking, since no unique set benchmarks for
uncertainty estimation has been developed yet.

Tran et al compared the accuracy and uncertainty of
multiple machine learning approaches for predicting the
adsorption energy of small molecules on metals.** The most
effective approach combines a convolutional neural network
(CNN) for feature extraction with a Gaussian process regressor
(GPR) for making predictions. This hybrid model not only
provided accurate adsorption energy estimates but also delivers
reliable uncertainty quantification.

Tan et al>® evaluated ensembling-based uncertainty quantifi-
cation methods against single-model strategies, including mean-
variance estimation, deep evidential regression, and Gaussian
mixture models. Results, using datasets spanning in-domain
interpolation (rMD17) to out-of-domain extrapolation (bulk silica
glass), showed that no single method consistently outperforms the
others. Ensembles excel at generalization and robustness, while
MVE performs well in-domain, and GMM is better suited for out-
of-domain tasks. The authors concluded that, overall, single-
model approaches remain less reliable than ensembles for UQ
in Neural Network interatomic potentials (NNIPs).

Kahle and Zipoli* reported that NN potentials ensembles may
result overconfident, underestimating the uncertainty of the
model. Further, they require to be calibrated for each system and
architecture. This was verified across predictions for energy and
forces in an atomic dimer, an aluminum surface slab, bulk liquid
water, and a benzene molecule in vacuum. Bayesian NN poten-
tials, obtained by sampling the posterior distribution of the
model parameters using Monte Carlo techniques, were proposed
as an alternative solution towards better uncertainty estimates.

Further, the integration of UQ methods with existing
machine learning architecture is often streamlined for one
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specific approach only**** and it is rarely the case that one
single workflow allows for the adoption of a diverse set of ML
UQ methods.

2.7 Size extensivity of uncertainty estimates

Another important consideration in ML for atomistic modeling
is the size extensivity of properties targeted by the ML models,
and how that propagates to the uncertainty estimates. Take ML
interatomic potentials as an example, where the models are
trained to predict total energies of chemical systems as a sum of
atomic contributions. It is unclear how the uncertainties of the
systems grow with their size. One could rationalize two extrema:
one is a perfectly crystalline system with all-equivalent atomic
environments, leading to maximal correlation between local
predictions and hence uncertainties would strictly grow as N,
the number of atoms. The other would be a dilute gas of atoms
or molecules with no correlation, leading to the growth of
uncertainty in quadrature, i.e., scaling with v/N. Real chemical
systems are expected to have components that can be distin-
guished with both scaling behaviors.

Kellner and Ceriotti** have investigated the size extensivity of
uncertainty estimates for bulk water systems using their
shallow ensembling method for a deep NN model. In their
analysis, they decomposed the uncertainties on differently sized
bulk water systems into “bias” and “residual” terms. The bias
term, computed by taking the absolute difference between the
mean predicted and reference energies for a given system size,
was found to scale roughly with N. The remaining residual term,
which would largely capture the random distortions of the water
molecules, was then found to correlated with v/N. Given the
significant contributions from both terms, their experiments
showcase the non-trivial trends in the size extensivity of ML
model uncertainties for real material systems, which exposes
the limitations of approaches where extensivity is ignored or
a naive scaling law is assumed. Size extensivity of uncertainty
estimates presented, in the context of gradient features—has
also been discussed in Zaverkin et al., 2024.%°

2.8 Uncertainty propagation

Besides being an alternative strategy with respect to the direct
application of the formulae of Sec. 2.1, the use of ensembles is
particularly useful in several physical applications that require
the propagation of uncertainty to derived quantities that are
function f of the regressor's output, z(x) = f{y(x)). In fact, only in
few simple cases uncertainty can be propagated analytically
from the UQ formulae presented in Sec. 2.1 in the form of
eqn (1), as it is the case, for instance, whenever the linear
approximation

0.(x,) = (29)

d

el PN
dyl,,
is sufficiently accurate. In the general scenario one can easily
resort to explicit sampling of the models' distribution, and
generate an ensemble of M models from which uncertainty can
be propagated as in:
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(30)

Explicit sampling can also be useful to account for the
correlated nature of the errors made by ML models. Excessively
conservative UQ estimates are made, e.g., when computing
differences of observables-such as the relative energy E(x;) —
E(x,) for nearby configurations x; and x, - if independent errors
are assumed across configurations. In reality, ML models often
produce highly correlated predictions in such scenarios,
meaning that while absolute uncertainties may be significant,
the uncertainty on differences (which are often more physically
relevant) can be much smaller. Sampling AE™ = EM™(x,) —

1 X
E"™(x,) and then estimating the mean value AE= iV Z AE™)
m=1

M
Ml_ 1 Zl [AE™ — AE]* is a viable
=
option offered by explicit sampling, which naturally incorpo-
rates correlations between ML estimates that are function of
multiple configurations.

In ML-driven atomistic simulations, UQ is also needed to
single out the uncertainty ascribable to ML models from the
statistical one due to a poor sampling (i.e. too short trajecto-
ries): in fact it would be pointless to run very long MD simula-
tions if the uncertainty due to ML could not be lowered below
a given threshold.

A more subtle problem arises in the realm of machine
learning interatomic potentials (MLIPs), whenever one aims at
propagating uncertainty to thermostatic observables (e.g., the
radial distribution function, the mean energy of a system, etc.)
where ML uncertainty on the energy of a given structure enters
the Boltzmann weight of thermodynamic averages, or - equiv-
alently under the ergodic hypothesis - affects the sampling of
the phase space via molecular dynamics simulations. In
Imbalzano et al., the availability of model-dependent predic-
tions was leveraged to propagate uncertainty to thermostatic
observables while running a single trajectory with the mean
MLIP of the ensemble, by applying simple reweighing
strategies.'

For instance, consider the case of training a committee of M
ML interatomic potentials to learn the ML potential energy
surface V(r), where r indicates the set of positions of all the
atoms of a system. The potential energy of the i-th model is
labeled by V(r), and the mean potential energy of the
committee by V(r), as in eqn (17). Then, for a given observable
a(r) of the atomic positions, its canonical average, computed by
sampling the configurational space according to the Boltzmann
factor exp[—BV(r)], where 8 = (kzT) ', can be equivalently
expressed in terms of a canonical average using the Boltzmann
factor exp[—@V(r)] associated to the mean potential of the
committee as:

and the uncertainty as
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[ drw (r)a(r)e?7®
[ drw@ (r)e$7 )

(@)yo = (31)
where w) = exp[—8(V(r) — V(r))]. Therefore, by performing
a single experiment to sample the configuration space (e.g., via
Monte Carlo or molecular dynamics) using the mean potential
of the committee, one can post-process the result to obtain the
set (a)yo, i = 1, ..., M, whose standard deviation across the
committee quantifies the uncertainty on the thermodynamic
average (a). Statistically more stable approximations also exist,
based on a cumulant expansion, to overcome sampling effi-
ciency issues stemming from direct application of
eqn (31)'11,37,56

Looking ahead, fundamental questions remain. e.g., from
a physical perspective: what are the key ingredients towards the
definition of a rigorous theory for uncertainty propagation for
time-dependent thermodynamic observables, such as correla-
tion functions? Such a question is relevant for spectra and
transport coefficients, obtained from ML-driven molecular
dynamics simulations,**® since its answer would make it
possible to quantify the uncertainty on these dynamical
observables in an efficient way, bypassing time-consuming,
brute-force approaches that
trajectories.

require running several

2.9 Model misspecification

In the UQ approaches of the previous sections, we have tacitly
assumed that the regression problem is specified, i.e., that,
except for i.d. noise, the ground truth can be in principle
captured by the model form for some value of the weights.
Model misspecification occurs when the assumed form of the
model does not match the true data-generating process. The
implication on UQ is rather important: as the number of
samples Ny.in — , the posterior over parameters p(w|%)
becomes sharply peaked around a point estimate (e.g., MAP or
MLE). This is fine if the model is correctly specified, i.e., the true
data-generating distribution lies within the model class. But if
the model is misspecified, then the parameters may converge to
values that are optimal only within the incorrect model class—
and the posterior uncertainty on weights may shrink, even
though predictive uncertainty should not. Many fundamental
theorems in statistical modeling and Bayesian inference actu-
ally assume that the problem is well-specified, and need to be
modified to account for misspecification.®”

Misspecification is a form of systematic model error, distinct
from overfitting or random noise. In the context of atomistic
simulations, modern ML architectures based on NN have in
general enough capacity to fit any function to training data
without overfitting; nonetheless, misspecification may still arise
due to omitted physics, inadequate data coverage, or improper
model assumptions. While it is universally true that “all models
are wrong”,*® this limitation becomes especially critical in the
context of misspecification, which can lead to unreliable or
misleading UQ. For instance, if the model cannot represent
long-range interactions that are present in the underlying
physics—as in the binding curves of molecular dimers®—all
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members of an ensemble may still agree on an incorrect
prediction, such as vanishing forces beyond the model's short-
range cutoff. This leads to artificially low uncertainty estimates.
Such issues cannot be resolved even with calibration strategies
like eqn (26), since no global calibration can simultaneously
account for both the regions where the model performs well
(short distances) and those where it systematically fails (long
distances). Another case where misspecification occurs
concerns wrong functional forms as, e.g., in ML interatomic
potentials trying to model a sharp repulsive wall with a smooth
function.

3 Uncertainty and robustness

Having reviewed a wide range of UQ methods for ML models, we
now extend our discussion to the “robustness” of the models
and their predictions. By robustness, we refer to the ability of
a model to maintain good accuracy and precision under various
types of perturbations, noise, and adversarial conditions in the
provided input. Approaching the robustness of ML models
requires the knowledge of when and where the ML model fails
or stops being applicable, even in the absence of target values
unlike the case of UQ. Through such an understanding and
quantification of ML model robustness, one can propose effi-
cient methods for rational dataset construction/augmentation
and active learning for ML training.

In the context of atomistic modeling, robustness is impor-
tant for novel materials discovery, where models are often used
to predict the properties of new phases or materials that lie
outside the existing dataset. The concept of robustness can also
be straightforwardly extended to the predictions of “local” (e.g.,
atom-centered) or “component-wise” (e.g., range-separated)
quantities of the chemical systems, which do not correspond
to physically observable targets. This is especially relevant for
ML models constructed to make global predictions on the
system as the sum of local and component-wise predictions on
distinguishable parts and their associated features. This is
indeed a common practice in ML for atomistic modeling.

3.1 A geometrical perspective on in- and out-of distribution

Intuitively, a prediction is likely to be accurate and precise if it
takes place in the region corresponding to the distribution of
training points. Towards the definition of robust prediction, it
is then relevant to explore the definition of in- and out-of
distribution. A first perspective to this end concerns
a geometric framework and a convex hull construction. The
convex hull of a set of training samples 2 = {x;,X,,...,X,} in
the feature space is defined as the smallest convex set that
contains all points in . Mathematically, the convex hull is
expressed as:

Conv(#) = {x

n n
X = E ax;, o;=0, E o =17,
i=1 i=1

where «; are convex coefficients ensuring that any point x inside
the hull is a weighted combination of the training samples x;.
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This construction provides a method to distinguish in-
distribution samples, which lie within Conv(#), from out-of-
distribution samples, which fall outside the convex hull.
Extrapolation, in this context, refers to the model's attempt to
make predictions for such out-of-distribution points by
extending patterns learned from the training data, often
resulting in increased uncertainty and reduced accuracy (Fig. 4
left panels).

The convex hull evaluation faces significant challenges in
high-dimensional spaces. The computational cost of con-
structing and evaluating convex hulls increases with dimen-
sionality, making this approach impractical for large-scale,
high-dimensional machine learning tasks. Even more impor-
tantly, the number of points required to approximate the convex
hull grows exponentially with the dimensionality of the feature
space, a problem commonly referred to as the “curse of
dimensionality.” Consequently, the convex hull becomes
increasingly sparse in high dimensions, causing most points in
the space to be classified as out-of-distribution.” This obser-
vation also holds for the case of atomistic machine learning
models based on local atomic environment representation.”™

Importantly, while the intrinsic dimensionality of high-
dimensional representation may be still low, low-dimensional
projections (e.g., D = 2 or D = 3) for visualization or analysis,
can introduce artifacts that misrepresent the true relationships
in the data, such as incorrectly classifying in-distribution
samples as out-of-distribution due to oversimplified

e

Fig. 4 The four panels illustrate two example distribution of points in
two dimensions. In the left panels, in- and out-of distribution regions
are categorized according to a convex-hull geometric construction
(left). In the right panels in- and out-of distribution are defined
according to a density-based criterion. For the left panels, the green
region is defined as in-distribution, the red region is out-of-distribu-
tion. For the right panels, color from green to red highlights areas
moving from in- to out- out-of distribution. Figure courtesy of Claudio
Zeni.
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boundaries. This is also relevant in machine learning for
atomistic modeling, where the information high-dimensional
representation can be reduced to a small but not too small
amount of principal components.”

3.2 A statistical perspective on in- and out-of distribution

An alternative to the convex hull for defining in- and out-of-
distribution samples is to use a density-based method. Here
one evaluates the likelihood of a sample belonging to the
training distribution by estimating the sampling density in the
feature space (Fig. 4 right panels).

In an adaptive k-nearest-neighbor (k-NN) density estimation
procedure proposed by Zeni et al.,”* each test point x* is
temporarily inserted into the training set so that its k* nearest
neighbors among the training samples can be identified. This
process makes it possible to compute the local density at x* via:
N K —1

p(X) = MV
where M is the total number of training examples, and V* is the
volume corresponding to the k* neighbors. The number k* is
selected in an adaptive manner for each test point to optimize
the precision of the resulting density estimate. Moreover, the
volume V* is determined by the hypersphere of dimension d,
where d represents the intrinsic dimensionality of the training
set as computed using the TwoNN estimator.”>”*

Through this methodology, the resulting metric reflects the
degree to which an unseen atomic environment lies in a well-
sampled portion of the representation space. Importantly, it
also correlates with the errors observed in machine-learned
regression potentials. Furthermore, the same authors report
a strong consistency between this density-based measure,
model-specific error estimator - namely the predictive uncer-
tainty from a committee of models trained on different
subsamples of a larger training set — and model-free estimators
- namely the Hausdorff distance between the prediction point
and the training set. This result is also consistent with reports
contrasting other model-specific and model-free approaches
based on distances (e.g. latent space distances™).

In related work, Schultz et al.” utilized kernel density esti-
mation in feature space to evaluate whether new test data points
fall within the same domain as the training samples. Their
approach illustrates that chemical groups traditionally consid-
ered unrelated exhibit pronounced divergence according to this
similarity metric. Moreover, they show that higher dissimilarity
correlates with inferior predictive performance (manifested as
larger residuals) and less reliable uncertainty estimates. They
additionally propose automated methods to define thresholds
for acceptable dissimilarity, enabling practitioners to distin-
guish between in-domain predictions and those lying outside
the model's scope of applicability.

We similarly consider the work of Zhu et al.”® in the context
of statistical methods to define extrapolation and interpolation
and in- and out-of distribution. Given a specific training set,
a feature vector for each point is derived from the latent space
representation of a NequIP”” model. Next, a Gaussian mixture

(32)
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model (GMM) is fitted on this distribution. A negative log-
likelihood can be then obtained by evaluating the fitted GMM
on the feature vector associated to any test point. Higher
negative log-likelihood were observed for points resulting in
higher predictions uncertainty.

To conclude, we note that, while statistical estimates of in-
and out-of distribution are of interest because of their efficiency
and effectiveness, questions remains. The magnitude of these
metrics depends on the chosen representation,” and its precise
correlation with the mean absolute error (MAE) is contingent
upon both the system and the model employed.

3.3 Transferability

Transferability, in the context of machine learning for atomistic
modeling, is often defined as the ability of a ML model to
maintain its accuracy when applied to structures sampled
under conditions different from those in the training dataset.
However, the definition of these “different conditions” has
remained somewhat weak, and can be summarized as follows
(also illustrated in Fig. 5):

e Phase Transferability refers to the ability of an ML inter-
atomic potential trained on certain phases of a material to
accurately predict properties of other ones (e.g. different poly-
morphs or phases), assuming both are sampled at similar
temperatures.”®*°

e Temperature transferability concerns the accuracy of the
ML potential when, e.g., trained on structure sampled at high
temperatures and tested on structures at lower temperatures, or
viceversa.”*#3

e Compositional transferability refers to the ability of a ML
model when providing predictions for systems with unseen
compositions with accuracy comparable to known stoichiome-
tries. This can refer both to predictions for unseen stoichiom-
etries, or for unseen elements (alchemical learning).?**

The standard according to which a model is deemed trans-
ferable across different conditions remains rather flexible too.

Phase transferability

. %%°% 4 00 o
0.0.0 @ P
%% 99%°°
Phase B Phase y
e Temperature transferability
» @
000 9 a¢ ¢
T 1 %88 e
o0 ®°° %0 c 9
® 00 Phase a Q@ o O O
00O T=300K
T=500K
Compositional transferability
090 ooy
- 00 o090
09 CICYE)
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Fig. 5 Illustration of possible transferability tests. A model is trained on

initial database (left) consisting of structures in phase a sampled at T =
300 K. Its transferability may be tested for the case of different phases
(8 and v in the illustration), temperatures (e.g., T = 500 K), or
compositions  (i.e.  different  stoichiometries or elemental
compositions).
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Criteria used to relate transferability and model accuracy so far
have included:

e The error incurred by the model in the test domain is
comparable with the one observed for the training domain.

e The error in the test domain is sizably larger from the one
in the training domain, but remains acceptable for practical
purposes (e.g., energy errors below 10 meV per atom, force
errors below 100 meV A™Y).

e Simulations remain stable over long timescales, showing
no significant energy drift or sampling of unphysical
configurations.

The lack of a rigorous and standardized definition of trans-
ferability challenges our attempt to unify conclusions drawn
from studies concerned in assessing ML model transferability
in the context of atomistic modeling. Heuristic observations on
transferability report that:

e Phase transferability: There is often a trade-off between
accuracy and generality when applying ML potentials across
different phases. This trade-off is generally acceptable for many
practical applications.?***!

e Temperature transferability: Models trained on high-
temperature data tend to generalize well to lower-temperature
conditions.”*

e Compositional transferability: Interpolation within the
compositional space is generally feasible, but extrapolation to
entirely new stoichiometries or elements (e.g., alchemical
learning) poses significant challenges, unless tailored schemes
are adopted.®**

The relationship between a model's complexity and its
transferability has also been a subject of discussion. In prin-
ciple, more flexible models are more susceptible to overfitting,
which can reduce transferability. Empirically, this tendency has
been observed in ML methods based on feed-forward neural
networks.”® Importantly, modern high-order graph convolu-
tions and/or physics-inspired (e.g;, symmetry conserving)
architectures have not exhibited this limitation, suggesting that
increased complexity does not necessarily compromise trans-
ferability, at least within the data- and parameter-sizes consid-
ered in those applications.®”

3.4 Quantifying robustness

To meaningfully interpret the robustness of a prediction in
itself, study its dependence on the datatset composition, and
compare the robustness of a prediction on one input with
another, the necessity to perform such an assessment in
a quantitative manner arises.

To address this problem, recently, Chong and coworkers
have introduced the concept of “prediction rigidities”
(PRs),"*>*® which are metrics that quantify the robustness of
ML model predictions. Derivation fo the PRs begin from
considering the response of ML models to perturbations in
their predictions, via their loss, by adopting the Lagrangian
formalism. A modified loss function can be defined as shown
below:

© 2025 The Author(s). Published by the Royal Society of Chemistry
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P(w) = Z(W) + 2 [e* —(¢2) T (w— wo)] (33)
where ¢§’E?—‘; , and ¢, is the perturbation of the model

prediction for the input of interest denoted by *. It is then
possible to perform constrained minimization of this new
loss, leading to the following expression that solely depends
on &y:

. 192
PLolex) = Zo + 3 682" &2 (34)
* =0

Here, the “curvature” at which the model responds to the

o o &’ ,
perturbation in the prediction is given by 0—20’ which can be
Ex

further derived as follows:

= 1 35)

(#2) " (Ho) 95

%,
de, 2

ex=0

One can recognize the crucial connection between the H,
appearing in this expression and the H, defined in eqn (9), as
well as the original eqn (1) defined for the Mahalanobis
distance. Note that H, is often approximated as the sum of the
outer products of structural features over the training set, which
would be the sum or mean of atomic features of the given
structure. This is an indirect approach to consider the “group-
ings” of local environments that are present as structures in the
training set.

A few important remarks should be made here:

e Absence of any calibration parameters in the PRs hint that
these are purely dataset and representation-dependent param-
eters, and hence distinct from being a UQ metric;

e Dependence on the dataset and model training details is
determined by H,, which can adopt a Gauss-Newton approxi-
mation scheme and be computed in a similar manner as eqn
(11), and remains constant for a given model;

e There is freedom in how x is defined—it is possible to
compute the PRs for any data point as long as it is definable
within the input parameter space, furthermore, one can also
target specific local predictions or component-wise predictions
of the model, resulting in local PR (LPR) or component-wise
(CPR) that quantitatively assess the robustness of interme-
diate model predictions that do not have corresponding phys-
ical observables.

The robustness metrics introduced thus far are solely
dependent on the dataset distribution (i.e. structural diversity of
material systems and their local environments) and remain
detached from the distribution of the target metric. One must
be mindful of the repercussions, which is that complexity of the
target quantity landscape is ignored: if the target landscape is
smooth, learning may require fewer data points to achieve the
target accuracy; if it is rough, more data points would be needed
to resolve the complex landscape and achieve desirable
accuracy.

The quality of data and representation may be similarly
relevant. For example, as discussed by Aldeghi et al.*® and van
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Tilborg et al.,*® “activity cliffs”—instances where structurally
similar pairs of molecules that exhibit large differences in the
targets—negatively affect the model performance. By learning
a representation, e.g., through contrastive learning, that
correctly separates such structures the learning problem is
simplified. Also, a modified Shapley analysis was also proposed
for analysing and interpreting the impact of a datapoint in the
training set on model prediction outcomes.**>

3.5 Dataset improvement and active learning

In atomistic modeling, tasks such as identifying global minima
in complex energy landscapes and estimating statistical
observables from molecular dynamics sampling require effi-
cient exploration of vast and high-dimensional spaces. A
recurring question then emerges: What (additional) data should
one select to gather, to build a “better” model (i.e., capable of
more reliable/robust predictions)? The problem of optimal data
selection is in fact crucial in two main scenarios:

(1) Generation of new targets is relatively expensive and/or
time consuming. In such a case one may like to know in
advance for which new data point inputs x compute the target y
(i.e. assign a label);

(2) There is a vast pool of data and one aims to select a subset
of data points. This is critical for, e.g., the construction of the
representative set of sparse kernel models, although it is
common in modern deep learning training strategies to use all
the data at disposal.

A first example of workflows iteratively improving the accu-
racy of an atomistic model was the “learn on the fly” hybrid
scheme proposed by Csanyi et al.* Here, fitted potentials (based
upon an analytical formulation®® or machine learning®) are
refined using a predictor-corrector algorithm and quantum
calculations to ensure reliable simulations of complex molec-
ular dynamics.

Since the units of the uncertainty naturally allow for the
definition of interpretable thresholds and tolerance criteria,
uncertainty can be naturally adopted as the metric to identify
configurations where model predictions are too uncertain, for
which additional information is necessary to steer the model
towards more robust predictions.

Numerous active learning schemes (Fig. 6 for interatomic
potentials based upon uncertainty thresholds have been
proposed in the last years, encompassing a variety of materials
and chemistry, from heterogeneous catalysis®*** to energy
materials,” from reactions in solutions®”*® to molecular crys-
tals.®® More recently, biasing the sampling towards configura-
tions corresponding to highly uncertain prediction was brought
forward as a strategy to ensure the collection of varied training
set, and the training of a model presenting an uncertainty
always below a specific threshold across a (large) region of
interest in the configurational space.>>'**'%

In the next subsections, we show that several “active
learning” approaches to sequentially select new, optimal data
points can be framed in the context of the maximum gain of
information, as first discussed by MacKay in the context of the
Bayesian interpretation of learning.® We also show that
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Fig. 6 Example of active learning for energy evolution over time for
different iterations. The orange region indicates uncertainty. In Itera-
tion 1 and Iteration 2, uncertainty increases significantly after the red
dashed line leading to termination of the simulation. The last iteration
(lteration n) represents the case where the previous active learning
iteration result in a stable, accurate, and precise simulation.

apparently model-free approaches do effectively identify new
points where uncertainties would be the largest.

3.5.1 Maximizing information gain. Consider a dataset &
Of Niain points with feature matrix F. From the information
theory standpoint, we can define the Shannon entropy

5=~ | awp(w|2)loglp(w|2)] (36)
where p(w|%) is a probability measure of the parameters, the
weights w, given the model architecture and dataset %. In the
Bayesian interpretation, p(w|%) is the posterior distribution of
the weights, which assumes the form of a multivariate Gaussian
distribution, eqn (9), whenever the model is linear or a Laplace
approximation around the MAP optimal weights is performed,
leading to

1
S = _EIOg (detH,) + constants. (37)
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Here, as in Sec. 2, H,, is the Hessian matrix of the loss function
at optimum. As previously discussed, the generalized Gauss—
Newton approximation implies:

H,=~F'F (38)

Let us now take a new point of features f, and add it to the
dataset. The new feature matrix Fye,, is obtained by concate-
nating the row vector f to F. The new Hessian becomes

Hopew = FTF +1,£] (39)
and the new Shannon entropy is
1
Spew = —Elog(detHo‘new) -+ constants
(40)

~ — %log(det(FTF +f,f])) + constants

One can use the matrix determinant lemma'®* to express:

det(FTF +£,f]) = [1 1] (FTF)’lf*} det(FTF)  (41)

The total information gain from adding * to the dataset,

Al is
— 1 T T !

AI= — (Spew — S) = Elog 1+f, (F'F) f, (42)
which is maximized when the (scaled) variance f, (FTF) 'f, is
largest: therefore, to obtain maximal information gain (MIG),
a next point should be chosen where the uncertainty, eqn (1),
is currently largest. The MIG criterion has been recently used
by Kastner's group for active learning in atomistic simula-
tions, see Zaverkin et al., which also focus on active selection
of batches of new data points,> rather than the incremental,
one-at-a-time approach. The interested reader is also referred
to the seminal works on multiple point selections by Fedorov
et al.*® and Luttrell et al.,'*® where analytic expressions for the
expected information gain from a set of measurements are
discussed, and batch selection strategies are explored in
detail, showing how optimal placements shift with the
number of samples, signal-to-noise ratio, and prior
constraints.

The MIG criterion also motivates, from an information
theory perspective, the addition of structures characterized by
environments with lowest local prediction rigidity as active
learning criterion, as in Chong et al.*®* We remark that:

e The MIG criterion is independent of the specific target,
which need not be computed in advance to perform the active
data selection.

e If we consider the initial dataset 2 as fixed, then maxi-
mizing the information gain implies looking for x to satisfy:

max det(F ., Frew)

new

(43)

which is called D-optimality criterion in optimal design theory.
F! Foew is sometimes called, in this context, the Fisher infor-

new

mation matrix of the new dataset. We review the use of D-
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optimality for active learning in atomistic simulations in Sec.
3.5.2.

e In this approach, the noise on data is taken the same for all
the data (in fact, a single calibration constant o was used in
Sec. 2). Generalization to the case of sample-dependent noise is
nonetheless straightforward.

While the selection of a single datum based on maximum
expected information gain is a well-established approach in
active learning, practical applications often require evaluating
how much information a single new datum contributes with
respect to a set of target points (e.g., a test set or region of
interest). MacKay—see Section 4.1 of ref. 9—can be credited for
generalizing data-point selection by considering information
gain across a set of input points, representing a region of
interest. However, a naive use of the joint information gain of
the interpolated values can lead to suboptimal results, as it may
favor inducing correlations among outputs rather than mini-
mizing their individual uncertainties. A more appropriate
strategy that MacKay suggests is to maximize the mean
marginal information gain (MMIG) across these points (which
we label by « = 1, ..., V), independently, ie., in formulae-for
noiseless observations:

TR ’
[f; (FTF)"fL,] [fj (FTF)" f*}

1 V
MMIG= — - log |1 —
G 2;[)"0%

(44)

where p, is the probability that we are asked to predict y,, and
acts as a tunable weight. This approach provides a principled
basis for an acquisition strategy with the overall goal of
improving model performance across the domain of interest.
Alternative, yet similar, results are obtained via Q-optimality,'*
which is an optimal design criterion that aims to minimize the
mean squared error of predicted outputs at specific points of
interest. In Bayesian or active learning contexts, it is formulated
as selecting data points that reduce the average predictive
variance for a set of points (or a region), ie. that minimizes

S pulf] (BT Fuew) 'f,] when one (or more) data points are
u

actively selected.

3.5.2 D-optimality. Lysogorskiy et al'®” show that the
maximum deviation within an ensemble of models—in our
notation max;[j' — y|, where y is the total potential energy or
a force component of a structure—fully correlates with the so-
called D-optimality criterion, which is then used for active
learning strategy. In the latter, one seeks to find (1) an optimal
(sub)set of data samples and (2) to quantify how much a new
sample * is represented. Specifically, if we collect all the
dataset features in the “tall” Nirain X Nymatrix F, step (1) looks
at a subsampling Ny data points, i.e. selecting Ny out of Nipain
rows to obtain a new, Ny x Ny matrix F, such that

det (FTF) (45)
is maximal. Then, in step (2), a new sample % of features f, is
selected from a pool of new data (e.g. structures generated via
MD trajectory) so that
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fE| = i (FF) ', (46)

is maximal (or larger than a given threshold vy, = 1).

This is the same criterion found the previous section from
the theory of maximal information gain, i.e. the quest for the
sample % with largest variance, eqn (1). Nevertheless, this time,
the adopted metric is G = (F'F)™", obtained with the D-
optimally subsampled dataset. Notice that

det(F'F) = det(F)’

~AN2

= det(Fs)’ = det(FTF) = 2’47+ Ay, (47)
N

. Nirai
where J; are the singular values of F, S runs over all the ( It\r]a'“ >
'f

combinations in which one can select Nf rows out of Nipi, to
build the Ny x Ny matrix Fs. The second line follows from
the Binet-Cauchy formula. A threshold on y must be set to
determine whether a given point is in- or out-of-distribution
during the active learning cycle. The original paper by
Podryabinkin and Shapeev'®® suggests that a threshold of y = 1
corresponds to prediction in in-distribution regime, and y > 1
would correspond to strong out-of-distributions regimes.
D-optimal-based active learning for atomistic simulations
and machine learning interatomic potentials construction
has been implemented and extensively used first and
foremost by the communities developing moment tensor
potentials and atomic cluster expansion potentials.**”*** A
generalization of the D-optimality criterion to the case of
nonlinear dependence of the model upon its parameters has
been proposed by Gubaev et al'*® Just like the maximum-
information-gain criterion, D-optimality proves to be largely
more efficient than both random and CUR- (and FPS-) based
selection.'®”

3.5.3 Empirical of dataset entropy. Another
approach that is used in the atomistic modeling community is
based on the empirical estimate of the entropy of a distribu-
tion of dataset features. In this context, this set is usually taken
as the set of features of atomic environments.'**'® Karabin
and Perez propose the following estimator for the entropy of
a distribution of features in a given configuration A (e.g.,
a given structure in a simulation cell) of N, atomic
environments:

forms

Skp(4) = (48)

Zlog(NAmm}xA xA/|)
where [x,, — x,| is the Euclidean distance between the atomic
descriptors (features) of atoms i and j. This configuration-
dependent entropy Skp is then used for active dataset
construction: the training set is incrementally built by adding
independent local minima of the “effective (free) energy”:

V(A) = Erepulsive(A) -

KSkp(A4) (49)
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where Erepuisive iS @ short-range repulsive term penalizing very
small distances between atoms, and K is an entropy scaling
coefficient which controls the relative importance of the two
contributions. The minima are found via a simple annealing
procedure at a given (fixed) cell volume. Notice that one could
also construct a global Skp by considering all the atomic envi-
ronment features present in the dataset.q

Nonetheless, Skp diverges to —o whenever the features
associated to environments i and j in eqn (48) coincide.
Schwalbe-Koda et al. solve this issue by defining a dataset
entropy of a set of Ne,, environments:

(50)

where k(x;, X;) is some kernel function expressing the similarity
between environments 7 and j. This formulation is also used to
define a “differential entropy”:

6Ssk (Xs) = —log[ik(x,,x*)}

i=1

(51)

which is then used for active learning and as a “model-free
uncertainty estimator” of a new input for a given dataset.'*

We highlight that even when the dataset is built with targets
that are structural properties, rather than local atomic proper-
ties, no “grouping” of local environments into structures is
taken into account in these data-entropy based schemes, as it is
instead done in the construction of the metric tensor in
Mahalanobis distance (see eqn (34)). It is further relevant to
note that any kernel can be written (Mercer's theorem) as

X,,Xj ZAU(/)U Xl Pq X]) = ¢ ( )¢(X]) (52)
where A, = 0 and ¢, are the eigenvalues and eigenfunctions of

the kernel with respect to a measure u:

Jk(x x) ( )dp( ) = 2up,(X) (53)
and the (possibly infinite) components of ¢(x) are
$a(X) = V2404(x), for every possible x. In such a case,
Neny .
Zk(xhx*) = Nenw® ¢(X*) (54)
i=1

where ¢ = Nenw (x;) is the array of mean (latent)

features over the dataset, i.e. the coordinates of the center of the
dataset latent features. If we replace this into eqn (51) we obtain,
since the logarithm is a monotonic function, that the maximum
differential entropy is given when the argument of the loga-
rithm is minimal, Ze.

max(0Ssk (x,)] <> min[#” $(x,)] (55)

q Karabin and Perez'*

over the whole

report that “Extensions to global entropy-maximization

training set (in  contrast to the local
configuration-by-configuration optimization presented here) are in development
and will be reported in an upcoming publication.” Montes de Oca Zapiain
et al."** still adopts the local approach.
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Unfortunately, in contrast to the forms of active learning of
the previous subsections, based on eqn (1), here the complexity
of the dataset is effectively “averaged out” by considering ¢ in
the latent feature space. Notice that if the features in the latent
feature space are centered (see Appendix C for a discussion on
whether latent feature centering is legitimate or not), ¢
vanishes, and one incurs into the additional problem that the
argument of min, vanishes for any x,.

A different perspective on assessing the proximity of two
distribution (e.g., training points features and test point
features) was proposed by Zeni et al.®* Their study considered 2-
body machine learning potentials and the Kullback-Leibler
divergence between distributions of interatomic distances in
the training and test sets to rationalize prediction errors in
machine learning potentials. The Kullback-Leibler divergence
is an asymmetry statistical measure to quantify the information
loss when a probability distribution q(£) associated to a dataset
2 over some sample space E is used to approximate another
probability distribution p(£) associated to a dataset & on the
same sample space:

Dy (#7]|2) = Zp(f)lo

teB

pé)

£48) (56)

A positive correlation between KL divergence and the mean
absolute error of 2-body kernels was observed, highlighting the
importance of including training data that captures interatomic
distances relevant to the test set. The KL divergence was thus
proposed as a measure to assess how well structural features in
the training dataset align with those in the test dataset and
interpret model errors in a case study concerning machine
learning potentials for Ni nanoclusters.®* Extending the
assessment to 3-body machine learning potentials and the KL
divergence of bond-angle distribution functions also resulted in
the observation of positive correlation between the two quan-
tities. We notice an hysteretical behavior exists in this metric,
whereby the net cross-entropy change in first adding a point to
the dataset and then removing it is nonzero (see Appendix B).

3.6 Bayesian optimization

Bayesian optimization is a method designed to find the optimal
value of a function efficiently. It uses a probabilistic model to

lteration 1 Iteration 2

View Article Online
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predict the behavior of the function across the input space,
guiding the search toward regions where the model is either
uncertain or expects to find better results"”**° (Fig. 7).

While similar to active learning in its iterative approach and
reliance on uncertainty to guide decisions, Bayesian optimiza-
tion differs in its goal. Active learning focuses on generally
improving a model's predictions. Bayesian optimization aims to
optimize an objective function directly. Instead of stochastically
sampling or evaluating all possibilities, Bayesian optimization
identifies the next point to sample by balancing two goals:
exploring unknown regions (where the function behavior is
uncertain) and exploiting promising areas (where the function
is predicted to perform well). Once the function is evaluated at
the chosen point, the new information is used to update the
model, and the process repeats until an optimal solution is
found."*

Building upon these premises, Bayesian optimization
acquisition deciding where to evaluate the objective function
next and uncertainty estimates are at the heart of this process:
e.g., improvement” uses uncertainty to identify areas where the
potential for improvement is highest. Probability of Improve-
ment"** factors in uncertainty to assess the likelihood of finding
better outcome. The Upper Confidence Bound'® takes a more
explicit approach, blending the model's predictions with
a weighted measure of uncertainty.

Bayesian optimization has emerged as a powerful tool in
atomistic modeling, offering efficient strategies for navigating
complex energy landscapes and exploring vast configuration
spaces. By leveraging probabilistic models, it enables the opti-
mization of potential energy surfaces for intricate atomistic
systems, guiding the search toward minima or other critical
points with minimal computational cost. Challenges in
Bayesian optimization may arise if it is performed in a too
highly dimensional space or if the property landscape is rough
(that is to say, properties change rapidly with respect to a small
change in the feature space, akin to the discussion presented in
Sec 3.4).

Successful applications of Bayesian optimization (BO) in
atomistic modeling have been showcased for molecular,"***
crystalline and disordered systems,"’ as well as complex
interfaces.”®*** Beyond identifying stable configurations,
Bayesian optimization facilitates the exploration of structures to
achieve specific target properties or locate configurations along
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Fig. 7 Illustrative example of Bayesian optimization to sampling the minimum of a one-dimensional energy landscapes.
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the Pareto front in multi-objective predictions. This capability
makes it highly valuable for material where balancing multiple
competing properties is often required. Applications include
(but are not limited to) metallic glasses mechanical proper-
ties,"*® multi-principal*** or high-entropy alloys'***** and their
catalytic properties,*”** or electrolytes properties for energy

storage applications.**®

4 Uncertainty and emergent
atomistic machine learning approaches

Data-efficient methods offer a compelling pathway to achieve
highly accurate predictions while significantly reducing the
data and resource requirements. Notable emergent approaches
in this area include Universal and Foundation Models, their
fine-tuning, as well as Delta- and Multi-fidelity Learning.

4.1 Foundation models

Universal and foundation models (e.g., ref. 87, 141 and 142) are
designed to capture broad physical relationships by training on
diverse datasets. The accuracy of these models hinges on the
large number of diverse training data; if critical subdomains are
underrepresented, predictions in those regions may falter
nevertheless.***

The benchmark of foundation models so far took place
against established metrics, informing on errors in thermody-
namic stability.** Community benchmarks and validation
practices further too rarely account for uncertainties or their
propagation. An attempt to introduce performance assessment
against an observable (thermal conductivity) drawn from
molecular dynamics has been recently introduced.’® Similarly,
UQ has been introduced in foundation models,"** adopting the
last-layer approximation described in eqn (14), with almost no
additional computational load with respect to inference of raw
prediction. We consider these key steps towards the definition of
probing and informative benchmarks and validation practices.

Fine-tuning and transfer learning build upon the knowledge
encoded in pre-trained models, such as universal and founda-
tion models, adapting them to specific tasks or systems through
targeted retraining with smaller datasets. This approach
enhances data efficiency, and often robustness, as the base
model serves as a strong starting point. Their achievements
span across diverse areas of machine learning, also including
atomistic modeling.'***** Nevertheless, challenges arise when
the pre-trained model's domain significantly differs from the
target domain. Question thus arise in reference to the effect of
different strategies on the reliability and robustness of the
uncertainty estimators.

4.2 Multi-level approaches

Delta-learning™* predicts corrections of a simpler and (rela-
tively) inexpensive model - such as a classical forcefield, a semi-
empirical force-field, or a low quality DFT level) - achieving high
accuracy with minimal training data by concentrating on
residual discrepancies. The quality of the baseline model and
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the representativeness of the training data are nevertheless
critical to delta-learning model accuracy and precision.

Multi-fidelity learning®” integrates information from data-
sets of varying accuracy and cost, effectively linking low-fidelity
data to high-fidelity outputs. By synthesizing information from
multiple sources, this approach enhances robustness while
reducing the dependence on high-cost data. However, incon-
sistencies between fidelities and the challenge of accurately
propagating uncertainties associated from models considering
multiple fidelity levels demand careful consideration.

Open questions remain on how uncertainty estimate is
affected by the use of these data-efficient models. These include
- but are not limited to - a reflection on whether the simulta-
neous learning of multiple level of theory advantageous in
terms of both data efficiency and robustness, also in relation to
their effect on prediction uncertainty.

5 Beyond atomistic modeling

Many of the theories and arguments described in this
perspective have broader relevance that extends beyond atom-
istic simulations. While a detailed discussion of error sources
and uncertainties in the design, synthesis, characterization,
and understanding of materials and processes lies beyond the
scope of this work, we emphasize that estimating and propa-
gating uncertainty is critical across all stages of the materials
development cycle. Uncertainties arise, for instance, in the
reproducibility of synthetic protocols—often influenced by
hidden variables—, in the interpretation of spectroscopy and
microscopy signals, in the construction and use of structure—
property relationships, and in the iterative optimization of
processes to achieve target performance metrics. These
considerations highlight several key domains where uncertainty
quantification deserves focused attention:

e Models trained to predict or guide synthesis strategies may
be significantly affected by noise and bias in experimental
data, making robust uncertainty estimates essential for
actionable predictions.'*

Machine learning tools developed to accelerate materials
characterization must account for ambiguities in signal
assignment and model interpretability.*>*

Surrogate models used to establish structure-property
relationships or optimize structures towards target prop-
erties are often based on regression over high-dimensional
descriptors. These models thus benefit from UQ strategies
already employed in atomistic modeling, such as ensemble
methods or Bayesian approximations.'®

Multiscale modeling frameworks require principled
approaches for propagating uncertainty across scales—
from atomistic to continuum—where even well-calibrated
models at a lower scale may induce unpredictable errors at
a higher one.’*®

6 Conclusions

In this perspective, we have examined the integration of
machine learning and uncertainty quantification (UQ) in

© 2025 The Author(s). Published by the Royal Society of Chemistry
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atomistic modeling, with a focus on methods to estimate
uncertainties. We discussed state-of-the-art approaches,
including Bayesian frameworks and ensemble techniques, and
explored their applications in improving prediction reliability,
guiding data acquisition through active learning and Bayesian
optimization, and assessing the influence of uncertainties on
equilibrium observables estimates. We also explored the
influence of dataset composition and construction strategies
on model accuracy, uncertainty, transferability, and robust-
ness. We finally considered emergent data-efficient
approaches and highlighted emergent questions concerning
prediction uncertainty estimate when leveraging these
methods.

Taken together, our work underscores the role of rigorous
UQ frameworks for guiding data-driven modeling and the value
of thoughtful dataset construction in enhancing the trans-
parency and robustness of ML-based atomistic modeling. As
new techniques—especially those geared toward data-efficient
learning—continue to mature, careful validation and thor-
ough uncertainty assessments become even more critical to
maintain trust in model predictions. We hope this perspective
stimulates further development and integration of UQ protocols
into atomistic modeling efforts.

Finally, we emphasize that the challenges and strategies for
managing uncertainty in atomistic modeling echo a broader
scientific discourse extending beyond this specific domain.
Across materials science, physics, and chemistry, there is
a renewed drive to establish clear standards for assessing
information and uncertainty, from the reproducibility of
synthetic protocols—whether in organic or materials
synthesis—to the quality of data gleaned from real- and inverse-
space characterization methods. The same principles underpin
efforts to gauge the reliability of outputs from generative Al for
materials discovery, large language models, automated image
and spectrum analyses, and multi-modal approaches alike.
Similar to Tycho Brahe's endeavor, these collective efforts will
contribute to robust, transparent, and reproducible scientific
findings.

Appendix
(A) Nystrom approximation

In the Nystrom approximations one considers a regression
problem, eqn (5), with Nrequal to the number of sparse points,
M, and where

[p(x)]" =k(x,X,)"UA, " (57)

In this formula, k(x, X;) is the vector of the kernels between
the input point x and each of the points in the sparse set, that
are collected in the matrix X; € R™*?, while U; € RM™*M is the
matrix of the eigenvectors of the sparse set kernel matrix, K; =
K(X;, X;), that has as entries the kernel between two points of the
sparse set:

Ks = USAAUAT . (58)
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The diagonal matrix A collects the eigenvalues, ordered to
correspond to Ug. The kernel matrix of the training set is then
approximated as (Nystrom formula):

K(X,X) = K(X,X,)[K,] '"K(X,X,)"
= K(X, X,)UA, 2A7PUTK(X, X)) T
= Pp7

(59)

Here, X € RM=*P ig the training set matrix, and K(X,X,) €
RNwin*M jg the kernel matrix between the training set points and
the sparse set points. After centering the & matrix, the variance
on the prediction for input x is readily obtained as eqn (7)

(Fig. 8).

(B) Hysteresis of cross-entropy gain/loss

Consider an initial dataset 2 and a probability density g asso-
ciated to it, then add a data point to obtain the distribution p
associated with the new dataset . The Kullback-Leibler (KL)
divergence is given by:

2) = Y p(EogS)

Dxi (2
e 2 P08 )

(60)

Then, starting from the dataset &, remove a data point to
return to 2. The KL divergence in this case is:

DKL (g

?) = Zq(é)log[% (61)

teE

In general, Dxi,(2||#)# — Dx.(#]||2). This results in a form
of information hysteresis in the cycle 2 —» 2 — 2, if we associate
the KL divergence with the concept of information gain or loss.
Notation was kept loose on purpose: Information hysteresis
would exist irrespective of whether p and g represent (posterior)
probability distribution of the weights,” as in Sec. 3.5.1, or the
probability distribution of dataset features, as in Sec. 3.5.3.

(C) Why (not) center (pseudo)features?

In the discussion above, where the uncertainty of a prediction
was interpreted as a Mahalanobis distance, we assumed that the
distribution of the (pseudo)features was centered at zero. In
linear regression, centering the features ensures that the
intercept has a meaningful interpretation, such as representing
the mean response when all predictors are at their mean values.
In kernel methods, however, the focus shifts to pairwise simi-
larities encoded in the kernel matrix, which implicitly maps the
data into a latent space of pseudofeatures.

Centering the kernel—either directly or by centering the
pseudofeatures as in the Nystrom approximation—adjusts the
distribution of data representation in latent space, thereby
affecting the variance of predictions, which may reflect both the
global mean effect and deviations from this mean. Centering
also isolates variability purely due to deviations, aligning the
variance estimate more closely with the concept used in linear
models, where centering is standard.
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Fig. 8 Effect of application of eqn (1), where f, and F are centered or
not with respect to the center of the dataset's features distribution, for
a toy model with two features. The (unitless) Mahalanobis distance is
obtained by expressing the uncertainty from egn (1) in units of cali-
bration parameter a.

However, pseudofeatures centering has a direct impact on
variance estimates, especially for bias-less models. For instance,
consider a NN model where the output y, = f] w” is forced to
vanish for vanishing features no matter the values assumed by
the last-layer weights: the uncertainty on the prediction, o,(f, =
0), is always zero by construction—see eqn (1). In general, the
variance for predictions near (far from) the origin of the latent
space will be small (large). Nonetheless, this is a characteristic
of the model: one could in fact argue that re-centering may
introduce spurious a posteriori effects that clash with how the
model ultimately represents (or learns) data in latent space. By
centering the input features one effectively removes the global
mean effect, ensuring that the predictions reflect deviations
based solely on the relative relationships between data points.
Yet, it is not evident that performing centering on pseudofea-
tures (that are the way the kernel represents data, or are learned
by the model in NN architectures) should be encouraged.
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