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In “Reaction classification and yield prediction using the differential reaction fingerprint DRFP”, we introduced

a chemical reaction fingerprint based on the symmetric difference ADB of two sets A and B. With DRFP, were

present a reaction as the two sets R and P, where R contains the fragments of one or more reactants and P the

fragments of one or more products. The SMILES strings of the fragments in the symmetric difference of

fragments RDP are then hashed and folded into a binary vector. We evaluated DRFP-trained models on

high through put experiment data where it performed at least as well as DFT-based and learned

fingerprints. In this commit, we present the evaluation of DRFP-trained XGBoost and Random Forest

regressors on a recently released set of electronic laboratory notebook-extracted Buchwald–Hartwig

reactions where it performs better than other methods by a wide margin. This result underlines the status

of DRFP as a strong baseline for reaction representation and yield prediction.
1 Introduction

In reaction classication and yield prediction using the differ-
ential reaction ngerprint DRFP,1 we introduced a chemical
reaction ngerprint based on the symmetric difference ADB of
two sets A and B. With DRFP, we represent a reaction as the two
sets R and P, where R contains the fragments of one or more
reactants and P the fragments of one or more products. The
SMILES strings of the fragments in the symmetric difference of
fragments RDP are then hashed and folded into a binary vector.

We showed that gradient boosting models based on this
conceptually simple reaction ngerprint can perform at least as
well as DFT- and learned ngerprint-based approaches in
reaction yield prediction on high-throughput experiment (HTE)
data of palladium-catalysed Buchwald–Hartwig reactions.2 In
a reaction classication task on the USPTO 1k TPL data set,3 our
method outperformed the baseline set by another ngerprint-
based approach and performed similar to a large language
model Yield-BERT.4 However, since the inception of DRFP,
a more challenging data set of electronic laboratory notebook-
extracted (ELN) Buchwald–Hartwig reactions with experimen-
tally determined yields has been released by Saebi et al.5

Compared to HTE reactions, those in the ELN data set cover
a much broader and diverse reaction space and, due to the
nature of manual experiments, differ in regard to reaction
conditions and operator.5 While the HTE data set encompasses
an exhaustive combinatorial space of 15 aryl and heteroaryl
halides, 4 Buchwald ligands, 3 bases, and 23 isoxazole additives
ersity & Research Wageningen, The
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resulting in 4608 reactions including controls, the ELN data set
consists of 781 samples from a reaction space exceeding 450
000 000 possible combinations of 340 aryl halides, 260 amines,
24 ligands, 15 bases, and 15 solvents.2,5 This difference in the
size of the underlying reaction space makes yield predictions on
the ELN data a signicantly more challenging task than training
and testing models on the HTE data.
2 Results & discussion

Benchmarking DRFP on the data released by Saebi et al.,5 we
show that XGBoost or Random Forest (RF) regressors trained on
DRFP reaction ngerprints perform better than the large
language model-based Yield-BERT, the graph neural network
YieldGNN,5 and our recently released MSR2-RXN, which is, to
the best of our knowledge, the currently best performing model
on the ELN data set.6 The DRFP-trained XGBoost and RF
regressors improve the mean absolute error (MAE) by 20% and
13% compared to Yield-BERT and YieldGNN, respectively.
Compared to our recently published set-based MSR2-RXN
model, the DRFP-trained models improve the MAE by 4.2%.

These results show that, given reaction data sampled from
a large, diverse reaction space, architecturally simple machine
learning methods, paired with a sample distribution-agnostic
computational representation of the reactions, retain more of
their predictive performance compared to deep learning-based
methods, which learn reaction representations from the
samples or pretraining data. While the HTE data set is larger (n
= 4608) than the ELN set (n = 781), this size difference does not
explain the lower performance as Yield-BERT, YieldGNN, and
DRFP have been evaluated on as little as 115 training samples (a
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Yield prediction on ELN-extracted Buchwald–Hartwig reac-
tions. Yield-BERT, YieldGNN, MSR2-RXN, and DRFP-trained XGBoost
and Random Forest (RF) models compared to a random basline where
the ground truth values were shuffled. The best results per metric are
printed in bold, the runners-up are underlined

Method R2 ([) MAE (Y)

Shuffle −0.16 � 0.060 0.25 � 0.011
Yield-BERT −0.01 � 0.110 0.25 � 0.010
YieldGNN 0.05 � 0.007 0.23 � 0.001
MSR2-RXN 0.13 � 0.080 0.21 � 0.012
DRFP (XGBoost) 0.21 � 0.052 0.20 � 0.010
DRFP (RF) 0.24 � 0.036 0.20 � 0.007
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2.5% training and 97.5% test split) during ablation studies on
the HTE data set.1 However, unlike DRFP, Yield-BERT,
YieldGNN, and MSR2-RXN increasingly suffer from the spar-
sity of the ELN data set, which covers only a small subset (jT 3
Sj = 781) of the reaction space (jSj = 450 000 000); a known
challenge for deep learning, and specically deep representa-
tion learning, approaches that learn a lower-dimensional
representation of the reactions from the input or pretraining
data (Table 1).7,8

As Yield-BERT and YieldGNN fail to substantially improve on
a random baseline (shuffled ground truth yield values), the
improvements by the DRFP-trained models are still only of
limited use in a laboratory setting. Nevertheless, we show that
DRFP provides a strong baseline for yield prediction on ELN-
extracted reaction data as well as HTE data, which has not
been reached by recent large language models (Yield-BERT),
graph neural networks (YieldGNN), or set representation-
based methods (MSR2-RXN). Furthermore, beyond setting
a baseline for accuracy in yield prediction in real-world settings,
DRFP also readily integrates with explainable machine learning
methodologies due to the deterministic nature of the nger-
print.9 Finally, the DRFP-based models were again trained and
evaluated on a laptop CPU (11th Gen Intel(R) Core(TM) i7-
1165G7@2.80 GHz), highlighting the computational efficiency
of the method compared to deep learning-based approaches.

A potential limitation of the approach is that both the HTE
and ELN data sets contain small molecule reactions that are
well-suited to the DRFP algorithm, which is based on extracting
molecular substructures. Therefore, DRFP-based models suffer
from the same limitations as substructure ngerprints, such as
ECFP, namely, reduced performance on large or repetitive
molecules, including lipids, carbohydrates, peptides, and
polymers in general.10 However, taking inspiration from more
recent developments in molecular ngerprints, such as MAP4,
which generalizes across diversemolecules, may improve DRFP-
based models when applied to reaction data sets containing
large molecules, as is oen the case with natural products.11
3 Conclusion

As with the previously studied HTE reaction data sets, DRFP-
trained models perform well on ELN-extracted reaction data
© 2025 The Author(s). Published by the Royal Society of Chemistry
compared to other state-of-the-art models. While DRFP
managed to match the performance of Yield-BERT and
YieldGNN on the HTE data, it performs substantially better on
the ELN-extracted data set, showing an improvement of up to
20% in mean absolute error (MAE). We therefore believe that
DRFP-based models provide an excellent baseline for learning
on diverse, real-world reaction data, as they mitigate the nega-
tive effects of under-sampled or biased training data from these
large and complex reaction spaces.

Data availability

The source code, data and processing scripts for this paper,
including the scripts to generate the ngerprints and the
models are available at https://github.com/reymond-group/
drfp. A release associated with the commit has been uploaded
to Zenodo under the record https://zenodo.org/records/
14991185 with https://doi.org/10.5281/zenodo.5268143.
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