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eration of sigma profiles: impact
of quantum chemistry and solvation treatment on
machine learning performance

Fathya Y. M. Salih, †a Dinis O. Abranches, †b Edward J. Maginn a

and Yamil J. Colón *a

The combination of machine learning (ML) models with chemistry-related tasks requires the description of

molecular structures in a machine-readable way. The nature of these so-called molecular descriptors has

a direct and major impact on the performance of ML models and remains an open problem in the field.

Structural descriptors like SMILES strings or molecular graphs lack size-independence and can be

memory intensive. Machine-learned descriptors can be of low dimensionality and constant size but lack

physical significance and human interpretability. Sigma profiles, which are unnormalized histograms of

the surface charge distributions of solvated molecules, combine physical significance with low

dimensionality and size-independence, making them a suitable candidate for a universal molecular

descriptor. However, their widespread adoption in ML applications requires open access to sigma profile

generation, which is currently not available. This work details the development of OpenSPGen – an

open-source tool for generating sigma profiles. Also presented are studies on the effect of different

settings on the efficacy of the generated sigma profiles at predicting thermophysical material properties

when used as inputs to a Gaussian process as a simple surrogate ML model. We find that a higher level

of theory does not translate to more accurate results. We also provide further recommendations for

sigma profile calculation and use in ML models.
Introduction

A sigma prole (SP) is an unnormalized histogram of the
surface screened charges of a molecule that is embedded in an
implicit solvation environment, i.e. a continuum solvent with
a given dielectric constant.1 First introduced by Klamt and
Schüürmann,2 SPs are part of a framework for describing
material properties under solvation in real solvents using
a statistical thermodynamics model called COSMO-RS
(COnductor-like Screening MOdel for Real Solvents).3,4 This
approach proved to be successful enough to warrant the
licensing of further developments under the COSMOtherm
soware trademark.5 It has also been widely used to predict
activity coefficients and related thermodynamic properties (e.g.
excess enthalpy,6 adsorption equilibria,7 and pKa8) in both
industry and academia.6,8–11 Additionally, SPs and sigma
moments (physical quantities derived from SPs) have been used
to predict various thermodynamic properties outside of
COSMO-RS using Quantitative Structure–Property Relationship
Engineering, University of Notre Dame,

@nd.edu

Department of Chemistry, University of

is work.

the Royal Society of Chemistry
(QSPR) models. These applications range from predicting
properties closely related to activity coefficients like
solubility,12–15 to predicting less-directly related thermodynamic
properties like density,16 surface tension17 and binding
constants,18 and even some dynamic properties like viscosity
and ionic conductivity.16,19,20

The earlier approaches mentioned above focused on using
simple parametrized models with either moments of the SP or
region-integrated versions of the SP. The trend over time has
leaned more to using neural networks21–25 or probabilistic
models26–28 as generic non-linear models, with the full SP as the
molecular descriptor input feature. The use of these models has
enabled the prediction of properties closely related to activity
coefficients for complex systems, such as solid solubility in
supercritical CO2,21 surface tension of mixtures of ionic
liquids,22 and Henry's constants for metal organic framework
(MOF) gas adsorption.28 It has also allowed the prediction of
properties distinct from activity coefficients like toxicity23,27 and
odour characteristics.24 These examples, in addition to other
machine learning (ML) applications like organic reaction clas-
sication,29 have demonstrated that SPs are a promising
universal molecular descriptor. Despite this level of success, the
use of SPs as molecular descriptors for ML applications has not
been extended to higher order tasks like molecular generation.
Digital Discovery, 2025, 4, 2711–2723 | 2711
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One key reason is the lack of a exible, easy to use, open-source
tool for mass-generating SPs.

Commercial tools for generating SPs are available, but they
either place strict limits on the number of SPs that can be
published or require licenses for industrial use.30 There are
open-source parsers that can convert the output of COSMO
calculations into SPs, but those are based on COSMO imple-
mentations of either commercial soware (TurboMole,31

Gaussian and DMol3)32 or programs that are not open source
(ORCA31 and GAMESS).32 Efforts have been made on developing
ML models that construct SPs from structural molecular
representations like SMILES33,34 or molecular graphs.35,36 These,
however, only produce predictions of SPs, and the SP prediction
errors will propagate to any material property prediction task
that follows. They also suffer from the lack of generality that is
inherent in all ML models – a model trained to predict SPs for
common organic molecules will not be useful for predicting the
SPs of inorganic minerals like perovskites. Moreover, these
tools yield SPs with the same quantum chemistry level of theory
and solvation parameters used to generate their training sets,
preventing a consistent and comprehensive analysis of the
impact of these choices on ML performance. Hence, to enable
the use of SPs as universal molecular descriptors, it is necessary
to develop an open-source tool to generate them from rst-
principle calculations – which is the aim of this work.

In this work, OpenSPGen, an open-source tool for generating
SPs, is presented. Aer the workow of the tool is described, the
results of a study conducted on the possible choices in the SP
generation process are presented. Mainly, the effects of SP
smoothing/averaging procedure, charge calculation level of
theory, COSMO solvation model, and segment size or tessella-
tion effects are studied. The performance of a SP is quantied
by the ability of that SP to predict material properties as an
input to a ML model. Gaussian Processes (GPs), which are
probabilistic non-parametric models, are used as the ML model
in this study. GPs were chosen due to their exibility, non-
parametric nature, and the fact that they have already
been demonstrated to be an excellent model to navigate SP
spaces.26
Fig. 1 Overall flowchart of the open-source sigma profile generator (Op
core steps of SP generation.

2712 | Digital Discovery, 2025, 4, 2711–2723
Software
Program structure

The overall workow of OpenSPGen is detailed in Fig. 1 below.
First, a molecular identier is provided with or without a start-
ing geometry. Then, the molecule is optimized under the
desired level of theory rst under vacuum and nally under the
COSMO solvation medium (a continuum medium with the
dielectric constant of water). The charge density surface (or
sigma surface) obtained from the COSMO solvation geometry
optimization is then binned and averaged according to eqn
(1),37 to obtain the SP for the given molecule:

sm ¼
P
n

sn

rn
2Rav

2

rn2 þ Rav
2
exp

�
� dmn

2

rn2 þ Rav
2

�
P
n

rn
2Rav

2

rn2 þ Rav
2
exp

�
� dmn

2

rn2 þ Rav
2

� (1)

where the charge density of the considered surface element ‘m’

is referred to as sm, while rn is the equivalent radius of surface
element ‘n’ if the area of that element was mapped onto a circle.
Rav is the selected averaging radius, and dmn is the distance
between surface elements ‘m’ and ‘n’.

The geometry optimization steps are performed using
NWChem v7.2.0-beta2 (ref. 38) as it is an open-source quantum
chemistry soware that has different versions of the COSMO
model already implemented. All other remaining steps are
performed in Python using RDKit 2022.03.5 (ref. 39) for the
cheminformatics when needed (e.g. creating a molecule object
from its SMILES string or generating conformers). The main
Python script is interfaced with using a terminal, since
NWChem is only available on Linux and macOS machines.
Examples for usage are available on the GitHub repository
associated with this work (https://github.com/FaSalih/
OpenSPGen).
Available options

Since the tool is interfaced through the terminal, certain
settings were made easily customizable through the terminal.
enSPGen), showing (top) the available input formats and (bottom) the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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For instance, the molecule identier and identier type, the
molecule charge, and the number of parallel processors to use
for the NWChem job can be specied in the command line. On
the other hand, default settings include level of theory, aver-
aging radius (Rav in eqn (1)), and removal of the original
NWChem output le. These are pre-selected to improve
performance (see results) and conserve memory. These options
can be easily changed by editing the conguration section of the
main Python le. For either the readily editable terminal vari-
ables or the pre-dened settings, the sections below detail the
options available for each step of the process shown in Fig. 1.

Input formats

In case the user has no preferred conformer for the molecule in
question, a SMILES string, CAS number, InChI, or InChIKey can
be provided as the identier, and a random low energy
conformer will be generated. If the provided identier is not
a SMILES string, it is cross-checked against the Chemical
Identier Resolver (CIR) and PubChem databases, through
their CIRpy v1.0.2 (ref. 40) and PubChemPy v1.0.4 (ref. 41)
Python wrappers. If the same match is obtained in both
instances, the identier is assumed to be unambiguous, and the
corresponding SMILES string is retrieved from PubChem. The
initial random geometry is generated using the distance
geometry algorithm implemented in RDKit,42 based on its
implementation of MMFF94.43 The random conformer is then
optimized using the standard forceeld MMFF94 (ref. 43) to
ensure its validity. To control the effect of conformers on the SP,
the random generation is seeded so the same conformer is
obtained for every run. If the desired conformer is known, the
initial geometry can be directly provided in the form of an xyz
le. The provided xyz geometry is given to the quantum chem-
istry soware to start geometry optimization. It is recom-
mended that coordinates provided in this fashion are optimized
using a cheaper method to ensure that the next steps converge
more quickly.

If a desired starting conformer is known but the actual
geometry is not optimized and a cheap forceeld pre-
optimization is desired, one can provide the input molecule
as a mol2 le. Because these les contain both coordinates and
connectivity information, they can be used to generate a mole-
cule object in RDKit,39 whose initial geometry can be optimized
using a cheap forceeld prior to the more expensive quantum
chemistry geometry optimization. This latter option is recom-
mended for large molecules and multi-cyclic molecules, as
generating an initial geometry from a SMILES string in those
cases can be difficult and may fail.

Level of theory and COSMO model

The level of theory and COSMO model settings are specied as
a conguration le name in the main Python script. This
conguration le is a template for the NWChem input le,
which contains the geometry optimization protocol and the
COSMO solvation settings. The default option is selected based
on the performance results shown in later sections, but the
additional levels of theory studied in this work are also
© 2025 The Author(s). Published by the Royal Society of Chemistry
available. Additionally, similar template les can easily be
created using the available conguration les and then referred
to in the main Python script.

The two main COSMO model variants implemented in
NWChem are the original version developed by Klamt and
Schüürmann (henceforth simply KS),44 and the later modica-
tions introduced by York and Karplus45 (YK). The YK version, to
ensure smooth changes in potential energy with nuclei posi-
tions, omits surface elements at the boundaries of 2 atoms.45

Unlike the KS method which constructs a solvent-accessible
surface that is less sensitive to slight changes in nuclei posi-
tions. Regardless of the model chosen, tessellation is always
carried out by placing an octahedron centred on each atom of
a given molecule (starting polyhedron can be set to icosahedron
in the NWChem conguration les), followed by iteratively
dividing each polyhedron face (triangle) into four smaller
triangles from its centroid, and projecting that centroid onto
a sphere. The number of smoothing iterations is also a default
parameter (can only be changed in the conguration les) and
is directly related to the mesh size of the sigma surface
obtained.

Post-processing options (averaging radii)

Aer the sigma surface is calculated, binning and averaging are
considered essential steps for calculating SPs. The imple-
mented averaging formula is as described in eqn (1), and the
binning algorithm is as outlined by Bell.32 These are not readily
adjustable, i.e. the user would need to edit the relevant function
in the library ‘spGenerator.py’ to change these algorithms.
Though the averaging formula is fairly standard, different
authors have found different optimal values for the averaging
radius Rav,1,2,4,46–49 creating a source of confusion and unit errors
in the literature. Hence, Rav is a readily adjustable parameter in
OpenSPGen and can be edited in the conguration section of
the main Python script.

The following sections present the studies performed on the
effect of the various available options on the resulting SPs and
their performance as inputs toMLmodels. The purpose of these
studies is to provide some guidance and best practices for users
when generating their own SP datasets using OpenSPGen.

Methods

Here we provide the rationale for selecting GPs as a bench-
markingMLmodel, along with a description of the datasets and
parametric study design used.

ML datasets

The application in mind for OpenSPGen is to generate large SP
datasets to be used as input to a MLmodel to predict a variety of
material/molecular properties (e.g. bulk properties, binding
energies, etc.). Previous studies in this direction would either
generate their own SP databases using commercial tools and
not publish them, or use the very few open-source SP databases
published in the literature, mainly, the dataset published by
Mullins et al.1 This is the benchmark SP dataset that will be
Digital Discovery, 2025, 4, 2711–2723 | 2713
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used in this work, as it has been successfully used to predict
thermophysical material properties when used as input to
convolutional neural network (CNN)25 and GP models.26 This
will also allow comparing the ML performance of the generated
datasets with the published results using the Mullins dataset.

The Mullins dataset consists of 1432 molecules spanning
a wide variety of organic molecules (alkanes, alkenes, alcohols,
amines, carboxylic acids, aromatics, halogenated compounds,
among other families), as well as some inorganic compounds.
Of these molecules, index 690 – di-n-decyl phthalate – was
removed due to excessive runtime (the job in question was
terminated aer 20 days of wall clock time on 62 parallel
processors). Additionally, since part of the focus of this work is
to study the effect of quantum chemistry and COSMO models,
the effect of conformers on the SPs is removed by using the
same starting geometries as in the Mullins dataset.

The target data is a set of 6 thermophysical properties: molar
mass, boiling temperature, vapor pressure at 25 °C, density at
20 °C, refractive index (at wavelength 589 nm and 20 °C), and
aqueous solubility at 25 °C. The datasets of target data for the
molecules of the Mullins dataset were collected from the CRC
Handbook of Chemistry and Physics.50 Table 1 shows the size of
the dataset for each property. Each property was discretized into
15 bins, then split into 10 stratied folds. One fold was used for
testing while the remaining nine were used for training. This
provided 10 possible training-testing splits and allowed for
cross validation and visualizing the effect of data splitting on
performance for these small datasets.
ML model and task denition

The ML task can be described as nding the model or set of
models M tðxÞ ¼ yt (subscript t refers to a certain target prop-
erty), which can perform the transformation:

x˛ℝð501�1Þ/yt˛ℝð1�1Þ (2)

where x is the input SP represented by its maximum possible
length in this study. The ML model selected for these perfor-
mance studies is a GP, i.e.

yt ¼ GPtðxÞ (3)

A GP is a non-parametric model where knowledge of the
prior (training data pairs, (x, f(x))) can be used to estimate the
posterior data (testing data, (x*, f)) through the similarity or
covariance (S) between the prior and posterior, assuming
Table 1 List of target properties and the size of the data set for each

Target property Code Nproperty set

Nproperty set

NMullins SPs

Molar mass MM 1432 100.0%
Boiling point BP 1208 84.4%
Density at 20 °C D20 711 49.7%
Refractive index at 20 °C RI 1053 58.3%
Aqueous solubility at 25 °C (g kg−1) Saq 327 22.9%
Vapor pressure VP 594 41.5%

2714 | Digital Discovery, 2025, 4, 2711–2723
a functional form for the covariance between any two input
variables known as the kernel (

P
ij

¼ kðxi; xjÞ). Eqn (4) shows the

joint distribution between the posterior (f*) and the prior (f),
while eqn (5) and (6) show how to sample the posterior once
a conditional probability distribution is obtained from the joint
distribution. Eqn (6) denes B and S* as the standard deviation
and covariance of the posterior, respectively. 

f

f*

!
� N

  
m

m*

!
;

 
K K*

KT
* K**

!!
(4)

f* � mþ BN ð0; IÞ (5)

BBT = S* (6)

The key advantages of using GPs over neural networks for
this application are cost and precedent. In terms of cost, for the
small dataset sizes considered in this study (see Table 1) GPs are
much easier and cheaper to train compared to CNNs. CNNs
require more resources and hands-on involvement during
training and hyperparameter tuning, while GPs are non-
parametric and the only hyperparameters to tune are the
kernel functions to be selected. Thus, GPs allow for sweeps with
ner parameter spacings and more combinations of parame-
ters. As for precedent, GPs have been shown to outperform
neural networks in the prediction of physicochemical proper-
ties from SPs.26 The kernel used for all the GP models in this
work was the squared exponential or Radial Bessel Function
(RBF) as implemented in the package GPow v2.5.2,51 with the
noise variance and length scales of the kernel being trainable
hyper-parameters. Additionally, a white noise kernel with
a trainable variance was added as a regularization measure. All
property datasets were normalized to a standard Gaussian
distribution before GP tting, except for VP and Saq which were
log-transformed and then standardized. Input SPs were not
normalized.

One consideration that was made during GP training was
that the presence of SP bins (or dimensions in the input vector)
that are always zero might articially hinder performance. To
combat that, outer SP bins that are always zero for a given
dataset were removed from that dataset before tting. All
performance results presented here will have received that
treatment unless stated otherwise.

Parametric sweep study design

Table 2 shows all parameters tested along with their values. All
combinations of the listed parameters were tested. The same
parameter details for the reference Mullins dataset are
summarized in Table 3.

The selected averaging radius values range from ‘None’
(corresponding to no averaging) to slightly more than 1 Å.
Because in the original COSMO works44 an averaging radius of 1
Å was theorized to be ideal but Rav ended up being an optimi-
zation parameter. For example, Klamt44 settled on 0.5 Å for the
optimal averaging radius, while Mullins and coworkers37 found
0.81764 Å to perform better in their work. As for level of theory, 3
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Studied parameters and their values along with the code
referring to each parameter level/value for the generated datasetsa

Parameter tested Parameter levels Code

Averaging radius Rav = [none, 0.01, 0.25, 0.50,
0.81764, 0.950.99, 1.00, 1.01, 1.05] Å

Rav = /

Level of theory Basis set Exchange functional —
Def2-SVP None (Hartree–Fock) HF
6-31G** BP86* 6-31G**
Def2-TZVP B3LYP* TZVP

COSMO model Klamt–Schüürmann2 KS
York–Karplus67 YK

a Grimme's DFT-D3 dispersion correction was used for DFT-based
jobs.68

Table 3 Studied parameters and their levels for the reference dataset

Parameter tested Parameter levels Code

Averaging radius Rav = 0.81764 Å Mullins
Level of theory Basis set Exchange functional

DNP v4.0.0 GGA/VWN-BP
COSMO model Klamt–Schüürmann2
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levels were considered: low, intermediate, and high. Hartree–
Fock (HF) was selected as the lowest level of theory with the
def2-SVP basis set,52 as it is appropriate for the organic mole-
cules considered in the dataset and it is one of the lowest in the
Karlsruhe series commonly used in COSMO-RS. The high level
Fig. 2 Effect of averaging radius on the GP performance at predicting
COSMO model. The dashed line indicates performance without any S
performance using the Mullins SPs. Error bars indicate the variance in pe

© 2025 The Author(s). Published by the Royal Society of Chemistry
of theory used a B3LYP functional53 with the def2-TZVP basis
set,52 as a popular choice of functional and a common basis set
choice for COSMO-RS studies. Finally, for an intermediate level
of theory, the aim was to match the reference dataset level of
theory as closely as possible. As such, the BP86 functional54,55

was selected with 6-31G**56–59 as the closest analogue to the
DNP basis set available in NWChem, at least in terms of size.60,61

For atoms not dened in 6-31G** (specically, iodine and
bromine), the 6-311G**62–66 basis set was used (the NWChem
basis set les used in this work are reproduced in the Github
repository). The last parameter tested was the COSMO model,
and the two options offered in NWChem which are described
earlier in the Level of Theory and COSMO Model section.

Results & discussion

Though a SP dataset was generated for all parameter combi-
nations listed in Table 2, this section shows selected results that
represent the overall conclusions on the effect of each variable.

Effect of averaging radius

Fig. 2 shows the performance of GPs in terms of R2 for different
target properties. It is clear that the averaging radius has a very
signicant effect on performance. Some properties like aqueous
solubility and vapor pressure exhibit their best performance
(Rtest

2 = 0.800 and 0.846, respectively) near the Mullins-
recommended Rav = 0.82 Å37 and the Klamt-recommended Rav

= 0.5 Å,4 respectively. However, the overall trend appears to be
that larger averaging radii are disadvantageous and no
different target properties using SPs generated using HF and the YK
P smoothing/averaging and the dotted line indicates the benchmark
rformance with cross validation using 10 folds.

Digital Discovery, 2025, 4, 2711–2723 | 2715
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Fig. 3 Effect of averaging radius on the SPs of glycerol using the HF/
def2-SVP level of theory and the YK COSMO model.
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averaging performs better than any Rav for most properties.
Similar trends are observed for different levels of theory and
COSMO models, gures for which are available in the SI – see
Fig. S1–S5.

This can be explained by the fact that smoothing the SP
removes detail from the charged regions of the SP and trades it
Fig. 4 Effect of level of theory and COSMO model on GP performance
testing set, while red dots indicate performance on the training set. Erro
(cross-validation folds). The solid lines indicate the benchmark performa
from the unaveraged Mullins dataset. All generated datasets are made u

2716 | Digital Discovery, 2025, 4, 2711–2723
for area in the apolar region. This can be seen in the SPs of
glycerol shown in Fig. 3. Therefore, to preserve information in
the SP, we recommend forgoing the averaging step for a ML
application. Accordingly, the remainder of the results presented
from here onwards will be for the performance of the unaver-
aged SP datasets. Additional performance results for selected
averaged SPs can be found in the SI.
Effect of level of theory and COSMO model

Fig. 4 summarizes the effect of level of theory and COSMO
model on GP performance using the unaveraged SP datasets
(additional gures for performance at selected averaging radii
are available in the SI – Fig. S3 and S4). It shows the York–
Karplus67 (YK) COSMO model either matching or out-
performing the Klamt–Schüürmann2 (KS) model for all prop-
erties except refractive index and all levels of theory except for
HF/def2-SVP, where the KS model outperforms for vapor pres-
sure. These differences, however, are within the limits of
uncertainty and do not signicantly affect our recommendation
of COSMO model. With performance being more or less the
same, cost becomes the main factor. For the calculations per-
formed in this work, the YK model was much faster and easier
to converge.

As for the effect of level of theory (looking only at YK datasets
– Fig. S8), the correlation with performance does not seem to be
monotonic for all properties. For instance, the intermediate
level of theory (BP86/6-31G**) performs the best at predicting
aqueous solubility, but the worst for molar mass. However, for
for different target properties. Blue dots indicate performance on the
r bars are the standard deviation in R2 values for 10 stratified data splits
nce from the Mullins dataset, while dashed lines indicate performance
p of unaveraged SPs.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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all remaining properties, average GP performance increases
with increasing level of theory. But for all properties, the
increase in performance is minimal. The largest difference in
average Rtest

2 between different levels of theory is within 2% for
all except solubility and density (the largest difference for those
is slightly larger at 4%).

The fact that the lowest level of theory performed within the
uncertainty margins of the highest level of theory supports
previous ndings that imply that the performance depends
more on the basis set used rather than the exchange functional.
Ferrarini et al.,48 found that using the HF method with more
expensive basis sets (e.g. TZVP) to calculate innite dilution
activity coefficients yielded the best agreement with experi-
mental results at an acceptable computational cost. As such,
our recommendation is to opt for the less expensive HF/def2-
SVP level of theory.

To better understand the effects of level of theory and
COSMO model on performance, we attempt to nd relation-
ships between the characteristics of the SPs in these datasets
and ML performance. Inspired by the observations of the effect
of averaging radius discussed in Fig. 3, four metrics were
developed in an attempt to quantity the amount of information
present in a SP. The metrics and their rationale are presented
below.

(1) Area under the SP curve: Though a SP generated by any of
these models would have essentially the same integral of the SP
(i.e. the same net charge, q ¼ P

bins
Aisi), those small residual

charges do change the area under the curve for the same
molecule with different choices for level of theory and COSMO
model.

(2) Charge density range: The range of non-zero bins in
a given SP is used as a measure of the width of the SP.

(3) Hellinger distance to d(s): In Fig. 3, as the averaging
radius is increased and information is lost, the SP becomes
sharper in the middle and atter and tighter at the edges.
Hence, one can imagine an extreme case where the averaging
radius is so large that the SP converges to a single peak at the
net charge of the molecule. Meaning, the only remaining
available information in the SP is the molecule's net charge and
its surface area (implied by the height of the peak). Thus, one
measure of the amount of information could be the distance
between the SP distribution and this zero-information SP, rep-
resented as a Dirac delta function multiplied by a constant to
Table 4 Formulas for quantifying SP information metrics for a single mo

Information metric Formula

Area under SP Ð smax

smin
SP d

Charge density range smax − s

Hellinger distance to d(s)
HðSP; dðs

Non-uniformity ����dSPds

����z

© 2025 The Author(s). Published by the Royal Society of Chemistry
match the surface area from the original SP. The Hellinger
distance is used here to measure the distance between distri-
butions as it allows zero-values in the distribution, unlike the
commonly used Kullback–Leibler divergence metric. The
formula used for the Hellinger distance between two discrete
distributions is shown in Table 4.

(4) Non-uniformity: In Fig. 3, as the averaging radius is
increased, small, jagged features of the SP are lost. Hence, non-
uniformity can be used as a measure of the amount of infor-
mation in a SP. Here, this is quantied as the average absolute
gradient of the SP. The discrete gradient is evaluated using
a central difference scheme, except at the edges where forward
and backward Euler schemes are used.

In a given dataset, these metrics were calculated for each
molecule then averaged for all molecules in the set. Fig. 5 and 6
show how GP performance correlates with Hellinger distance
and non-uniformity, respectively. Only these 2 metrics are
shown here, as the area under SP and s-range metrics do not
exhibit consistent correlations with GP performance. If you
refer to Fig. S9 and S10 in the SI, the linear ts between
performance and the information metrics switch between
positive and negative slopes, and the best performing dataset
(Mullins – without averaging) falls somewhere in the middle for
these metrics.

On the other hand, Hellinger distance to d(s) and non-
uniformity show the most consistent correlations to perfor-
mance. Wherein performance shows a positive linear trend with
Hellinger distance for all properties (linear t goodness 0.20 #

Rtest
2 # 0.83) and a negative trend with non-uniformity for all

properties (linear t goodness 0.00# Rtest
2# 0.96). Also, of note

for both these metrics is that the reference Mullins dataset
(without averaging) is at the extremes of each metric (i.e. largest
Hellinger distance and lowest non-uniformity). This implies
that width and jaggedness may not be good measures of the
amount of information in a SP. Instead, smoother SPs that are
less centrally distributed (i.e. larger Hellinger distance to d(s))
carry more information.

As an aside, even though s-range and Hellinger distance
were both derived from the same rationale of “a wider SP
contains more information”, s-range ended up being uncorre-
lated with performance. That likely stems from some molecules
having very large s-ranges caused by very small peaks at high
charge densities corresponding to the smallest segments on the
sigma surface carrying large charge densities (note the very
lecule

sz
Pnbins
i¼1

ðSPi � SPi�1ÞDs ð7Þ

min (8)

ÞÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2

Xnbins
i¼1

ð
ffiffiffiffiffiffiffiffi
SPi

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AsurfacedðsiÞ

p
Þ2

s
ð9Þ

1

nbins

"�
SP2 � SP1

Ds

�
þ
Xnbins�1

i¼2

�
SPiþ1 � SPi�1

2Ds

�
þ
�
SPnbins � SPnbins�1

Ds

�#
ð10Þ
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Fig. 5 Correlation between non-uniformity information metric and GP performance. Blue lines with circle markers indicate testing set
performance, while the red lines with square markers are for training set performance. Hollow markers are for the Mullins or reference datasets,
while filled-in markers are for the generated datasets. Dashed lines indicate the linear fit between information metrics and ML performance, with
the goodness of fit shown in terms of R2 in the legend. Error bars are omitted for clarity, and all datasets considered are for un-averaged SPs
(including the Mullins datasets).

Fig. 6 Correlation between the Hellinger distance information metric and GP performance. Blue lines with circle markers indicate testing set
performance, while the red lines with square markers are for training set performance. Hollow markers are for the Mullins or reference datasets,
while filled-in markers are for the generated datasets. Dashed lines indicate the linear fit between information metrics and ML performance, with
the goodness of fit shown in terms of R2 in the legend. Error bars are omitted for clarity, and all datasets considered are for un-averaged SPs
(including the Mullins dataset).
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Table 5 Recommendations for selecting level of theory and COSMO model based on the availability of computational resources and prior
knowledge on the quantum chemistry of the system of interest

Prior knowledge

Computational resources

Limited Available

Limited HF/def2-SVP-YK Generate HF/def2-SVP-YK and HF/def2-SVP-KS
Test ML performance

Available Generate sample SPs with desired level of theory Repeat parametric study in current section with
the desired levels of theoryTest for highest Hellinger distance and lowest

non-uniformity
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large standard deviations of s-range for the generated KS
datasets compared to the reference dataset in Table S1). In
contrast, Hellinger distance considers SP “width” in a more
holistic way that makes it less sensitive to small sigma surface
elements at high charge densities, evidenced by the fact it
exhibits similar standard deviations for all datasets (refer to
Table S1).

Therefore, our main recommendations for this section
depend on the computational resources available to the user
and the level of prior quantum chemistry knowledge for the
system at hand. These are listed below and summarized in
Table 5.

(1) If both computational resources and prior knowledge are
limited, we recommend generating SPs using the YK COSMO
model with the HF/def2-SVP level of theory.

(2) If computational resources are limited and different
quantum chemistries are of interest, we recommend generating
sample SPs using the desired levels of theory (regardless of
whether target properties exist for them or not) and selecting
based on which level of theory maximizes Hellinger distance to
d(s) and minimizes non-uniformity.

(3) If computational resources are not an issue but prior
knowledge is limited, we recommend generating SPs using both
the YK and KS COSMO models with the HF/def2-SVP level of
theory and seeing which performs best for the target property at
hand.

(4) If both computational resources and prior knowledge are
available, the methods described in this paper can be used to
evaluate ML performance.

Based on the above recommendations, the HF/def2-SVP-YK
model is used for the next study on the effect of segment size.
Fig. 7 Effect of segment size on the SPs of glycerol using the HF level
of theory and the YK COSMO model. All SPs shown here are not
averaged.
Effect of segment size

To test the effect of segment size, the HF/def2-SVP-YK model
was re-run with different values for the NWChem variable
‘ ’ which represents the number of tessellation rene-
ment passes starting from an octahedron (selected starting
polyhedron for an atom for all results presented in this paper).
Each renement pass splits the surface triangles of the current
polyhedron into four triangles that share a point at the centroid
of the original surface element before projecting the centroid
onto a sphere. Hence the number of segments increases by
a little less than 4-folds with each tessellation pass. The default
value of ‘minbem’ in NWChem is 2, but all the results presented
© 2025 The Author(s). Published by the Royal Society of Chemistry
so far use 3 passes. The effect of increasing the number of
tessellation passes is shown in Fig. 8 (the effect of lower
tessellation was omitted due to convergence issues with some
molecules in the dataset – see Fig. S11 for performance
comparisons with the un-converged molecules removed from
all datasets). The gure shows that decreasing segment size has
no effect on the GP performance for all properties. This might
have to do with the fact that the YKmodel tessellates the surface
of each atom into equal-sized segments. The same conclusions
may or may not follow for the KS COSMO model.

To further explore the effect of segment size on the SPs
themselves, the SPs of glycerol under different levels of tessel-
lation are overlayed in Fig. 7. Higher degrees of renement
create smoother SPs, but the position and height of most peaks
scarcely changes between 3 and 4 mesh renement passes. As
such, the recommended number of tessellation passes is 3.
Notes for users

Despite the presented ML performance results being acceptable
and comparable with the reference dataset, users should be
aware of some caveats of using NWChem.
Digital Discovery, 2025, 4, 2711–2723 | 2719
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Fig. 8 Effect of segment size on GP performance for different target properties. Blue dots indicate performance on the testing set, while hollow
red dots indicate performance on the training set. Error bars are the standard deviation in R2 values for 10 stratified data splits (cross-validation
folds). The solid lines indicate the benchmark performance from the Mullins dataset, while dashed lines indicate performance from the
unaveraged Mullins dataset. All generated datasets are made up of unaveraged SPs.
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The rst is that all versions of NWChem that support
COSMO as of the time of writing this manuscript (up to
NWChem 7.2.3) have an unconventional or even problematic
approach to COSMO cavity construction. NWChem users have
reported cavities that look like van der Waals surfaces and open
cavities.69 This is however a recently opened issues to the
developers and if the COSMO implementation in NWChem is
updated, the authors of this work will update this package as
necessary. Additionally, the solvent radius used by NWChem to
construct the solvent accessible surface in the KS model is set at
0.5 Å to match the way cavity construction was described in the
rst COSMO paper by Klamt and Schüürmann in 1993.44 But
COSMO conventions have changed since then and most current
COSMO implementations (e.g. SCM,70 OpenMOPAC,71 and
DMol3)72 default to using larger solvent radii like 1.3 Å.

Conclusions

In this work, OpenSPGen, a fully open-source tool was devel-
oped for the direct generation of SPs for ML applications.
Additionally, ML studies were performed to establish rules of
thumb and default options for the usage of this tool. From those
studies, conclusions unique to the ML case were developed,
especially for the effect of averaging radius. Wherein, using the
unaveraged SPs yielded better performance for all datasets,
contrary to literature on the conventional usage of COSMO
models for activity coefficient prediction where averaging radius
is a signicant model parameter. Studies on the effect of
quantum chemistry showed that the HF method was sufficient,
and that performance was likely more affected by the choice of
2720 | Digital Discovery, 2025, 4, 2711–2723
basis set rather than exchange functional. To further under-
stand the effect of quantum chemistry on ML performance,
several information metrics were introduced. Two of them were
shown to have some correlation with ML performance – non-
uniformity and Hellinger distance to d(s). Additionally, the
effect of COSMO model on ML performance was shown to be
negligible and the YK model was recommended due to its lower
cost. Finally, segment size was shown to have little to no effect
on ML performance beyond 3 tessellation passes, but did have
the effect of smoothing and tightening the SP.

These conclusions were set as defaults for the published tool
and a recommendations matrix was developed for users with
more system-specic knowledge who wish to modify the tool's
default options for their purposes.
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Data availability

All the input xyzs and generated SP datasets are available on the
following Github repository along with sample scripts for pro-
cessing and visualizing the SP les. All results can be repro-
duced using commit of the GitHub repository: https://
github.com/FaSalih/OpenSPGen. The same data and codes are
also available at the linked Zenodo page: https://doi.org/
10.5281/zenodo.15738229.

Supplementary information contains additional ML perfor-
mance results for: the effect of averaging radius at different
levels of theory, the effect of level of theory at selected averaging
radii, and the effect of reducing tessellation passes. Addition-
ally, it contains more correlations between SP characteristics
and ML performance as well as some notes on reproducibility.
See DOI: https://doi.org/10.1039/d5dd00087d.
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Systémes company, preprint, COSMOlogic GmbH & Co.
KG, a Dassault Systémes company.
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17 A. Kondor, G. Járvás, J. Kontos and A. Dallos, Temperature
dependent surface tension estimation using COSMO-RS
sigma moments, Chem. Eng. Res. Des., 2014, 92, 2867–2872.

18 L. Linden, K.-U. Goss and S. Endo, 3D-QSAR predictions for
a-cyclodextrin binding constants using quantum
mechanically based descriptors, Chemosphere, 2017, 169,
693–699.

19 Y. Zhao, Y. Huang, X. Zhang and S. Zhang, A quantitative
prediction of the viscosity of ionic liquids using Ss-prole
molecular descriptors, Phys. Chem. Chem. Phys., 2015, 17,
3761–3767.

20 O. Nordness, P. Kelkar, Y. Lyu, M. Baldea, M. A. Stadtherr
and J. F. Brennecke, Predicting thermophysical properties
of dialkylimidazolium ionic liquids from sigma proles, J.
Mol. Liq., 2021, 334, 116019.

21 J.-E. Li, S.-C. Chien and C.-M. Hsieh, Modeling solid solute
solubility in supercritical carbon dioxide by machine
learning algorithms using molecular sigma proles, J. Mol.
Liq., 2024, 395, 123884.

22 W. Benmouloud, C. Si-Moussa and O. Benkortbi, Machine
learning approach for the prediction of surface tension of
Digital Discovery, 2025, 4, 2711–2723 | 2721

https://github.com/FaSalih/OpenSPGen
https://github.com/FaSalih/OpenSPGen
https://doi.org/10.5281/zenodo.15738229
https://doi.org/10.5281/zenodo.15738229
https://doi.org/10.1039/d5dd00087d
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00087d


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
A

ug
us

t 2
02

5.
 D

ow
nl

oa
de

d 
on

 1
/1

1/
20

26
 5

:0
2:

14
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
binary mixtures containing ionic liquids using s-prole
descriptors, Int. J. Quantum Chem., 2023, 123, e27026.

23 D. Fan, K. Xue, Y. Liu, W. Zhu, Y. Chen, P. Cui, S. Sun, J. Qi,
Z. Zhu and Y. Wang, Modeling the toxicity of ionic liquids
based on deep learning method, Comput. Chem. Eng., 2023,
176, 108293.

24 L. Zhang, H. Mao, Y. Zhuang, L. Wang, L. Liu, Y. Dong, J. Du,
W. Xie and Z. Yuan, Odor prediction and aroma mixture
design using machine learning model and molecular
surface charge density proles, Chem. Eng. Sci., 2021, 245,
116947.

25 D. O. Abranches, Y. Zhang, E. J. Maginn and Y. J. Colón,
Sigma proles in deep learning: towards a universal
molecular descriptor, Chem. Commun., 2022, 58(37), 5630–
5633.

26 D. O. Abranches, E. J. Maginn and Y. J. Colón, Stochastic
machine learning via sigma proles to build a digital
chemical space, Proc. Natl. Acad. Sci. U. S. A., 2024, 121,
e2404676121.

27 D. Fan, K. Xue, R. Zhang, W. Zhu, H. Zhang, J. Qi, Z. Zhu,
Y. Wang and P. Cui, Application of interpretable machine
learning models to improve the prediction performance of
ionic liquids toxicity, Sci. Total Environ., 2024, 908, 168168.

28 Y.-H. Cheng, I.-T. Sung, C.-M. Hsieh and L.-C. Lin, Module-
based machine learning models using sigma proles of
organic linkers to predict gaseous adsorption in metal-
organic frameworks, J. Taiwan Inst. Chem. Eng., 2024, 165,
105728.

29 W. Wang, C. Xu, J. Du and L. Zhang, Developing deep
learning-based large-scale organic reaction classication
model via sigma-proles, Green Chem. Eng., 2025, 6(2),
181–192.

30 F. Neese, F. Wennmohs, U. Becker and C. Riplinger, The
ORCA quantum chemistry program package, J. Chem.
Phys., 2020, 152, 224108.

31 T. Gerlach, S. Müller, A. G. de Castilla and I. Smirnova, An
open source COSMO-RS implementation and
parameterization supporting the efficient implementation
of multiple segment descriptors, Fluid Phase Equilib., 2022,
560, 113472.

32 I. H. Bell, E. Mickoleit, C. M. Hsieh, S. T. Lin, J. Vrabec,
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