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Recent advances in autonomous experimentation and self-driving laboratories have drastically increased

the complexity of orchestrating robotic experiments and of recording the different computational

processes involved including all related metadata. Addressing this challenge requires a flexible and

scalable information storage system that prioritizes the relationships between data and metadata,

surpassing the limitations of traditional relational databases. To foster knowledge discovery in high-

throughput bioprocess development, the computational control of the experimentation must be fully

automated, with the capability to efficiently collect and manage experimental data and their integration

into a knowledge base. This work proposes the adoption of graph databases integrated with a semantic

structure to enable knowledge transfer between humans and machines. To this end, a property graph

schema (PG-schema) has been specifically designed for high-throughput experiments in robotic

platforms, focused mainly on the automation of the computational workflow used to ensure the

reproducibility, reusability, and credibility of learned bioprocess models. A prototype implementation of

the PG-schema and its integration with the workflow management system using simulated experiments

is presented to highlight the advantages of the proposed approach in the generation of FAIR data.
1. Introduction

In the era of autonomous discovery,1 high-throughput robotics
platforms integrated with liquid handling stations,2,3 have
established the foundation for applying articial intelligence
(AI) methodologies in bioprocess development. By increasing
signicantly the amount of data generated, and the informative
content gained through automated parallel experimentation,4

these platforms have revolutionized the discovery process in
different areas, presenting new opportunities in biotechnology,
pharmaceuticals and bioengineering.5,6

Unfortunately, manual metadata annotation methods are
error-prone for these complex dynamic experiments, high-
lighting the need for an automated extraction system to scalable
feed machine-readable7 metadata from the workow manage-
ment system (WMS) into a database schema which must be
specically designed to enable knowledge discovery and
semantic understanding of data generation.8

As robotics facilities evolve over time,9 experimental repro-
ducibility has lagged behind and remains a challenge.10,11 The
, Santa Fe, Argentina
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increasing complexity of cloud12 and autonomous laborato-
ries,13,14 coupled with experimental control using model-based
computational methods,15–18 exacerbates the difficulty of
ensuring consistent and reproducible results. Moreover, these
experiments are dynamic, meaning that in order to maximize
the information content of the generated data need to be
redesigned online. Without proper metadata collection and
format,19 it is impossible to reach experimental reproducibility,
even in self-driving laboratories (SDLs), thereby undermining
trust in the conclusions drawn from such studies.20,21

The key to ensuring ndability, accessibility, interopera-
bility, and reusability (FAIR)22 of experimental data lies in the
automatic capture of all metadata, which is essential for
answering elaborated queries to a knowledge base. Reproduc-
ible experiments and adherence to FAIR principles are crucial to
effectively accumulate, share and reuse knowledge and exper-
tise in high-throughput bioprocess development (HTBD).23,24

This paper addresses these challenges by means of a property
graph schema (PG-schema) integrated with a WMS that enables
comprehensive and automated metadata capture throughout
the experimental process, thereby facilitating knowledge
discovery and enhancing reproducibility.

As highlighted by Reder et al.,25 many laboratories still lack
robust database platforms designed to support the advanced
capabilities of AI systems. These platforms are fundamental for
storing the knowledge generated and fostering SDLs,
Digital Discovery, 2025, 4, 2401–2422 | 2401
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facilitating transfer learning, and enabling the automated
generation of AI-ready data that is essential for autonomous
discovery.26 Providing metadata about the experimental dataset
in the form of linked data graph is a key step towards enabling
FAIR data. The ability to represent not only data but knowledge
with focus on semantic relationships and contextual metadata
is increasingly gaining attention27 and is the very aim of
knowledge graphs (KGs). A KG uses graph-based data structure
to represent entities of a specic domain and the relationships
between them.

Although several knowledge representation models exist
(Section 2.1), labeled property graphs (LPGs) have been chosen
since they provide better support for highly interconnected
datasets compared to the relational model. On the other hand,
while a exible storage of information in LPGs without pre-
dened formats or structures, could be considered a benecial
feature for soware developers, it may become challenging to
navigate and understand when the amount of data scales.
Therefore, a conceptualization is needed that denes and
delimits what these knowledge bases can represent and how
constraints are formalized.28 These constraints are enforced
through schemas, providing a formal structure to the data29 and
establishing a common vocabulary for entities involved in the
domain of analysis. Formalization of a KG as a set of premises
grants machines inherent deductive capability for knowledge
discovery, enabling them to perform inference reasoning with
a level of precision, efficiency, and scale beyond human capa-
bilities.30 The contribution of schemas to efficiently navigate the
graph following a predened set of rules, improve the answer to
user queries.31 For this reason, the integration of the PG-schema
with the workow execution timeline, merging entities from
both platforms as a single source of knowledge, is a key enabler
for generating FAIR data in SDLs.

Computational workows designed to control and monitor
the experimentation provide a modular framework for dening
dependencies between tasks, specifying inputs and outputs for
each of them. Through the integration of a WMS, the precise
documentation of how data has been generated is ensured,
facilitating data provenance capture32,33 and adherence to FAIR
data principles.34,35

Furthermore, computational methods are not entirely
reproducible just by code sharing, as they also depend on the
hardware used for execution, along with specic frameworks,
dependencies, libraries, and operating systems, including their
respective versions.36 Detailed information of executed
processes and the computational environment used, promotes
experimental and computational reproducibility. Combining
provenance data from the WMS, experimental information
from the laboratory, and computational methods used into
a timeline-based KG structured by a PG-schema, constitutes
a signicant contribution to the eld.

Several approaches exist for integrating a WMS with the
storage of structured data and metadata. In ChemOS,37 a plat-
form for orchestrating laboratory soware and hardware is
introduced, but relies on diverse les formats and an SQL
database to store the generated information. ESCALATE38

provides an ontological framework for describing experiments
2402 | Digital Discovery, 2025, 4, 2401–2422
and managing data lake les across various Google Drive
folders, with a primary focus on material discovery eld, which
differs signicantly from the dynamic nature of experiments in
HTBD. Additionally, The World Avatar,39 also oriented towards
material science, incorporates an ontological approach with
simpler workows, presenting a promising method for
distributed SDLs. Still, none of the above mentioned methods
can provide a seamless integration between a WMS and
a schema-based relationship-oriented storage system that
facilitates knowledge discovery and ensures the reproducibility
of experiments in HTBD.

In this work, a methodology for modeling and prototyping
a PG-schema for automatic metadata capture in bioprocess
development is presented. The computational workow for
online redesigning parallel experiments is implemented using
Apache Airow® and represented as directed acyclic graphs
(DAGs). The WMS is dynamically linked to a Neo4j database
employing an LPG data model, with the dened schema serving
as the core of the proposed approach. Each task executed within
Airow automatically saves its results and associated metadata
into the graph database, aiming to centralize all experimental
data in a unied knowledge base. To facilitate interaction with
the LPG, a web interface was developed, enabling users to create
the experimental design le for Airow execution, monitor
experiments in real time, manage entities for metadata related
to laboratory devices, and query historical data. As a case study,
a simulated experiment involving 24 parallel E. coli fed-batch
cultivations was performed, replacing robotic devices with
a local emulator to replicate the cultivation dynamics.

The proposed approach demonstrates the pivotal role of
a PG-schema and the use of graph databases for integrating
diverse information sources from the laboratory into a KG in
order to share a semantic vocabulary and lay down foundations
for trust, reproducibility, knowledge discovery and reuse of
costly experimental data in HTBD.

The remainder of this article is structured as follows: Section
2 describes the relevant background for the study, Section 3
elaborates on the methodology adopted to model the repre-
sentation schema and the implementation of the prototype,
Section 4 introduces the simulation case study, in Section 5 the
signicance of results are summarized, and nally, Section 6
presents the conclusions and nal remarks of the presented
work.

2. Background
2.1 Knowledge graphs

KGs have emerged as an alternative of choice for representing
and managing common knowledge about the real world in
a formal and structured manner.40 Despite the growing adop-
tion of KG, its denition is still a subject of debate, with several
interpretations ranging from specic technical denition to
broader perspectives that consider it a eld of study on its
own.41

Every graph, denoted as G = (N, E), is composed of a set of
nodes N and edges E, where each edge connects a pair—or
more—nodes, either in a directed or undirected relationship.
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Depending on the specic domain, the nodes and edges can be
enriched with attributes and labels. Accordingly, the formal
denition of a KG is a graph-based data structure where the
entities of interest are represented as nodes and inuence or
causal relationships between them as edges (Fig. 1).

The concept of KGs gained signicant attention in 2012
when Google introduced it to enhance search results. Since
then, KGs have become increasingly important in elds such as
machine learning, natural language processing, and semantic
web technologies, where they serve as a backbone for organizing
large volumes of data.28 One of the key strengths of KGs lies in
their ability to encode complex relationships and semantic
descriptions in a structured format, which facilitates inference
and automates reasoning.

There are multiple data representations in the semantic web
eld, each offering different approaches to data formalization
andmodeling. Two of themost commonly used are the resource
description framework (RDF) and the LPG. While RDF provides
a formal structure that is well suited for automated knowledge
inference, LPG has gained popularity for its scalability and
exibility in performing graph analytic tasks. Several studies
have attempted to link both models, either to leverage their
respective strengths42 or to enable interoperability from one to
the other.43,44 However, this integration is still not considered
a well-established standard. A summary of these two represen-
tations is presented in the next subsections.

2.1.1 Resource description framework. The RDF is
a language for describing digital resources,45 widely used for
representing highly interconnected, linked data. It was
designed and standardized by the world wide web consortium
(W3C) as a basic layer for the semantic web representation in
a machine-readable approach.

Themain goal of RDF is to create statements about resources
to express information with semantic meaning. An RDF state-
ment can be expressed by a uniform structure via triples, con-
sisting of three linked data pieces: subject, predicate and object.
Subject is the resource being described by the triple, object is
Fig. 1 Knowledge graph example. (A) Parallel experimentation includin
Detailed view of one bioreactor from the parallel experimentation with t

© 2025 The Author(s). Published by the Royal Society of Chemistry
another resource related to the subject, and predicate describes
the relationship between them. A collection of RDF triples can
be seen as a directed graph where subjects and objects are
nodes, and predicates are represented as edges. Due to its
structure, one of the key features of RDF is to support
a complete atomic decomposition. In other words, detailed
information about a resource is expressed through additional
sets of triples.

To uniquely identify each component of the triple, RDF uses
internationalized resource identiers (IRIs). IRIs are dened as
a superset of the uniform resource locator (URL) and have the
same structure with a scheme, path and fragment. Generally,
they are used for most popular ontologies in order to reuse
predened vocabularies.

RDF enables the expression of statements about resources
through named properties and values. To further enrich these
statements, the RDF schema (RDFS) provides a set of reserved
words for dening classes and properties, which adds another
layer of semantics to the vocabulary used. For querying RDF
data, SPARQL46 serves as the standardized query language, also
developed by the W3C.

Many graph databases that support RDF also have means for
reasoning over the stored knowledge. Several reasoning strate-
gies exist, all of these with the general purpose of generating
new statements (implicit knowledge) based on predened RDF
statements (explicit knowledge). This inference process is
considered a pivotal feature of the RDF data model.

2.1.2 Labeled property graphs. Models based on LPGs also
use nodes and edges to represent the entities and relationships
between them in a directed graph. Unlike the RDF model, LPGs
allow for an internal structure for nodes and edges where
properties are modeled as key-value pairs. This approach is
closely aligned with object-oriented design (OOD) patterns,
where each object has a set of attributes that describe the state
of an instance. Furthermore, both components of the graph can
be labeled to organize data into a collection-like structure,
g six bioreactors with measurements associated to each of them. (B)
hree sampled measurements.

Digital Discovery, 2025, 4, 2401–2422 | 2403
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Table 1 Vis-à-vis comparison between resource description framework (RDF) and labeled property graph (LPG) data models

Aspect RDF LPG

Data model representation Subject, predicate, object triples Nodes, edges with properties and labels

Schema denition RDF schema (RDFS) and OWL No standardized schema (schema-less or
schema-exible)

Data format Uses standardized data formats (XML, Turtle,
JSON-LD)

Custom serialization based on the specic
database implementation

Data integration Easy integration with external data sources
using IRIs

No native data integration. A linked data
approach is viable

Graph storage and processing Does not support native graph storage or
processing

Supports native graph storage and native graph
processing

Reasoning Enables ontology-based reasoning, allowing for
inference to derive implicit knowledge

No native reasoning capabilities. Extra tools
needed

Scalability Vertical, focused on enhancing the hardware
capacity of a single server

Horizontal, oriented to increase the number of
servers through a distributed approach with
load balancing

Database implementation Allegro Graph, Blazegraph, Dgraph, Apache Jena Memgraph, TigerGraph, Neo4j

Query language SPARQL Gremlin, Cypher

Use cases/applications Semantic web, linked data, integration with
ontologies

Big data analysis, social networks, complex
graph traversal queries
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similar to classes in OOD. This results in a more compact,
intuitive and human-readable data representation.

LPGs lack a formal knowledge representation such as the
entity-relationship model for relational databases. While
several schema representations exist,47,48 most fail to provide
the required means to perform automated schema validation
and knowledge inference.

There exists a high number of graph database alternatives
that implement LPG data models. Neo4j is one of the most
popular49 open source system written in Java with native graph
storage capability. Native graph databases are designed with
specialized engines highly optimized to support graph work-
loads and built-in graph functions.50,51

In contrast to RDF, LPG do not have a unied query
language. However, there is an official standard known as graph
query language (GQL),52 which provides guidelines for data
manipulation and basic operations on property graphs. In the
case of Neo4j, the formal query language is Cypher,53 a declar-
ative language based on pattern matching. A comparative
summary of the two data models is provided in the Table 1.
2.2 Graph versus relational databases

The increasing complexity and volume of generated informa-
tion demand new approaches for its organization and pro-
cessing, especially in contexts where the relationships between
data are as important as the data themselves.

This challenge underscores the need to develop alternative
storage models to traditional databases, whose tabular
2404 | Digital Discovery, 2025, 4, 2401–2422
structure presents limitations in representing complex and
dynamic relationships.54 Although the term relational database
suggests that this type of system is inherently suited to handling
relationships, in practice, this is oen not the case, especially
when queries involve multiple relationships (or hops) across
tables, where both performance and semantic clarity tend to
degrade signicantly as more metadata are involved in the
answer.55

One of the main reasons for this limitation lies in the way
relationships are represented, which reduces their semantic
richness and can only be reconstructed through an additional
application layer. However, when relying solely on the database
structure, it becomes difficult for an AI agent to process and
interpret these connections effectively.

On the other hand, a graph database with native processing
capabilities using index-free adjacency can directly reference its
adjacent (neighboring) nodes, meaning that accessing rela-
tionships and related data is essentially a memory pointer
lookup.56 As a result, native graph processing time becomes
proportional to the amount of data processed, rather than
increasing exponentially with the number of relationships
traversed or hops navigated.

Consider a simple example in the specic domain of interest
where an experiment has only one responsible person. Fig. 2A
presents the two tables corresponding to the relational model,
in which the association is established through a foreign key
(FK). In this schema, the only way to infer the relationship
between Person and Experiment entities is through the property
name (IdResponsible) chosen arbitrarily by the database
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Comparison between relational and graph database models for
Person and Experiment entities with the Responsible association. (A)
Relational model for one-to-many relationship. (B) Relational model
for many-to-many relationship. (C) Graph database model.
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designer or developer. However, such representations are
insufficient for AI agents, as they lack the contextual richness
required for reasoning or inference. Extracting meaning from
a fragment of an attribute name provides little clarity about the
underlying relationship between entities.

To mitigate this, it is possible to explicitly design the rela-
tionship—typically in the case of many-to-many associations
—by creating a dedicated table to store the links between enti-
ties (Fig. 2B). In such a case, the semantics of the relationship is
preserved; however, retrieving the related data requires two
JOIN operations—links between tables—, which become
increasingly inefficient when navigating three or more rela-
tionship hops.

In contrast, Fig. 2C illustrates the same scenario modeled in
a graph database. In this approach, the Person and Experiment
entities are represented as nodes, and their relationship is
explicitly dened through a labeled edge that indicates the type
of connection. The use of these structures, like subject–predi-
cate–object in RDF triples, signicantly enhances the ability of
AI agents to reason over data. This representation not only
preserves the semantics of the relationships but also enables
more expressive and efficient queries, facilitating data analysis,
inference processes and contextual interpretation by both
humans and AI agents.
© 2025 The Author(s). Published by the Royal Society of Chemistry
3. Methodology

The main objective of the proposed approach is to drastically
increase experimental reproducibility, knowledge discovery,
and to foster the generation of FAIR data in SDLs. Achieving
reproducibility demands a comprehensive understanding of the
underlying experiment and its provenance. KGs are essential for
understanding the context of the experiment and through the
WMS, traceability of events and actions are also part of the
represented knowledge.

The foundation of the proposed data model lies in ensuring
data traceability at each stage of the experimentation process
and storing rich metadata, including hyperparameters in the
computational workow established to control the experiment
execution. Through the denition of a PG-schema, a common
structure is introduced for the storage of HTBD data, enabling
standardized data organization and supporting experiment
data interoperability.

By employing an LPG as a knowledge storage base with the
formal specication of its structure, the obtained data can be
enriched with semantic and descriptive metadata. This
contextual information provides a better understanding of the
experimental design and execution, thereby facilitating subse-
quent analysis and supporting the transfer of acquired knowl-
edge. As a result, the experimental data become AI-actionable,
which is an essential building block for explainable machine
learning models.

The use of a WMS to orchestrate the computational tasks
involved in execution control is imminent to achieve traceability
and enable reproducibility of SDL experiments. Furthermore, it
is not possible to ensure the identical conclusions between
repeated executions of the same experiment without storing the
specic input/output of each task as a timeline related to the
execution of the different steps including all the metadata
related to the decisions made by soware agents.

Apache Airow is employed as a WMS57 to handle the
execution of the tasks necessary to achieve a specic goal
throughout the experiment, creating the computational envi-
ronments required for each step by means of the instantiation
of docker containers.58,59 As shown in Fig. 3, the interaction
with robotic devices is carried out through the relational data-
base associated with the manufacturer's soware for these
devices.

This work addresses the formalization of a common schema
or vocabulary for the experiments in a robotic platform and its
control component, associated with the computational work-
ow implemented in parallel and directly integrated into the
graph database, more specically an LPG. To interact with the
database, a web interface has been implemented to facilitate the
access of different types of users to the knowledge stored, to
monitor the online progress of an experiment execution or to
query historical data.

The following subsections begins with a resume of the PG-
schema capabilities (Section 3.1), the data modeling process
with its different stages (Section 3.2), the formalization of the
PG-schema (Section 3.3), its subsequent prototyping in Python,
Digital Discovery, 2025, 4, 2401–2422 | 2405
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Fig. 3 Overall architecture. Apache Airflow interacts with the SQL database that coordinates laboratory devices, and stores data andmetadata in
Neo4j graph database with a property graph schema. A web application is included to configure the experiment, manage nodes metadata and
query the knowledge graph.
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and the integration with the Airow orchestrator and the web
interface (Section 3.4).
3.1 PG-schema

One of the most promising approaches for specifying a well-
structured LPG is the PG-schema formalism29 developed by
the Property Graph Schema Working Group of the Linked Data
Benchmark Council. This section provides a concise overview of
the formalism's capabilities.

In the context of relational and semi-structured data, the
denition of a schema typically involves two main components:
types and constraints. This structure is also applicable to graph
databases, and specially LPGs. Types dene the structure of the
data and the datatype for each element, including nodes and
relationships. Complementary, constraints, species a set of
rules to maintain data consistency and integrity.

In order to dene a schema, two alternatives are available:
and . In the rst option, a graph instance is

considered valid with respect to a schema if it is possible to
assign at least one type from that schema to each node and
relationship within the instance. In contrast, the keyword,
allows for creating nodes and relationship in the graph instance
without a formal type denition. Accordingly, a statement for
graph denition has the following structure:

To dene nodes and relationships, the ASCII-art formatting
is adopted: notation is used for node types specication, and
2406 | Digital Discovery, 2025, 4, 2401–2422
for edge types. Available datatypes for properties
are aligned with GQL standards, including , , ,

and . An example for dening two nodes and one
relationship has the following structure:

The clause indicates that a property is not
mandatory. Besides, the keyword allows nodes to have
additional properties. Notice that the modier also applies
to labels, enabling an additional and arbitrary label to be
assigned to a specic node. Multiple labels can be designated
using the &-operator. Extra features include abstract types,
which dene types that cannot be instantiated, and inheritance,
to reuse previously dened types.

The second component, although not always included in
denition languages, is nevertheless crucial: the specication of
constraints. Formally, a constraint is dened by the statement:

p(x) q(x, �y). Here, outlines the
expressed constraint using combinations of ,

, and keywords. Both p(x) and q(x, �y)
represent queries, with �y denoting the tuple (y1, y2, ., yn). The
keywords denitions are:
© 2025 The Author(s). Published by the Royal Society of Chemistry
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� : it is not possible to share one tuple �y by two
different values of x.

� : for every output x of p(x) there must be at least
one tuple �y that satises q(x, �y).

� : for each x there should be at most one �y that
satises q(x, �y).

It is possible to use the keyword inside a query to
describe what its output is about (Section 3.3). To simplify the
denition, an keyword is also available:

The following constraint statement exemplies the deni-
tion of a mandatory place of birth for a person, allowing at most
one city per person while emphasizing that a city is not exclu-
sive, as multiple individuals can be born in the same city:

Using these specications it is possible to dene participa-
tion constraints, denial constraints, key constraints, SQL-style
CHECK constraints, range constraints and other custom
constraints. For a deeper understanding of the formalism,
please refer to PG-schema29 and PG-keys.60
3.2 Data modeling process

Despite the absence of a unied schema for designing graph
databases,61 the data modeling process is generally standard-
ized and closely related to conceptual modeling in information
systems development.29,48 Both representations focus on estab-
lishing entities, their characteristics, and relationships between
them. The main difference among these processes lies in the
iterative nature of graph database modeling, which is essential
for rening its structure to align it with the specic domain. The
set of queries intended to be answered based on the database
Fig. 4 Methodology steps for data modeling and prototyping a graph d

© 2025 The Author(s). Published by the Royal Society of Chemistry
content denes how knowledge is going to be structured using
the data model.21,56

As show in Fig. 4, the rst step for the data modeling process
begins with a thorough understanding of the domain. This
stage encompasses requirements gathering from different
sources through activities such as interviews with stakeholders
directly involved in the experimentation process, reviewing
documentation of the experimental protocols, technical reports
and publications, and nally extracting data from existing
subsystems, storage, repositories and devices.62 The aim is to
capture and dene a common vocabulary for the most relevant
objects within the domain, thereby creating a knowledge base
that represents the data and its associated context (metadata).45

With knowledge acquisition and collaboration of domain
experts, it is possible to dene the competency questions,63 also
referred to in the literature as uses cases. The specication of
these queries is a key enabler for identifying the main entities
(nodes) and establishing connections between them. These
queries serve as a description of what the knowledge base is
expected to answer, therefore, constituting a testing indicator
for the generated data model as the main result of each
iteration.

The next step focuses on modeling the entities and rela-
tionships with their properties, generating an initial whiteboard
sketch of the data model. A graph data model by itself contains
no data, however, it is crucial as it denes the names for labels,
relationship types, and properties to be used when the graph is
created and instantiated by an external application.

The iterative cycle involves testing the generated model
against the dened questions. This requires creating an
instance model for the proposed nodes with dummy data, and
performing the corresponding Cypher queries to evaluate
effectiveness and performance. From this point, the iteration
resumes with new entities, relationships or properties added to
the data model to account for missing responses or partially
answered queries. Additionally, as the data scales, it may be
atabase.

Digital Discovery, 2025, 4, 2401–2422 | 2407
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Table 2 Competency questions divided in two categories. The first set
of queries refers to a single experiment whereas in the second to
multiple experiments. Fluo-RFP: red fluorescent protein; DOT: dis-
solved oxygen tension; run ID: refers to a set of parallel experiments

In reference to a single experiment:
#1 Which were the computational methods implemented to control

the last experiment performed?
#2 Who were responsible for the last experiment where the objective

was strain screening?
#3 Which values were used for the model parameters to calculate the

feeding prole in the h iteration of the workow for the
experiment with run ID 623?

#4 Which devices were used to analyze the samplings taken in the last
experiment performed?

#5 Which computational environment was used for the initial
parameter estimation executed in the experiment having the run ID
724?

#6 Which protocol was followed to obtain the acetate concentrations
from samples in the last experiment?

In reference to multiple experiments:
#7 From the last 5 experiments aimed at maximizing biomass, in

which bioreactors did the DOT measurements reach values below
20% for 5 consecutive samplings at any given time throughout the
cultivation?

#8 Which are the bioreactor and the experiment ID where the cell dry
weight (CDW) had reached the highest value in gram per liter using
the” E. coli BL21(DE3)” strain?

#9 Which experiments were controlled using the macro-kinetic growth
model published in the paper Anane et al.?64

#10 How many experiments did the person “John doe” perform as
responsible in the role “laboratory_experimentation”?

#11 Howmany bioreactors used strains containing the plasmid “pET28-
NMB2-mEFGFP-TEVrec-(V2y)15-His?”

#12 Which were the model-based state predictions variables at
induction time in the last two experiments preformed aiming to
maximize the product Fluo-RFP?
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necessary to carry out graph (re)factorization to achieve optimal
performance for the dened use cases.

The Neo4j database offers indexing capabilities to ensure
performance at query ltering. Therefore, it is important to
consider this potential, to reformat the graph for the next iter-
ation. When no more iterations are needed and a concrete data
model is achieved, the graph formalism with the correct data-
types for properties and constraints explicitly indicated
becomes the expected outcome of the complete data modeling
process.

The domain of this study has been extensively addressed and
discussed in Mione et al.,57 and is further elaborated here in the
case study presented in Section 4. The competency questions
derived from the domain analysis process are shown in Table 2.

These questions are categorized into two main types: there
are queries that can be answered based on data and metadata
from a single experiment, whereas other queries are designed to
extract knowledge from multiple experiments. It is considered
relevant to differentiate these groups, because the second group
of queries is considered transversal (as they traverse the entire
database) and provides a strong justication for the use of
graph databases over relational ones. This is based on the fact
2408 | Digital Discovery, 2025, 4, 2401–2422
that graph databases allow for ltering operations to be per-
formed directly with the database engine rather than through
data processing using a programming language as would be
necessary when using a traditional database.

The following entities could be identied from the list:
Experiment, Person, Objective, Bioreactor, Strain, Plasmid, Work-
owNode, ComputationalMethod, ComputationalEnvironment, Fee-
dingSetpoint, Measurement, ModelParameters, ModelState, Model,
Device and ProtocolTask. Furthermore, based on the protocols of
the experimentation process, two more entities were identied:
FeedingCong and InductionCong. The outcome of the data
modeling process which is needed to provide a formal denition
of the graph is presented in the next section.
3.3 Knowledge representation and formalization

The proposed schema for storing knowledge using an LPG is
dened through the data model presented in Fig. 5, by
following the guidelines established for a PG-schema and its
predecessor PG-keys, with the complete denition provided in
the schema.pgs le of the public repository.

It is essential to highlight that the main objective of the
presented model is to encompass the computational processes
carried out for controlling and monitoring automated experi-
ments. In the future, it should be extended to account for all
tasks and protocols involved in the experimental workow
execution,65 with special reference to the different microorgan-
isms and robotic devices available in a laboratory.

To begin with the formal denition, it is mandatory to
specify the name of the schema and the type of graph. In this
context, the type is selected to ensure that an instance of
this graph remains valid only if all its entities and relationships
can be associated to at least one entity type or relationship type
dened within the schema.

The Experiment node constitutes the rst denition, incor-
porating properties like the identier, start time, and duration
horizon with their units. In accordance with PG-schema
guidelines, the possibility of adding extra properties to this
node is indicated by the clause. Therefore, the initial
denition is structured as shown in Table 3.

Subsequently, six relationships are established to link other
entities with the Experiment. The rst one connects with the
Objective node and includes information about the name and
description of the overall objective of the experiment. The
second one, describes the relationship with a Person respon-
sible for its execution. Several relationships between Experiment
and Person may exist with different roles (property of the rela-
tionship), such as supervisor, modeler, planner, or others. The
schema formalization for these two relationships can be seen in
Table 4.

The third relationship corresponds to the general Fee-
dingCong proles in all the bioreactors that made up the
platform, specifying parameters like feeding pulse frequency,
minimum and maximum volume, substrate concentration, and
their units. Additionally, the InductionCong is stored in
a separate node where its conguration with the necessary
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Data model for a property graph schema.
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details is provided, including induction time, concentration
value, units, and stock used.

The h relationship links the Experiment node to the
Bioreactor node, detailing metadata about the Strain and the
associated Plasmid used in each of them, both represented as
linked nodes. Several bioreactors may be included in a single
experiment as the robotic platform allows for parallel
Table 3 PG-schema graph definition with one example node

© 2025 The Author(s). Published by the Royal Society of Chemistry
experimental processes. Finally, there is the “has_computatio-
nal_workow” relationship, which must initialize a Work-
owNode named “start” to begin the execution of an
experiment. This relationship may include several parameters
for workow denition, such as the number of iterations to
execute, start time of the rst iteration, time elapsed between
iterations and others. As execution progresses, nodes related to
computational tasks are dynamically attached to the graph
database, based on task dependencies specied in the compu-
tational DAG dened in Airow. To achieve reproducibility,
each WorkowNode is optionally linked with the corresponding
ComputationalMethod and ComputationalEnvironment. The
association of these nodes is not mandatory, allowing for the
denition of Airow empty operators, which perform no task, or
time sensor operators, which pause the execution for a specied
time window. As a result, these special Airow operators do not
require a computational setup to be designated.

In the specic case of closed loop experimental re-design
operation, four special nodes are identied as outcomes of
Digital Discovery, 2025, 4, 2401–2422 | 2409
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Table 4 Examples of PG-schema relationships
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each applied computational method and subsequently con-
nected to the workow node executed. The rst node, called
ModelParameter, indicates the results obtained from the model
parameter adjustment process as new measurements are
received from sample processing; the second node, ModelState,
stores the states predicted at different times by the model for
each bioreactor until the end of the experiment; the third node,
FeedingSetpoint, is obtained for each bioreactor during the
optimization task which is part of the experiment redesign
pipeline; and lastly, newMeasurement nodes for each bioreactor
are processed and dynamically added to the graph, specifying
the ProtocolTask followed and the Device used. The ModelState
and ModelParameters nodes are associated with the corre-
sponding Model node, which contains the properties name,
description, and optionally the digital object identier (DOI).

For this type of graphs, all relationships are unidirectional. If
a bidirectional representation is required, two separate rela-
tionships with opposite directions between the same pair of
nodes must be created.

Several formalized constraints according to the adopted
guidelines are presented in Table 5. These encompass keys,
cardinalities and other specic requirements including the
mandatory assignment of the name “start” to the task_id
property of the rst node in the workow.

As mentioned before, the main contribution of this scheme
focuses around the computational workow used to control the
execution of an experiment, predominantly expressed through
the recursive relationship “dependency” on WorkowNode
entity. For a more comprehensive understanding of the data
model, Fig. 6 presents the instance model generated with
limited test data for the aforementioned use case, covering
Table 5 Examples of PG-schema constraints

2410 | Digital Discovery, 2025, 4, 2401–2422
three iterations of the same control process. The image depicts
a detailed view of the primary computational tasks executed by
the workow nodes, illustrating the corresponding nodes for
each task type (extensively detailed in Section 3.4.3).

The complete denition of the proposed model can be
adapted, as its formulation is open. Other researchers may also
extend this model using the clause, which allows them
to inherit the existing formalism while also enabling the
rewriting of current formulation in the data model or the
incorporation of new entities and relationships associated with
the laboratory facilities involved and its specic experimental
domain.

3.4 Implementation and prototyping

To validate the designed scheme, a Python prototype was
experimentally implemented for an specic HTBD scenario at
the KIWI-biolab, Chair of Bioprocess Engineering, TU-Berlin.
The implementation, the subsequent integration with Airow,
and the web interface created to interact with the corresponding
knowledge base are detailed in the following subsections.

3.4.1 Neomodel classes. An instance of the proposed PG-
scheme is implemented using the Neomodel library, which
serves as an object graphmapper (OGM) for the Neo4j database.
This tool is built based on the official Neo4j Python driver and
enables the denition of the classes (nodes), their properties,
relationships, cardinalities, and other constraints involved in
the data model. This subsection describes the created knowl-
edge base, which can be fully accessed from the model.py le in
the public repository.

The use of the OGM facilitates the interaction between the
programming language used and the graph database, making it
more accessible to developers.66 The queries can be executed
using Python's language style, resulting in data structures
known as Python objects. When CRUD (create, read, update and
delete) operations are executed, the OGM ensures data consis-
tency based on the dened model, allowing the action to
proceed without requiring any additional methods to be
implemented. These features introduce an abstraction layer
that provides a database-agnostic API. However, there are
instances where queries become highly complex and cannot be
performed through this Python-based interface.54 In such cases,
the library incorporates the capability to run Cypher queries for
large volumes of data, using the database's native language to
handle these requests more efficiently compared to the OGM
alternative.

It is important to note that not all properties dened in the PG-
schema are present in the current implementation, as some
attributes were designated as optional. Additional attributes can
be added to certain classes that have room for their inclusion.
This also applies to the dened constraints, which cannot be fully
implemented explicitly due to limitations of the adopted library.
For instance, the denition of the rst WorkowNode with the
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Instance model detailing a single iteration of the computational workflow.
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task_id attribute labeled “start”, or the relationship of the same
node to a single resulting type (Measurement, FeedingSetpoint,
ModelState, or ModelParameter). These limitations are present at
themodel denition layer, but to fully enforce the PG-schema, the
safeguard implementation was included in the code.

Furthermore, with the aim of simplifying the implementa-
tion, the violation of constraints is not managed on the soware
side. Only unique identiers violation are considered, and in
cases where duplicates exist in the database, a random number
is concatenated, and the event is logged into the WMS. This log
can then be reviewed and managed by an administrator
through the web interface.

To achieve portable and reproducible development, docker
is used to create the instance of the Neo4j database with the
official image, and an extra container to execute the Neomodel
library. Both environments are dened as services in the docker-
compose.yml le of the repository.

The denition of the class and the
relationship are presented as an example

of the implementation. To dene a new node class, the
© 2025 The Author(s). Published by the Royal Society of Chemistry
Neomodel class—or if
it allows for additional unmodeled attributes— should be
extended. Subsequently, its properties are dened according to
the datatypes supported by the library, including

, , and
. Within the denition of each property,

certain parameters can be specied to denote constraints
dened in the schema, such as uniqueness (unique_index),
mandatory status (required), or enumeration (choices).

Edges can be declared within the node using the
keyword, specifying the destination node class

(remembering that relationships are directed) and the rela-
tionship name. Aerwards, it is possible to establish the
cardinality constraints as a parameter of the relationship,
including , , , or . If the
relationship has its own properties, a new object must be
dened by extending the class and specifying
the attributes and datatypes, similarly to node properties. In
Table 6, relationship includes the role
Digital Discovery, 2025, 4, 2401–2422 | 2411
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Table 6 Neomodel code for the experiment node definition and
a relationship with a Person
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attribute, and it is added as a model parameter of the dened
relationship.

3.4.2 Apache Airow integration. Once the PG-schema and
its implementation are dened, their integration with Airow67

is needed. The information obtained during planning and
execution of an experiment must be automatically and
dynamically stored in Neo4j, either from the different les
generated during the process (see Mione et al.57) or from the
initial conguration dened before the experiment is executed
(metadata.yaml).

With a focus on automation and controlled execution
through the computational workow, different methods are
dened for storing data and metadata in a graph database. The
main structure is implemented through specic Airow call-
backs, invoked upon different events during the execution
lifecycle of a node (Fig. 7). The four main events that trigger
these callbacks are detailed below:

� on_execute: represents the creation event of a node. The
function dened in this callback will be executed whenever
a given node's virtual environment is created, prior to the
execution of its specic task. It receives the node instance
context as a parameter, including predecessor tasks, initial
state, node type, task name, start execution time, and other
details.

� on_success: represents the successfully nished event of
a node. The callback dened for this event will be triggered only
if there were no errors during the entire execution of the node's
specic task. Similarly to the other dened events, it receives
2412 | Digital Discovery, 2025, 4, 2401–2422
the node instance context with all its information. Additional
entities are created within the graph database as a consequence
of the successful execution of the task (detailed on Section
3.4.3).

� on_failure: represents the event of an interruption of the
node execution due to an unsolved error detection. It receives as
parameters the node instance context and details of the asso-
ciated error. No additional entities are generated in the KG due
to inconsistencies in the computational method.

� on_retry: represents the event of a new execution call for
a given node due to a detected failure. This event will be trig-
gered if and only if this option is enabled for such node.

Each callback invocation demands some execution time
within the node. Consequently, if this task takes an unreason-
able time, it could signicantly affect the metadata collected
regarding the node's execution time. However, any failure in
these callback functions will not impact the normal processing
of the node's specic task.

The execution of the task begins with the dispatch of the
Airow executor, initiated by the scheduler. An instance of the
corresponding node (operator) is created, usually a docker
container or a Python virtual environment for executing simple
computational tasks. At this point, the rst callback, on_execute,
is invoked. This callback is responsible for adding initial
information of the node into Neo4j, including start time,
execution status, task name, and other details. Additionally, it
assigns the precedence relationships of tasks dened in the
corresponding DAG for the computational workow, based on
the information received in the callback context. Subsequently,
execution is returned to the node instance to perform the
designated task. If an error occurs, an on_failure callback is
invoked to record the end time, the failure status, and save an
error message in the node's properties. On the other hand, if no
errors occur, these parameters are recorded in the on_success
callback, along with the corresponding ”successful” status.
Whenever the node has a retry parameter dened, this value is
recorded in the graph database, and the retry count is incre-
mented by one for each attempted execution. The partial start
time of each attempt is stored in a dictionary to compute the
total execution time of the node across its successive trials.

This approach is particularly suited for the type of experi-
mentation addressed in this work, where experiment control is
executed at intervals of several minutes (10, 30, 60 minutes,
etc.), rather than in real time. If adaptation for real-time oper-
ation is required, it could similarly be implemented in the WMS
using Apache Airow and the PG-schema with Neomodel.
However, an additional communication layer with IoT (internet
of things) devices would be needed, using Redis, MQTT, or
another message broker specically designed for such connec-
tions, while maintaining parallel communication with theWMS
and Neo4j. The PG-schema and Neomodel implementation can
be extended to incorporate these new data structures based on
the data model presented in Section 3.3.

3.4.3 Computational execution nodes. Graph database
entities are generated dynamically as the Airow execution of
the computational workow progresses. Additional information
can be added based on the successful completion of the task,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 Sequence diagram for the integration of Apache Airflow callbacks with Neo4j.
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depending on the computational method executed. The specic
details are outlined below:

� Start node: this is an empty node, meaning it does not
perform any task; rather, it serves as an execution trigger for
each dened workow. At the end of the dummy execution, the
on_success callback loads themetadata.yaml le, which contains
information about the DAG denition and experimental meta-
data. Data related to the DAG is stored as properties of the
relationship between the experiment and the initial workow
node instance in Neo4j. The remaining data includes details
about the duration of the experiment, feeding and induction
congurations, people who are responsible for planning and
executing the experiment, the objective, the denition of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
bioreactor groups with the corresponding strains and plasmid
used as well as the specications for the computational
methods implemented to control them. All of these metadata is
stored at the beginning of the Airow execution to associate the
generated dynamic data with these prior metadata.

� Get measurements: this method queries the relational
database linked to the robotic devices soware in the labora-
tory, where information is stored upon completion of analytical
sample processing. Therefore, it is responsible for retrieving
these new measurements for some state variables and creating
the corresponding nodes for each of them.

� Parameter re-estimation: as a result of completing this
specic task, different nodes for all model parameter types are
Digital Discovery, 2025, 4, 2401–2422 | 2413
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created, with properties indicating the type of parameter and
the assigned value. These nodes are associated with the work-
ow node entity in the corresponding iteration to achieve
traceability of model changes.

� Online redesign: several nodes descriptive of the feeding
prole used for each bioreactor are obtained by solving an
optimization problem implemented through this method. Each
node includes properties for the corresponding time and
feeding concentration volume for each pulse of the fed-batch
step until the end of the experiment.

� Model state predictions: at the end of this task, nodes cor-
responding to model state predictions for each bioreactor are
generated. Each node includes the type of measurement, the
future time for the prediction, and the predicted value until the
end of the experiment.

The implementation of the class to dene all the available
callbacks can be found in the helper.py le, and its corre-
sponding invocation is included in the denition of each
Airow node.

The current implementation considers a specic set of
Airow nodes; however, the architecture is designed to be
extensible. Future expansions may include additional tasks,
such as a data preprocessing module. Given the heterogeneity
of data sources, arising from diverse devices, sampling
frequencies, and analytical techniques, a preprocessing layer
within the WMS could serve to standardize data structures.
Furthermore, an AI-driven agent could be employed to learn
from available measurement types and calibration settings,
enabling functionalities such as outlier detection, value
normalization, and automated inference of measurement units.

3.4.4 Web interface. Databases, regardless of their internal
structure, present an access barrier to stored information or
knowledge for individuals who lack the skills to use the asso-
ciated query languages.68 To address this issue, a web interface
has been developed to facilitate interaction with a graph data-
base for users who are not sufficiently procient in the eld. In
Fig. 8, a welcome dashboard with some information as
a summary of metadata previously loaded or past experimental
data is presented.

This interface allows users not only to query and retrieve the
necessary data for their analysis but also to add extra metadata
to certain entities. By employing a linked-data approach, users
can add references that enrich the information characterizing
an entity in the graph database. For instance, it is possible to
add the DOI of a reference article where a mathematical model
used for process simulation was dened, or the URL of
providing the technical specications for a particular robotic
device.

The interface manages several entities related to experi-
mental and computational workows, including Objective,
Person, Strain, Plasmid, Device, ProtocolTask, ComputationalMe-
thod, and Model. By properly managing all these entities, the
execution of a specic computational workow is linked to the
corresponding metadata. The conguration of the experiment
can be predened through a semantically structured section
2414 | Digital Discovery, 2025, 4, 2401–2422
that allows users to select and dene groups of bioreactors, each
one involving a particular strain, or controlling them using
a specic computational algorithm, or specifying the different
people responsible for the experiment in their respective roles.
The result of the process is the metadata.yaml le needed by
Airow to start the execution.

By incorporating information provided by human sources,
such as experimental design, congurations, conclusions, and
other manually added metadata, knowledge transfer from
humans to AI agents is enabled. Conversely, through the use of
graph visualization tools, combined with the presented schema,
knowledge transfer in the opposite direction is also facilitated.

Several commercial and freeware data analysis tools allow
Neo4j to be integrated either as an embedded web interface or
as an external application. Examples include Neo4j Bloom,69

ThornViz,70 and KeyLines.71 These tools enable users to navigate
and explore the knowledge base, identify relationships between
data points, and perform visual comparisons over the schema
within the graph, without requiring the implementation of
Cypher queries. This type of analysis is not feasible with rela-
tional databases, where information can only be retrieved
through explicit SQL queries in a tabular format.

In this work, the integration of an external visualization tool
into the web interface is le for future development. Never-
theless, as shown in the Results (Section 5), a visual interface
included by default in the standard installation of Neo4j is used.

The web component was developed using the Python Flask
framework,72 and the Datta Able Flask template to enhance
visual implementation and user experience. Information gath-
ered from the web sessions and authentication were fully
implemented within Neo4j, thus integrating FlaskLogin with
the scheme created in Neomodel, without the need for any
additional database. For a complete description of the func-
tionalities and associated source code, please refer to the web
folder in the public repository.
4. Case study

This section discusses the instantiation of the PG-schema and
the prototype developed through an in silico case study that
emulates an experimental setup used at the KIWI-biolab at TU-
Berlin.3 The study involves the simulation of robotic devices and
their connection to the SQL database for an initial testing phase
of the PG-schema. Notably, the WMS has already been tested in
real fully automated experiments with three different algo-
rithms running in parallel,57 a groundbreaking achievement
that provided crucial insights. Based on this experience and
learning, the concept of LPGs has been developed and tailored
to overcome the previous limitations.

Furthermore, while the current study relies on in silico data,
it closely mirrors real experimental conditions, incorporating
noise in both the measurements and the sample values of
variables of interest. The use of an emulator ensures that the
developed system can be seamlessly tested in a real experi-
mental setup, validating its applicability in a real world
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Web interface with a welcome dashboard.
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scenario. To replicate the dynamics of a fed-batch experiment,
a bioreactor model for E. coli cultivations is employed (based on
the ones presented in the literature73). The simulation frame-
work is designed to support parallel experimentation with 24
mini-bioreactors (MBRs), arranged in 3 columns and 8 rows.
This framework includes a MySQL database replica from the
robotics device soware, enabling the WMS and the graph
database to interact with the experimental platform in a stan-
dardized manner, whether in simulation mode or during a real
HTBD experiment. The emulator reads the prole setpoints for
each MBR from the SQL database and using the current esti-
mated states of the bioreactors, simulates the subsequent steps.
The simulated data are then stored in the SQL database to
ensure readiness for WMS processing.

The parameters of the model used in the emulator are
chosen based on data from previous experiments, and the
overall experiment duration is set to 16 hours. Different initial
glucose concentrations are assigned to theMBRs, four groups of
six MBRs are then dened, each one controlled in a closed-loop
conguration.

In the emulator's experimental setup, dissolved oxygen
tension (DOT) measurements are sampled online every 2
minutes, while biomass, glucose, acetate, and the red uores-
cent protein (Fluo-RFP) product, are obtained at-line every hour.
This setup simulates the real behavior of the robotic platform,
in terms of sampling constraints and analytical processing
delays. Each MBR column is sampled every 20 minutes due to
task scheduling constraints of the robotic facility, requiring
a total of 60 minutes to complete processing of all samples
taken from different MBRs. The subsequent at-line analytical
processing takes an additional 60 minutes, resulting in the rst
measurement being written in the database 2 hours aer the
© 2025 The Author(s). Published by the Royal Society of Chemistry
experiment has begun. Feeding pulses are scheduled every 10
minutes, with a concentration of 200 g L−1 and a minimum and
maximum addition volume of 5 mL and 150 mL respectively,
starting upon the event of total glucose consumption is trig-
gered, depending on the initial glucose level in each specic
MBR. Finally, the induction time is set to occur aer completion
of the batch and fed-batch phases at 10 hours for all MBRs with
a concentration of 5 mM.

The computational workow begins with the rst feeding
prole calculation at time zero. Iterations are initiated aer 2
hours when measurements become available, with subsequent
iterations occurring at one-hour intervals. Each iteration starts
by querying the SQL database to retrieve new measurements.
This new data is used to update the model parameter distri-
butions for each MBR group using the Variational Bayesian
Analysis toolbox.74 The model controlling the operation is the
same as the one used by the emulator, but the exact parameter
values are considered unknown. Thus, wide prior distribution
are used for the model parameters and the initial states. As new
data become available during each iteration, the model
parameters are updated to better describe the bioreactors
operation. Based on the posterior distributions of these model
parameters, a new feeding prole is computed by solving an
optimization problem, and it is immediately stored in the SQL
database. Finally, the remaining part of the experiment is pre-
dicted by propagating the current states using the model and
the newly computed feeding strategy for each MBR.

In order to obtain the feeding proles, an objective function
has to be dened. During the early stages of process develop-
ment, the information content of the experiment is deemed very
important. Generating different biomass proles (which
involves having different growth rates) for the MBR is a good
Digital Discovery, 2025, 4, 2401–2422 | 2415
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proxy for information content and is an interesting goal for the
experiment. However, important constraints have to be
considered to ensure experimental conditions that are relevant
for industrial scale. For example, a DOT value above 20% during
throughout the complete experiment is typically considered
necessary in aerobic cultivation processes. Thus, the optimiza-
tion problem to be solved is the maximization of the distance
between biomass proles while maintaining the concentration
Fig. 9 Results obtained from an experiment simulation with 24mini-biore
orchestrating computational workflows for eachMBR group. (B) Web inte
and experiment monitoring tool. (C) Experimental results for one MBR g
(left) and the exploration of the domain with different feeding profiles (
nodes, followed by the first iteration capturing fourmeasurements per MB
shown due to its high-frequency sampling. Color references for each en

2416 | Digital Discovery, 2025, 4, 2401–2422
of DOT above the established threshold. By these a compre-
hensive exploratory experiment over the viable domain space of
physiological conditions is designed.
5. Results

Results obtained from a single experiment simulation are
illustrated in Fig. 9. The execution scheduled through Airow
actors (MBRs) organized in four equal-sized groups. (A) Apache Airflow
rface showcasing two screenshots: experimental design generation tab
roup, depicting violations of the DOT measurement constraint of 20%
right). (D) Neo4j Knowledge Graph timeline, beginning with the initial
R, and concludingwith 80measurements per MBR. DOT values are not
tity are on the right-hand side.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 7 Results obtained from a single experiment simulation,
detailing the number of instances generated for graph nodes and
relationships

Node Instances

FeedingSetpoint 30 600
ModelState 16 200
Measurement 13 440
ModelParameter 1288
WorkowNode 443
ComputationalEnvironment 116
Bioreactor 24
ComputationalMethod 4
Person 3
Others 9
TOTAL 62 127

Relationship Instances

Calculates 30 600
Feeds 30 600
Part_of 17 488
Predicts 16 200
Prediction_for 16 200
Sample_from 13 440
Gets 13 440
Dependency 442
Executes 232
Others 1486
TOTAL 140 128
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(Fig. 9A) is stored in the Neo4j KG. The timeline of the executed
computational workow, the time spent on each task, and the
specic outcomes are available for inspection. This enables
complete traceability of the computational control imple-
mented for the experiment, ensuring full reproducibility.
Monitoring the experiment execution through the web platform
and a tab for generating the experimental design are shown in
Fig. 9B, where real-time lters can also be applied to focus on
the measurements related to certain bioreactors.

The plots illustrating the experimental results (Fig. 9C)
highlights how the different feeding proles for the rst group
of six MBRs explore the action space of the domain, maximizing
the distances among state trajectories. Due to the delay caused
by the analytical methods, the model and the optimizer are
always using data from one or two hours before, which may
result in a mismatch between the predictions and the real
values. This is particularly challenging for the optimizer,
leading to occasional violations of the DOT constraint in certain
MBRs. Once new data is available, the feeding proles are cor-
rected and the constraints are hopefully fullled for the rest of
the experiment.

In Fig. 9D, the evolution of the Neo4j KG is illustrated as
successive executions of the computational workow advances
over time. New nodes are generated to store information gathered
from the samples taken, indicating properties and relationships
for each of them, thereby ensuring FAIR data generation. This
specic case study depicts the sequence of measurements ob-
tained, excluding DOT values due to high-frequency sampling,
involving a total of 11 520 nodes for this variable type. Once the
last iteration has been completed, the 24 MBRs have each accu-
mulated 80 samples of the corresponding state-related
measurements. One single experimental run of 24 MBRs over
16 hours cultivation time gives rise to a total of 62 127 nodes and
140 128 relationships, classied as shown in Table 7.

These results underscore the critical role of relationships in
data, effectively doubling the number of nodes instances required
to represent knowledge. Metadata in the form of relationships are
not clearly represented within a relational database approach, as
used by platforms like ChemOS or ESCALATE. This limitation
prevents the generation of AI-ready data and reduces the potential
for applying inference processes in knowledge discovery.

To demonstrate the exploratory analysis capabilities of the
proposed PG-schema and the power of graph databases, a Cypher
query was executed to analyze the knowledge captured regarding
DOT constraint violations (a measurement going below 20%).
Initial plot-based results (Fig. 9C) indicate that two MBRs have
breached this constraint at least once, including the MBR iden-
tied as #19441. Additionally, a deeper analysis provides detailed
insights about the timing (WorkowNode) when the controller
detected the violation and the corrective actions taken to adjust
the feeding prole for the affected MBR. These ndings are
shown in Fig. 10, where the violation was detected aer 11 hours
of experimentation. The corresponding node, identied as
“get_measurements_10”, marks the detection event, and the
adjusted feeding prole is represented as a time vector in seconds
along with the cumulative feed volume.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Neo4j provides several engine-level functions, one of the
most notable being vector similarity, which is widely used in
recommendation systems. The comparison relies on the
Euclidean distance function, which outputs a oating-point
value between 0 and 1: values close to 1 indicate strong simi-
larity, while those near to 0 represent signicant differences. In
this work, this feature is particularly valuable for comparing
a feeding prole applied to a MBR against a reference feeding
prole, specically the mean one between all observed proles
for that group.

The primary objective of this similarity-based analysis is to
identify a feeding prole that maximizes product yield (Fluo-RFP)
at the end of the experiment, near the mean values of all applied
proles for that group. The evaluation metric is computed as the
product of the similarity score and the nal Fluo-RFP concen-
tration. Fig. 11A presents the corresponding Cypher query and
Fig. 11B shows the table results, displaying the MBR ID, the
achieved product yield, and the computed comparison values,
sorted in descending order. In particular, the MBR with ID
#19425 achieves the highest comparative score. However, it is
important to highlight that while the MBR with ID #19441 attains
the highest product yield, its feeding prole signicantly deviates
from the reference prole (Fig. 11C).

A comparison between a relational database (MySQL) and
a graph database (Neo4j), including a brief analysis focusing on
performance and query syntax can be found in the ESI† le,
which relies on a database populated with 400 experiments,
each containing 24 MBRs.
Digital Discovery, 2025, 4, 2401–2422 | 2417
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Fig. 10 PG-schema exploratory analysis from graph database results. (A) Cypher query identifying the moment when controller detects the first
DOT constraint violation and the corresponding corrective action. (B) Graph representation of the query results, illustrating the association
between the computational workflow of the controller, the DOTmeasurement, and the 85 nodes representing the adjusted feeding setpoints for
the mini-bioreactor with ID #19441. (C) Tabular results displaying the identifier of the computational node responsible for detecting the DOT
constraint violation, the experimentation time at which the node was executed, and the adjusted feeding profile, represented as a time vector in
seconds along with the cumulative feed volume.

2418 | Digital Discovery, 2025, 4, 2401–2422 © 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 11 Use of Neo4j engine-level functions for similarity-based analysis. (A) Cypher query leveraging vector similarity functions to compare
a reference feeding profile, defined as the mean observed profile, with all the applied feeding profiles for the group of mini-bioreactors (MBRs).
The final comparative score is computed as the product of the similarity value and the Fluo-RFP concentration at the end of the experiment. (B)
Table presenting the results obtained, highlighting theMBRwith identifier #19425 as the one that achieves the highest comparative value. (C) Plot
using a color scale to indicate the comparative value and the mean profile.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
Ju

ne
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

0/
27

/2
02

5 
12

:0
6:

37
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
6. Concluding remarks

The use of graph databases as exible storage for both data and
metadata has proven to be fundamental in enabling autono-
mous knowledge discovery and data analysis across various
domains. In the context of HTBD, the generation of a KG to link
experimental data with the corresponding metadata based on
the proposed PG-schema is considered a cornerstone for
deploying powerful and scalable SDLs.
© 2025 The Author(s). Published by the Royal Society of Chemistry
The proposed PG-schema has been designed based on the
integration of an experimental-computational workow chore-
ographer (Apache Airow) with a graph-based database engine
(Neo4j) that use property graphs as semantic models. This
allows for comprehensive digital encoding of all relevant met-
adata about devices, protocols, computational methods,
strains, process conditions, models, soware versions and
hardware congurations. The case study presented demon-
strates that the redesign of feeding rates is aligned with the
Digital Discovery, 2025, 4, 2401–2422 | 2419
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experimental objective established, with all metadata captured
in the KG, thus fostering AI-Ready data.

The decision of resorting to Airow and Neo4j platforms
were driven by their open-source nature, scalability, and the
robust support and comprehensive documentation provided by
their development teams. Still, no generality or exibility has
been compromised through the use of both Airow and Neo4j,
since the framework leverages the use of Docker containers to
dene all tasks involved in the computational workow,
enabling migration with minimal modications to the DAG
denition. Similarly, for Neo4j storage, it is possible to integrate
callbacks with a new framework or reuse the PG-schema with
another graph database implementation.

This study underscores the importance of having a well-
structured PG-schema for gathering metadata and represent-
ing real-world constraints, as exemplied by its application to
autonomous robotic facilities. The schema's versatility,
however, extends beyond this context; it is open and can be
adapted for use in different domains or laboratory environ-
ments such as drug, chemistry and materials discovery as well
as autonomous hypothesis testing. The computational work-
ows can also be modied to collect metadata from various
types of experimentation or executed using different computa-
tional environments, such as cloud-based or high-performance
distributed computing. An interesting avenue for future devel-
opment would be the incorporation of dynamic agents capable
of evolving the schema over time.

The integration of the proposed platforms, presents a robust
foundation for FAIR data generation in bioprocess development,
contributing to achieve SDLs and enhancing machine action-
ability for autonomous knowledge discovery. Furthermore, with
the rise of large language models and their capability to retrieve
information from diverse knowledge sources, this PG-schema
facilitates the adoption of such technologies, enabling natural
language queries to the graph database. By semantically labeling
entities and relationships, future projects can readily incorporate
this functionality, which opens up a promising avenue for further
developments in autonomous experimentation.

Data availability

In the GitHub repository https://github.com/fmione/Property-
Graph-Schema (DOI: 10.5281/zenodo.15610711) a detailed
step by step guide to deploy the project and reproduce the
results and analysis is presented. In addition, screenshots of the
web interface and queries for the graph database are included.
This comprehensive documentation aims to facilitate the
reproducibility of the methodology presented for the PG-
schema in a HTBD scenario.
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