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As the complexity of solid-state nanopore experiments increases, analysis of the resulting electrical signals

to determine biomolecular details becomes a challenge. State of the art techniques for this task perform

poorly when transient signal characteristics approach the bandwidth limitations of the measurement

electronics. In this work, we address this challenge through an algorithm, called Nano Trees, for fitting

piecewise constant functions. Nano Trees leverages machine learning algorithms to provide fits to the

noisy piecewise constant data that is characteristic of nanopore ionic current signals, producing accurate

fits on transients as short as twice the rise time of the measurement system. We demonstrate the

performance of our algorithm on several real and synthetic datasets. These findings underscore the

generalizability and accuracy of this approach in the regime of fast molecular translocations.
Introduction

Nanopores are nanometer-scale holes in thin dielectric
membranes similar in size to a single molecule of protein or
DNA. They operate in a conductive solution by sustaining
a steady ionic current under the inuence of an applied voltage,
which is transiently blocked when a biomolecule translocates
the pore. By studying the duration and depth of the blockage, as
well as the patterns in the current blockage signature, one can
determine the physical properties of that molecule, such as size,
shape, orientation, folding, and branching.1–5 Nanopores are
used for various molecular detection applications, including
DNA sequencing,6 detection of biomarkers of disease in clini-
cally relevant biouids,7–12 and decoding of digital information
stored in molecular carriers.12,13 However, interpretation of
these complex signals is a challenge.

The problem of tting noisy piecewise constant data is
ubiquitous, appearing in many scientic elds aside from
nanopore analysis. For example, the same problem appears in
the analysis of anomalous network traffic14,15 and neuronal
activity patterns.16,17 Effective techniques to analyze this type of
signal have the potential to be generally useful beyond just
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nanopore science. Nanopore analysis tasks involve the catego-
rization of signals, for example, to recognize a rare target
biomolecule signature from a complex mixture. Solid-state
nanopore data oen suffers from issues arising from the
speed of molecular translocation, causing important signal
features to be distorted by the rise time of the measurement
electronics.18 Present analysis methods oen struggle to classify
and identify molecules due to the fast kinetics of molecular
passage compared to available measurement bandwidth and to
their associated inability to accurately characterize fast tran-
sient signals.18,19 Currently, the need for nanopore data analysis
is served by a varied patchwork of techniques, many of which
are specic to a single experimental context, such as
basecalling20–22 or event classication.23 The lack of a framework
that standardizes the general analysis case has led to differ-
ences in statistical treatment and makes quantitative compari-
sons between labs challenging. There is, therefore, a need for
a method that can be readily adjusted to work effectively across
multiple molecular targets and nanopore types.

While numerous methods have been proposed over the
years, only a few can t an arbitrary number of piecewise
constant sublevels away from the baseline within a noisy and
bandwidth-limited nanopore signal, and/or categorize events by
type through recognition of patterns encoded in the sublevel
structure. A commonly used class of methods involves varia-
tions on the Cumulative Sum (CUSUM) algorithm.24–26 This
algorithm18,19,27 assumes that the signal to be analyzed is
a piecewise constant signal overlaid with Gaussian-distributed
noise (though it can be generalized to other noise distribu-
tions)17 and iteratively applies a modied t-test to each new data
point to determine the likelihood that the local mean has
undergone a step change of known magnitude. Like most
Digital Discovery, 2025, 4, 1743–1750 | 1743
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nanopore analysis frameworks, CUSUM performs poorly when
tting transients that are short compared to the response time
of the measurement system,19 leading to miscalculations of
sublevel duration and blockage depth when transients are faster
than 4 times the rise time of the system, or missing them
entirely. Data clustering algorithms, like DBSCAN24 (density-
based spatial clustering of applications with noise), have also
been used to get an initial guess of the number of sublevels,
detect abrupt changes, and then iteratively checked against
their adjacent levels to see if they are sufficiently apart
compared to a user-dened threshold, otherwise merged.25

An alternative to probabilistic sublevel tting is to use an
approximation to the transfer function of the measurement
system to extract the underlying signal from the distorted
measurement. The Adaptive Time-Series Analysis (ADEPT)
algorithm18,19,28,29 ts a linear sum of exponential step functions
Fig. 1 (a) a schematic diagram of a mockmolecule of varying thickness tr
this molecule without noise and with infinite measurement bandwidth. (
electronics, using the prediction from.19 (d) The signal that would be prod
level of distortion of a noiseless step function arising from bandwidth lim
resolution limits of the measurement system, with rise time set to 5 samp
Adapted with permission.18

1744 | Digital Discovery, 2025, 4, 1743–1750
over the event to determine the position of individual sublevels
using standard nonlinear tting techniques. This algorithm
works under the assumption that the nanopore operates as
a simple RC-equivalent circuit and that the rate-limiting factor
that dominates the signal distortion is the response time of the
measurement electronics, an assumption that breaks down
when the signal is subjected to heavy ltering that can result in
the time-response of the lter dominating that of the RC
response.18 While quite effective for events with a relatively
small number of well-separated sublevels (typically just one or
two), the use of nonlinear tting over many parameters (3
independent parameters for each sublevel) means that the
algorithm performs increasingly poorly as events get more
complex and oen suffers from difficult-to-debug numerical
errors that result in rejection of valid events. Moreover, because
an estimate of the number of sublevels needed for tting is
anslocating a nanopore from top to bottom. (b) The signal produced by
c) The signal produced by this molecule, considering finite bandwidth
uced by this molecule overlaid with systemic noise. (e) Examples of the
itations as the duration of the translocation approaches the temporal
les and event durations of 20, 4, and 1 times the rise time, respectively.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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a required input to the algorithm, the same challenges with
respect to heavily distorted sublevels exist. This approach was
recently extended using more general functional forms.6,27,30–32

The approach suggested by Lucas et al.30 is a statistical approach
for characterising short-lived events, but it is not clear from
published data how well it generalises to multi-step events.
Another algorithm is presented by Gu et al.31 uses second order
differentials to extract blockage states from single level events,
but generalization to multi-step events is not demonstrated.
CUSUM+ is widely used as the basis for event tting in other
packages and is chosen as the main point of comparison for the
algorithm developed in this work. Other approaches to tting
signals to nanopore data have been developed,27,30,32 but all
suffer from challenges when considering short transients
approaching the response time of the measurement electronics.

In this work, we present a framework to improve tting and
characterization of nanopore signals that contain fast transient
events, showing excellent t accuracy down to twice the system
response time. We also present a framework for optimizing
tting parameters, which we anticipate will assist with the
standardization of statistical analysis of complex nanopore
signals across different experimental contexts. Results of this
optimized tting can help with the task of categorizing nano-
pore events in mixed samples.33 A representative example of
a nanopore signal undergoing a step change as a result of the
translocation of two mock molecular states is depicted in Fig. 1.
The conceived molecule generating such a two-state signal is
illustrated in Fig. 1a, having its diameter increase halfway along
its contour length. The true underlying signal that we hope to
Fig. 2 (a) A representation of a nanopore and a synthetic biomolecule
current trace produced by a sample molecule translocating a nanopore.
representing various passes in the Nano Trees Algorithm. (e) The sample

© 2025 The Author(s). Published by the Royal Society of Chemistry
extract is well-approximated by a piecewise constant function,
as can be seen in the schematic in Fig. 1b. However, a truly
instantaneous transition between states requires innite
bandwidth, and nite response time and bandwidth limitations
imposed by measurement electronics, as well as any low-pass
ltering applied, result in distortion of the signal. The case
where the rise time is dictated by the RC response of the
measurement circuit is shown in Fig. 1c. The system is also
subject to several sources of electrical noise that further distort
the signal, which are discussed in detail in other studies.34 An
example of the full raw signal (i.e., subject to noise, low-pass
ltering, and bandwidth limitations) can be seen in Fig. 1d. A
more detailed description of the sources of nanopore noise is
available elsewhere.35

This distortion becomes especially problematic when the
duration of an important feature of the signal approaches the
response time of the measurement system or the bandwidth of
the recording device, which causes the signal to be attenuated
as shown in Fig. 1e, and to vanish entirely into the noise for
durations that are shorter than the system rise time.

Consequently, to accurately analyze nanopore data, the
approach should be to rst denoise the signal (for example,
through Bessel ltering or wavelet ltering36), then to correct
distortions arising from the nite bandwidth of the system, and
nally to evaluate the physical validity of the extracted sublevel
structure. With the goal of enabling such an accurate decoding
of sublevels all the way down to the bandwidth- and hardware-
imposed limitations of nanopore measurement, we present
here a method of decoding and tting sublevels to nanopore
passing through it under the influence of an applied voltage. (b) The
(c) An event out of several in the recorded current trace. (d) Flow chart
d event fitted using Nano Trees.

Digital Discovery, 2025, 4, 1743–1750 | 1745

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00060b


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

0/
17

/2
02

5 
4:

46
:2

6 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
data, termed Nano Trees, intended for use in decoding arbitrary
piecewise constant signals overlaid with noise and systemic
distortion.
Experimental

The Nano Trees pipeline consists of steps that iteratively
smooth and improve the overall t by rening the estimate of
the times at which signicant step changes occur in the data. It
begins by using decision trees37,38 and adaptive boosting39–41 to
denoise the data, followed by iterative renement of the t
using modular passes over the data. At each step, the signal
becomes progressively smoother as physically insignicant
sublevels are removed according to criteria specied by the user
through adjustable hyperparameters discussed in detail in ESI
Section S1.† The current version of the code is implemented in
Python. It can run on any modern desktop computer.

Each of the steps that forms the pipeline is a modular
component that operates independently of the others, and can
be reordered or reapplied as needed. The selection and order of
passes used here were found to be effective for tting the data
discussed in this work, but is not necessarily prescribed for all
nanopore data, and can easily be updated as needed. Full
automation of the selection of these hyperparameters is the
subject of ongoing work.

The full Nano Trees pipeline, as well as a pseudocode
implementation, is described in detail in ESI Section S1† and in
a related master's thesis.42 In short, data is normalized and
Fig. 3 Comparing Nano Trees to CUSUM+ on a synthetic dataset for 7
metric of fit quality: shape accuracy. Defined as the fraction of events tha
and blockage depths within three standard deviations of the true value. Th
the transient. Bottom row: metric of fit quality: the error in the estimate o
amultiple of the rise time used to simulate the events, while the y axis is pl
is defined to be the signed difference between the fitted quantity and th

1746 | Digital Discovery, 2025, 4, 1743–1750
subsequently grouped into sublevels in a hierarchical manner,
beginning with an overt of the data and iteratively merging
sublevels and improving the t through increasingly ne-
grained passes over the underlying data until it is deemed to
be physically accurate according to a set of context-specic,
user-specied hyperparameters. Fig. 2 provides a block
diagram view of the process that employs different supervised
machine learning algorithms for tting nanopore data.
Results and discussion

The performance of this algorithm is tested on two datasets
comprising both real and synthetic nanopore data. These
specic datasets have been chosen to cover a broad range of
event shapes and use cases, highlighting the generality of the
approach. The rst dataset is a synthetic dataset for which the
ground truth is known, and hence, the results produced by both
algorithms on this dataset can be objectively compared. The
second dataset is comprised of real translocations of biomole-
cules through solid-state nanopores.
Synthetic data

We began the testing under controlled conditions of a synthetic
dataset for which we know the true underlying signal shape,
and we compared Nano Trees to the CUSUM+ algorithm, which
has been widely used for nanopore data analysis in the nano-
pore community, being at the core of at least four separate
frameworks (these being OpenNanopore, CUSUM+ itself,
classes of signals. Top row: example of each signal class. Second row:
t have the correct number and ordering of sublevels in the resulting fit
ird row: metric of fit quality: the error in the estimate of the duration of
f the blockage level for the transient. In all rows, the x axis is plotted as
otted as a multiple of the simulated open pore standard deviation. Error
e known ground truth that was used to simulate the event.

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) Schematic view of a two-bit barcode in the 10-configuration
translocating a nanopore. The 4-arm star represents the 0 bit, the 12-
arm star represents the 1 bit. (b) Schematic view of a two-bit barcode in
the 01-configuration translocating a nanopore. (c) CUSUM+ fit on
DNA Nanostructures Barcodes event. (d) Nano Trees fit on DNA
Nanostructures Barcodes event.
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MOSAIC, and Pyth-Ion).18,19,27,33,43,44 This data was generated
using ESI Script 1,† with event sublevels chosen to represent the
most common difficult-to-t motifs found in nanopore signals
in the literature. Any nanopore event can be constructed as
a linear combination of these basic subevents. These motifs are
shown in the top row of Fig. 3 and are composed of the
following classes:

Class 1. Event consisting of a single transient symmetric
peaked sublevel.

Class 2. Event with transient symmetric peaked sublevel
(asymmetric peak) at the beginning.

Class 3. Event with transient symmetric peaked sublevel
(symmetric peak) in the middle.

Class 4. Event with asymmetric transient peaked sublevel at
the end.

Class 5. Event with a transient sloped sublevel at the
beginning.

Class 6. Event with a transient sloped sublevel at the end.
Class 7. Event containing a double peaked sublevel pair with

transient separation.
For these classes of events, we varied the duration of the

sublevel in class 1, the duration of the peaked sublevels in
classes 2–4, the duration of the sloped sublevel in classes 5 and
6, and the gap between the two peaks in class 7. The true
duration is varied in the inclusive range of 2–10 times the
simulated rise time of the system.19 For the sake of a direct
comparison with real data, the rise time is simulated to be 1 ms.
The signal was overlaid with uncorrelated white noise such that
the SNR of the various transients is 6 times the standard devi-
ation of the baseline current. The signal is then sampled at 5
MHz and low-pass ltered to a bandwidth of 1 MHz to show
a typical nanopore measurement using state-of-the-art elec-
tronics. In this dataset, we have 500 events contributing to every
data point, for 4500 events per class and 31 500 events overall.

The rst metric is shape accuracy, which simply considers
whether the sublevel structure of the t is correct. To pass, a t
must have the correct number of sublevels in the correct order
with respect to depth, have an error in the tted blockage depth
of the transient level not exceeding three standard deviations of
the baseline noise, and have an error on the tted duration of
the transient level not exceeding 3 times the system rise time.
The second row in Fig. 3 shows the percentage of events that
passed as a function of transient duration. It is immediately
clear that Nano Trees outperforms CUSUM+ signicantly when
transients are shorter than 4 times the system rise time, while
matching performance for transients that achieve a steady state.
Only the ts that had the correct shape (as dened above) were
assessed for blockage and duration accuracy.

Of the ts that have the correct shape, we also compared the
error in both the duration (third row in Fig. 3) and blockage
depth (bottom row in Fig. 3, where a value of zero indicates
a perfectly accurate t). Duration error is calculated as the
signed difference between the tted duration of the transient
part of the signal and the known ground truth duration used to
simulate the event. Blockage error is calculated as the signed
difference between the tted blockage level and the true
blockage depth used in the simulation. Both errors are
© 2025 The Author(s). Published by the Royal Society of Chemistry
expressed as multiples of the standard deviation of the baseline
noise or the rise time of the system, as appropriate. A value of
zero for either metric indicates a t that coincides with the
ground truth. As with the fraction of events for which the shape
is accurate, Nano Trees outperforms CUSUM+ for short tran-
sients without sacricing performance on longer ones. It is
worth noting that both algorithms underestimate true blockage
depth to increasing degrees as the transient duration
approaches zero, which is to be expected given systemic
distortion, though this effect is suppressed in Nano Trees
compared to CUSUM+. Of note, the sloped sublevels (classes 5
Digital Discovery, 2025, 4, 1743–1750 | 1747
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and 6) display a clear directional bias, with Nano Trees under-
estimating or overestimating the blockage depth depending on
whether the event is sloping upwards or downwards to a greater
degree than CUSUM+. This is likely because the transients are
themselves asymmetric and can be improved using more
sophisticated algorithms to estimate the depth of sloped
sublevels. In principle, approaches such as ADEPT19 or the
approaches suggested by Lucas et al.30 or Gu et al.31 could be
implemented as additional modular passes in Nano Trees
pipeline to correct these errors.

These signals provide clear insight into the limitations and
types of errors that arise when using Nano Trees for tting and
highlight the improvements available over incumbent analysis
methods in the regime of fast transients. The insights from this
synthetic data are critical to inform evaluation of the quality of
ts to real datasets, and to understand the strengths and limi-
tations of the approach.
Decoding DNA nanostructure barcodes

To demonstrate the utility of this approach in the context of
a real nanopore experiment, we apply Nano Trees to analyze
a dataset for which our existing CUSUM+ framework failed
consistently, with the intention of correcting these failures. This
data arises from the translocation of a complex molecule that
encodes information in the form of a double-stranded DNA
(dsDNA) backbone with binding sites to which side chains can
bind through DNA hybridization. These side chains carry a DNA
nanostructure—a star with either 4 or 12 dsDNA arms,7 which
produce clearly distinguished blockage levels when they pass
through a nanopore and are used to represent a digital 0 or 1,
respectively. Events for which the 12-arm star appears closest to
the end of the molecule are classied as “10 events” while
events for which the 4-arm star is nearest the end are classied
as “01 events”. Because of the need to achieve high storage
density, these side chains are quite small and result, in the ideal
case, in symmetric peaked sublevels of differentiated depth and
of short duration relative to the rise time of our measurement
electronics. These transient levels are too fast for CUSUM+ to
consistently recognize, let alone t accurately, as shown in
Fig. 4. Overall, compared to CUSUM+, Nano Trees tting results
Table 1 Accuracy results on DNA Nanostructures Barcodes dataset of
292 events (147 from 10 dataset and 145 events from 01 dataset),
compared to the ground truth assess through manual classification by
a human operator. 10 Dataset contains events with 12 dsDNA arm star
attached before 4 dsDNA arm star representing a binary 10. 01 Dataset
contains events with 4 dsDNA arm star attached before 12 dsDNA arm
star, representing a binary 01. Experiments were performed in 3.6 M
LiCl at 150 mV bias voltage in a solid-state pore of size 14.2 nm.
Current traces were low-pass Bessel filtered to 250 kHz for event
detection and fitting

Nano Trees t
accuracy

CUSUM+
t accuracy

10 dataset 94.55% 59.18%
01 dataset 89.65% 48.96%
Combined 92.12% 54.10%

1748 | Digital Discovery, 2025, 4, 1743–1750
in a much higher percentage of proper ts and accurate
molecular classications based on sublevel structure, as esti-
mated by an expert human reviewer, shown in Table 1. As this is
a real dataset, the underlying ground truth for any event is not
available. The results in Table 1 are generated through manual
inspection of each event and the corresponding ts from both
algorithms by a human expert.
Conclusions

We developed the Nano Trees algorithm for improved sublevel
tting of nanopore data, to push the limits of temporal reso-
lution, and to reduce instances of tting errors and false
negatives when considering fast transients in nanopore data.
The code has a modular structure that allows for independent
tting steps to be introduced in any order to improve t quality,
allowing for a high degree of tunability across different experi-
mental contexts. When the arrangement of tting blocks used
here is applied to various synthetic and real datasets, this
algorithm outperforms CUSUM+. Fast transient as short as
twice the rise time of the system can now be accurately tted,
though there remains room for improvement in the accuracy of
tting, particularly when considering sloped sublevels.

The algorithm is versatile and tuneable through its various
hyperparameters to adjust to any type of piecewise constant
data with systemic distortion and additive noise, and we are
actively working on full automation of the relevant parameters.
When applied to real nanopore data in particularly challenging
cases, Nano Trees outperforms CUSUM+ by a considerable
margin, while still falling short of the accuracy required for fully
unsupervised decoding of arbitrary nanopore signals. Ongoing
research and improvement will focus on reducing the false
negative chance when transients approach the system's rise
time, while inclusion of methods developed by others19,30,31 as
additional passes in the Nano Trees pipeline may provide
a means to correct for directional bias in sublevel current
estimation.

In the long term, the sublevel structure extracted by this
analysis framework will form the feature set used by event
classication methods in a variety of contexts, including single-
molecular diagnostics, protein detection, and molecular infor-
mation storage.

The denition and effect of each hyperparameter on the
resulting t is discussed in the ESI Section S6.† Users are
advised to follow the hyperparameter descriptions and tuning
procedures discussed in ESI Section S7† for obtaining the
optimal conguration of these hyperparameters to obtain good
ts. The hyperparameters used for the case studies in this work
are given in ESI Section S8.†
Data availability

Part of the data supporting this article is available in the ESI.†
Other datasets, including the synthetic data and translocation
data for DNA barcode molecules, are available on the Federated
Research Data Repository at https://doi.org/10.20383/
© 2025 The Author(s). Published by the Royal Society of Chemistry

https://doi.org/10.20383/103.01212
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00060b


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

0/
17

/2
02

5 
4:

46
:2

6 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
103.01212. A detailed description of the data is provided both
directly in the repository and in ESI Section S9.†
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