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(dis)ordered structures as
superionic lithium conductors with an
experimental structure–conductivity database†

Daniel B. McHaffie, a Zachery W. B. Iton, a Jadon M. Bienz, a

Forrest A. L. Laskowski b and Kimberly A. See *b

Solid-state electrolytes (SSEs) are critical for the development of high-performance all-solid-state batteries.

Data-driven efforts to discover novel SSEs have been constrained by the absence of databases linking ionic

conductivity with structure, as well as by challenges in encoding structural information for the disorder that

is often found in superionic conductors. Here, we construct the largest database to date of experimentally

measured ionic conductivity values paired with corresponding crystal structures, comprising 548 Li-

containing compounds. Graph-based features, derived using a transfer learning framework, enable

learning directly from disordered crystals, and AtomSets models leveraging these features outperform

domain-specific features in a classification task. These models are employed to screen the Inorganic

Crystal Structure Database (ICSD) and Materials Project for superionic Li-containing compounds. We

identify 241 compounds with predicted superionic conductivity and band gaps greater than 1 eV.

Experimental validation confirming superionic conductivity in one of these candidates, Li9B19S33,

demonstrates the utility of this approach for the discovery and development of advanced SSEs for all-

solid-state batteries.
1 Introduction

All-solid-state batteries represent a transformative frontier in
energy storage technology, offering the potential for enhanced
safety and performance compared to conventional lithium-ion
batteries.1–4 However, the realization of their full potential
hinges critically upon the discovery and development of solid-
state electrolytes (SSEs) exhibiting high ionic conductivity, low
electronic conductivity, stability against both Li metal anodes
and highly oxidative cathodes, and suitable mechanical prop-
erties. The multi-objective search is further complicated by the
observed trade-off between the conductivity and stability in
commonly studied SSE material families.5–10 Discovery of novel
SSE materials is necessary to optimize these desired
properties.8,11

To expedite the exploration for suitable SSEs, researchers
have increasingly explored the integration of statistical and
machine learning approaches.8,12–31 These methodologies oen
rely on databases consisting of compounds labelled with their
experimental ionic conductivity (sexp) or related quantities such
nce, California Institute of Technology,

ering, California Institute of Technology,

see@caltech.edu

tion (ESI) available. See DOI:

–1533
as migration energy (Em), serving as the foundation for training
predictive models. Features derived from these compounds
serve as inputs to the models, encapsulating information about
the material's composition and/or structure. Models trained
solely on composition information have successfully predicted
various material properties in other domains.32–36 Such an
approach has also been explored for predicting ionic conduc-
tivity, as demonstrated by Hargreaves et al., who achieved high
performance using a composition-only model trained on 403
unique compositions.26 However, since compounds are fea-
turized by composition only, the model is unable to distinguish
between polymorphs. Additionally, the ionic conductivity in
solid-state materials is inherently linked to their crystal struc-
ture, as the arrangement of atoms and the pathways available
for ion migration directly inuence ion mobility. Structural
features can capture information about coordination environ-
ments, atomic positions, and the potential for site disorder, all
of which are critical in determining ion transport properties.

Incorporating structure-based information to identify fast
ion conductors with data-driven methods has historically
encountered two primary challenges: the lack of comprehensive
datasets that provide both ionic conductivity values and corre-
sponding crystal structures, and inadequate methods for rep-
resenting the prevalent disorder in many fast ion conductors. In
this context, disorder refers to the occurrence of atomic sites
within a crystal structure that are not fully occupied by a single
element. Instead, the sites are populated by a set of possible
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://crossmark.crossref.org/dialog/?doi=10.1039/d5dd00052a&domain=pdf&date_stamp=2025-06-07
http://orcid.org/0000-0002-7265-7584
http://orcid.org/0000-0002-2226-9006
http://orcid.org/0000-0002-6973-653X
http://orcid.org/0000-0001-8909-483X
http://orcid.org/0000-0002-0133-9693
https://doi.org/10.1039/d5dd00052a
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00052a
https://pubs.rsc.org/en/journals/journal/DD
https://pubs.rsc.org/en/journals/journal/DD?issueid=DD004006


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 7

/3
1/

20
25

 2
:5

3:
51

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
chemical species, with the partial occupancy describing the
fraction of sites occupied by each species in the long-range
average structure. Sendek et al. trained a logistic regression
model capable of predicting if a material would exhibit supe-
rionic conductivity using interpretable structural features.15

However, their training set contained only 40 entries, prevent-
ing evaluation with a holdout test set. Moreover, their proba-
bilistic sampling method for feature construction for
disordered compounds may become computationally expensive
when applied to large collections of known compounds such as
the Inorganic Crystal Structure Database (ICSD), in which 6860
of 11925 Li-containing materials exhibit disorder (v5.2.0). Our
own previous study implemented a semi-supervised learning
strategy using a database of 219 ionic conductivity values and
corresponding ICSD crystal structures. The structural descrip-
tors used in the previous work were unable to represent disor-
dered compounds, limiting the utilization to a subset that could
be ordered through a costly supercell ordering procedure.27

Excluding highly disordered compounds from consideration is
particularly undesirable when searching for novel fast ion
conductors, as site disorder is known to be a critical factor in
realizing high conductivity in many systems.37–43 The recently
reported COSNet framework introduced by Wang et al., has
shown promise in combining structural and compositional
information using multimodal ensemble learning to predict
material properties, including ionic conductivity.44 However,
the effectiveness of this approach for representing structural
disorder was not explicitly examined in the study.

In the current work, we alleviate the data scarcity challenge
by constructing the largest repository to date of 548 crystal
structures and sexp values. To address the issue of disordered
crystal structure representation, we use transfer-learned graph-
based features. Graph-neural networks (GNNs) have emerged as
powerful architectures for incorporating composition and
crystal structure information to make property predictions.45–47

Additionally, by representing the node features for disordered
sites through combinations of elemental embeddings, GNNs
have been used for learning from disordered compounds.48

However, the exibility of these models enabled by their vast
number of trainable parameters necessitates thousands of
labelled data points to be trained correctly.49–51 To circumvent
the issue, we represent our data with features derived from
GNNs pre-trained on large datasets (e.g., Materials Project
formation energies) and pass these graph-based features
through comparatively simple multilayer perceptron (MLP)
models using the AtomSets framework developed by Chen and
Ong.50 Such an approach has been demonstrated to achieve
higher performance than GNNs for smaller datasets of similar
size to our own.50,52 To further overcome the challenges of
a small dataset, we implement transfer learning by pre-training
AtomSets models on the MatBench metal classier dataset
containing 106 113 samples and use the trained weights to
initialize the network weights for ionic conductivity predic-
tion.53 The AtomSets models are tasked with classifying input
materials as superionic (sexp > 10−4 S cm−1) or not.

We examine the efficacy of representing disordered
compounds using a linear combination of elemental
© 2025 The Author(s). Published by the Royal Society of Chemistry
embeddings and graph-based features. For comparison,
ordered congurations are generated using a supercell
approach. The performance of classication models trained
using these two methods is found to be nearly equivalent. The
optimal feature representation and model congurations for
this task are explored through k-fold and leave-one-cluster-out
(LOCO) cross-validation (CV). Transfer-learned features
derived from early graph-convolutional layers of the parent
model, which encode short-range structural information, ach-
ieve the highest performance for out-of-cluster predictions.
Reducing the chemical diversity by replacing atoms with
representative species improves extrapolation beyond the
training set. A nal ensemble of 100 AtomSets models is shown
to achieve high test performance and is used to evaluate all Li-
containing materials in the Inorganic Crystal Structure Data-
base (v5.2.0) and Materials Project (v2023.11.1). An additional
criterion requiring the electronic band gap (Eg) to be greater
than 1 eV is used to prioritize compounds more likely to be
electronically insulating, a critical property for SSEs. The
screening identies 241 compounds predicted to be superionic
with Eg > 1 eV. To show the practical relevance of our approach,
we experimentally validate superionic conductivity in one of
these candidate phases, Li9B19S33, achieving a sexp of 4.1 ×

10−4 S cm−1.

2 Results and discussion
2.1 Structure–conductivity database

The database created for this study is comprised of experi-
mental ionic conductivity values for 548 distinct Li-containing
compounds and their corresponding crystal structures
sourced from the Inorganic Crystal Structure Database (ICSD).
All ionic conductivity measurements recorded are obtained
from electrochemical impedance spectroscopy (EIS) data. The
database includes ionic conductivity values that are both
directly extracted from text and digitized from gures in refer-
ence sources. In solid-state ionics literature, particularly for low
conductivity materials, measurements are frequently performed
at elevated temperatures and presented in the form of
Arrhenius-type plots where ln(sT) or log10(sT) is plotted against
T−1. To capture these data, plots are digitized, and conductivity
values are extrapolated to room temperature using an Arrhenius
relationship. The resulting room-temperature conductivity
values, along with the lowest measured temperature, are
recorded in the database. To facilitate the inclusion of both
structure and composition information for model training,
conductivity values are paired with corresponding crystal
structures. Wherever possible, Crystallographic Information
Files (CIFs) associated with conductivity measurements are
obtained from the ICSD using article DOIs. That is, reports are
identied which included both conductivity measurements and
sufficient structural characterization to generate an ICSD entry.
Since the same nominal compound (i.e. Li10GeP2S12) can have
different lattice parameters, atomic positions, or defect
concentrations depending on preparation conditions, direct
matching of the CIF with the measured sample is prioritized.
For articles containing conductivity measurements but lacking
Digital Discovery, 2025, 4, 1518–1533 | 1519
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ICSD entries, associated crystal structures are identied by
manual inspection. Only articles with sufficient structural
characterization to enable matching of stoichiometry, space
group, and lattice parameters to existing ICSD entries are
included. Articles without structural characterization or con-
taining conductivity values for non-crystalline compounds are
excluded from the dataset. For a comprehensive list of ionic
conductivity values corresponding to compounds without ICSD
entries, readers are referred to the database compiled by Las-
kowski et al.27 Structures deemed identical within a specied
tolerance are identied. In cases of multiple ionic conductivity
values for identical structures, the entry corresponding to the
median ionic conductivity is retained and duplicate entries are
removed. Notably, this process preserves highly related struc-
tures, necessitating diverse forms of CV to assess model
performance, as elaborated in subsequent sections. To ensure
database accuracy, the database is constructed by a single
author and is veried by the other authors. Any discrepancies
found during the verication process are reviewed by a third
author for validation. A summary of the database created in this
work is presented in Fig. 1. The compiled database contains
a broad range of ionic conductivity values from crystal struc-
tures with 72 different space groups. However, certain space
groups are more represented due to the bias in SSE material
research which has primarily been conned to garnets,
LISICON-type structures, argyrodites, NASICON-type structures,
Li-nitrides, Li-hydrides, perovskites, and Li-halides.6 Impor-
tantly, from the histogram in Fig. 1 it is evident that most
Fig. 1 (a) The space group and corresponding Li-ion conductivity (s)
values at room temperature are plotted as log10(sexp) for each data-
base entry. The database contains entries from 72 different space
groups, with sexp values spanning over 10 orders of magnitude. (b) A
histogram of the data in (a) showing the distribution of log10(sexp). Most
superionic compounds contain site disorder, necessitating an appro-
priate featurization method. Note that seven compounds with sexp <
10−20 S cm−1 are excluded from this figure for ease of visualization.

1520 | Digital Discovery, 2025, 4, 1518–1533
structures in the database, and especially those corresponding
to materials with high conductivity, are disordered, further
motivating the use of a compatible structural representation.

Experimental ionic conductivity measurements of the same
compound with EIS can vary signicantly across different
laboratories.54 Such variability has been attributed to inade-
quate control of sample temperature, sample geometry, the
frequency range measured, choice of metal contact materials,
and aging effects.54 Extrapolating conductivity measurements
performed at high temperature to room temperature is an
additional source of error. The use of experimental conductivity
values from our database would thus introduce considerable
noise into the training of a regression model. Thus, herein we
do not endeavor to predict ionic conductivity but rather deter-
mine if a material is likely to be a good conductor or not.
Framing a materials discovery problem as a classication task
can enhance the prediction accuracy for identifying extraordi-
nary compounds.32 Classication models are designed to
distinguish between distinct categories, allowing them to more
effectively handle the binary nature of identifying extraordinary
versus ordinary materials. In contrast, regression models
predict continuous values, which can introduce greater uncer-
tainty and error, particularly when extrapolating beyond the
training data.

The supervised learning performed in this study involves
training a classier neural network to determine if an input
crystalline compound will exhibit superionic Li conductivity
(sexp > 10

−4 S cm−1). Table 1 provides summary statistics for the
dataset used in this study. From the 548 labels, 10% are
removed at the outset of this work and set aside as a nal test
set. The remainder of the data is used to determine optimal
feature representations and hyperparameters using various CV
techniques.
2.2 Training with disordered representations using
AtomSets framework

Input compounds are transformed into graphs following the
MatErials Graph Network (MEGNet) formalism outlined by
Chen et al.45 A graph is dened as G = (u, V, E) where u, V, and E
are the global state, atom (node), and bond (edge) attributes,
respectively. A comprehensive description of the MEGNet
architecture can be found in the original works.45,48 The graph
representations are subjected to a specied number of graph-
convolution (GC) layers within the pre-trained parent MEGNet
model, aer which atom features are extracted and provided as
Table 1 A summary of the structure–conductivity database

Description Number

sexp values with crystal structure 571
Unique structures 548
Space groups 72
Ordered compounds 112
Disordered compounds 436
Positive class (sexp $ 10−4 S cm−1) 211
Negative class (sexp < 10−4 S cm−1) 337

© 2025 The Author(s). Published by the Royal Society of Chemistry
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inputs for the AtomSets models. Within GC layers of the parent
model, information is passed between atom, bond, and state
vectors. Consequently, atom features following GC layers
implicitly encapsulate both compositional and structural
information, with a greater number of GC layers encoding
longer-range interactions.50 The AtomSets models accept the
atom feature matrix V with dimensions Na × Nf where Na is the
number of atoms in the structure and Nf is the number of
features.50 Consistent with the methodology implemented by
Chen et al., the node feature for a disordered site is derived as
a linear combination of elemental embeddings for the constit-
uent elements, weighted by their reported occupancy. That is,
Wdisordered ¼ P

i
xi �WZi, where xi is the reported site occupancy

of element i and WZi
denotes the learned elemental embedding

for the element with atomic number Zi.48 For the present study,
WZi

are learned embedding vectors of length 16 from a MEGNet
model trained on 133 420 structures and their formation ener-
gies from the Materials Project database, downloaded on April
1, 2019. Importantly, this strategy for representing disorder
does not consider possible occupancy correlations between
disordered sites, instead treating each site independently.
While the following analysis demonstrates that this approxi-
mation is sufficient for predicting superionic conductivity, we
expect that other applications (e.g. force predictions between
atoms) may require additional considerations to handle inter-
actions between correlated sites.

The performance of models employing a linear combination
of elemental embeddings is evaluated against those using
ordered representations. To create the comparison set, ordered
congurations without Li atoms are generated and ranked
using the OrderDisorderedStructureTransformation in the
Python Materials Genomics (Pymatgen) package, with the
conguration exhibiting the lowest calculated Ewald energy
selected for each structure.55 Only disorder of the non-Li atoms
is considered for this comparison because the extensive
disorder in the mobile ion sublattice makes supercell genera-
tion computationally prohibitive for the entire dataset. An
illustration of the two strategies to create graph representations
from disordered crystals is shown in Fig. 2(a). AtomSets classi-
cation models, tasked with discerning whether an input
structure is superionic, are trained using both ordered and
linear combination of elemental embeddings representations.
A comparative analysis is presented in Fig. 2(b) and (c) where
the average area under the precision–recall curve (AUC-PR) and
Matthews correlation coefficient (MCC) assessed under k-fold
CV for each model is shown over 500 training epochs. The AUC-
PR is chosen as it provides a comprehensive evaluation of the
model's precision and recall across different thresholds and is
particularly well-suited for classication tasks with imbalanced
datasets.56 The AUC-PR score ranges from 0 to 1, with a perfect
classier obtaining a score of 1. MCC offers a balanced measure
of classication performance, accounting for both true positives
and true negatives, thereby providing a robust metric for our
binary classication task.57–59 The MCC score ranges from −1 to
1, where 1 indicates perfect agreement between predicted and
actual labels and −1 indicates total disagreement between
© 2025 The Author(s). Published by the Royal Society of Chemistry
predicted and actual labels. As in the work by Hargreaves et al.,
these metrics are compared against those obtained from shuf-
ed and mean controls, where predicted values are generated
either by randomly shuffling the dataset labels or by using the
training set mean as the prediction label.26 Models trained with
both ordered and disordered representations achieve AUC-PR
and MCC scores signicantly higher than those of the
controls and comparable performance levels by 500 training
epochs. The results demonstrate that the linear combination of
elemental embeddings representation enables similar efficacy
to the ordered representation without necessitating the
computationally intensive ordering transformation. Given the
substantial computational costs associated with creating
ordered congurations, which can scale combinatorially with
the number of disordered sites and possible substitutions, the
ability to use a disordered representation while maintaining
performance parity offers expedited training.60 Moreover, this
capability facilitates efficient screening of experimental data-
bases containing disordered compounds such as the ICSD,
where over half of Li-containing compounds exhibit site
disorder.
2.3 Feature and model evaluation

The present study explores two distinct feature engineering
strategies: (1) the number of GC layers in the parent MEGNet
model through which the graph is passed before the atom
features are extracted and (2) input structure simplications
prior to graph generation. Models are trained using atom
feature matrices Vi (i = 0, 1, 2, 3) where V0 is the atom feature
matrix comprised solely of the learned elemental embeddings
from the parent model and Vi (i = 1, 2, 3) denote the atom
feature matrices aer passing the graph through i GC layers. By
nature of the message passing in each GC layer, higher-i atom
features encode longer-range interactions. The second feature
engineering technique of pre-processing input structures before
feature generation has been demonstrated to enhance learning
outcomes for Li-ion conductor datasets.17,27 Laskowski et al.
found that simplifying compounds by replacing categories of
atoms with representative species and removing the position of
the mobile ion improved clustering efficacy of known Li-ion
conductors.27 To evaluate this strategy within the model archi-
tecture under investigation, we explore structural modications
involving changes to the cations (C), anions (A), mobile Li ions
(M), and neutral atoms (N) within the structures. Specically, we
investigate the following representations:

� CAMN: retaining all atom types.
� CAN: removing the mobile Li ion.
� CAMNS: retaining all atom types but simplifying the

structure by substituting cations with Al, anions with S,
and neutral species with Mg.

� CANS: removing the mobile Li ion and performing the
same substitutions as in CAMNS.

To compare the model performance for the different feature
representations, we use both k-fold validation and LOCO CV.
Experimental training data can exhibit a highly clustered
distribution due to the inherent nature of scientic exploration
Digital Discovery, 2025, 4, 1518–1533 | 1521
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Fig. 2 Different strategies to represent disordered structures. (a) On the left, the atom attributes are equal to a linear combination of elemental
embeddings learned from a MEGNet model trained on a large database of Materials Project formation energies. On the right, ordered supercell
configurations are generated. Configurations are compared using an Ewald summation and the lowest-energy configuration is used for graph
creation. (b) The average area under the precision–recall curve (AUC-PR) and (c) Matthews correlation coefficient (MCC) for AtomSets models
trained with graph representations generated through the two approaches. Metrics are averaged over 5-fold random cross-validation with the
shaded regions indicating the standard deviation. Controls from random shuffling and using the mean of the training set as the predicted values
are plotted as horizontal lines. Both methods for representing disordered structures offer comparable performance that exceeds the controls.
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– parent materials are systematically perturbed through various
means (e.g. elemental substitution) to develop structure–prop-
erty relationships, resulting in a large number of training data
points conned to a relatively small number of parent structure
frameworks. The clustering of data can lead to the inclusion of
highly related compounds in both training and validation sets
when data is randomly segregated. Therefore, randomized k-
fold validation provides insight into a model's interpolation
ability but offers limited information regarding its capacity to
predict in unseen chemical spaces. Predictive models intended
for materials discovery also require an evaluation of their
extrapolative capabilities. We assess this using LOCO CV,
a clustering-based validation method for assessing a model's
ability to predict on chemically distinct compounds not present
in the training set.26,61 The dataset is clustered into n clusters
using a chosen embedding representing the chemical nature of
the compounds and a clustering algorithm. Training is con-
ducted on the compounds belonging to n − 1 clusters and the
1522 | Digital Discovery, 2025, 4, 1518–1533
model performance is evaluated on the compounds from the
remaining cluster. In this work, we adhere to the procedure
described by Hargreaves et al.26 The compounds in our labelled
database are embedded using ElMD, a metric which captures
the chemical similarity between compounds based on their
chemical composition. Uniform Manifold Approximation and
Projection (UMAP) is applied to obtain a low-dimensional
representation that retains essential chemical relationships.
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) is used to automate separation of the data into
clusters for LOCO CV.26 Detailed statistics for each cluster
generated for this validation procedure are provided in the
Table S3.† The effectiveness of data segregation from this
clustering technique is examined by analyzing the composi-
tional similarity between the entries in the test and validation
sets and those in the training set. The results of this analysis
displayed in Tables S4–S6† show that except for one fold, the
LOCO CV validation sets exhibit signicantly lower
© 2025 The Author(s). Published by the Royal Society of Chemistry
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compositional similarity with the training set compared to the
k-fold validation or test sets. This motivates the use of LOCO CV
as our primary evaluation technique when comparing feature
representations and performing hyperparameter optimization.

An additional benchmark for our AtomSets-based model is
provided by comparing its performance with that of a logistic
regression model trained using the database created in this
work and a set of interpretable atomistic features dened by
Sendek et al.15 This serves to validate our approach against
a method that has been previously applied to the task of iden-
tifying SSE candidates using structure-based representations.
The atomistic features used in the previous work include the
average number of Li–Li bonds per Li atom in the crystal, the
ionic character of bonds within the sublattice, the anion coor-
dination environment, the shortest distance between Li ions
and anions, and the shortest distance between Li ions.15 These
features were chosen to encode information directly impacting
Li mobility, potential pathways for ion conduction, and the ease
of ion movement through the lattice. Detailed denitions for
each feature are provided in the original work. Fig. 3 depicts the
AUC-PR andMCC for AtomSets models trained using Vi (i= 0, 1,
2, 3) atom features with different structural simplications in
addition to the logistic regression model trained using the
atomistic feature set. All model variations are trained using the
same dataset and k folds. Both the AtomSets and logistic
regression models achieve higher AUC-PR and MCC than the
controls, indicating signicant predictive power. However, all
variations of the AtomSets model outperform the logistic
regression model that is based on atomistic features. For the
CAN and CAMN representations, using V0 features achieves the
highest performance, suggesting that composition-only infor-
mation in the form of the learned elemental embeddings is
sufficient for classifying ionic conductors in this dataset when
Fig. 3 Classification performance of model–feature combinations asses
(AS) models with graph-based atom features (V0 to V3, denoted as V0–V
features. Four different structural simplifications are shown (CAMN, CAN
symbol locations indicate the mean from random 5-fold cross-validatio

© 2025 The Author(s). Published by the Royal Society of Chemistry
assessed under k-fold CV. The CANS representation attains the
lowest performance for all Vi, but higher performance is
enabled by i > 0 which incorporates longer-range structural
information through additional graph convolutions. These
results suggest that AtomSets models using transfer-learned
features are able to better capture the complex relationships
inuencing ionic conductivity, leading to higher classication
accuracy.

LOCO CV is used as a complementary method for evaluating
model and feature representations in the context of materials
discovery. Different from the case of k-fold CV, controls are
calculated separately for each cluster due to the signicant
variation in the ratio of positive to negative labels across clus-
ters (as shown in Table S3†). We perform hyperparameter
optimization separately for each Vi and each validation cluster.
For all subsequent results, gures, and discussion, we report
and compare the metrics from the highest-performing hyper-
parameter congurations for each representation. This
approach ensures that each representation and validation
cluster is evaluated based on its optimal hyperparameter
settings, allowing for a consistent comparison of performance.
To capture the variance of themodels, themetric value averaged
over 10 repeated runs is presented at the average best epoch
across all folds. Reporting the variance in this way offers insight
into the model performance under conditions akin to those
encountered in materials discovery scenarios, where a nal
model is trained for a specied number of epochs before being
used as a screening tool. For the logistic regression model,
optimization of the regularization penalty term is performed in
a similar manner and the results from the best value are shown
for comparison to the AtomSets models. Fig. 4(a) and (c) depict
the validation AUC-PR and MCC for AtomSets models trained
with each Vi, the logistic regression model, and controls across
sed with k-fold cross-validation. (a) AUC-PR and (b) MCC of AtomSets

3 in plots for simplicity) and a logistic regression model using atomistic
, CAMNS, and CANS) with mean and randomly shuffled controls. The
n and error bars represent the standard deviation.

Digital Discovery, 2025, 4, 1518–1533 | 1523

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d5dd00052a


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 7

/3
1/

20
25

 2
:5

3:
51

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
all clusters. The logistic regression model with atomistic
features performs signicantly worse than the AtomSets
models, showing comparable MCC to the randomized and
mean controls. No single Vi outperforms all others for every
cluster, despite all surpassing the random and shuffled
controls. The averaged AUC-PR and MCC scores across all
clusters for each Vi are illustrated in Fig. 4(b) and (d). Descrip-
tors capturing short-range interactions (V0, V1) provide slightly
higher classication performance than those derived from
more GC layers. A similar nding was reported in the original
AtomSets work where models trained using features from early
GC layers exhibited higher accuracy across a variety of predic-
tion tasks.50 Additionally, it is observed that contrary to the k-
Fig. 4 Classification performance comparison of different features asse
MCC for each validation cluster of pre-trained AtomSets (AS) models wit
using atomistic features. The average from 10 repeated training runs wi
Mean and shuffled controls are calculated for each validation cluster. (b
model–feature combination averaged across all validation clusters. Erro
across all runs and validation clusters.

1524 | Digital Discovery, 2025, 4, 1518–1533
fold validation results, the averaged metrics for V1 are higher
than those for V0, with the average AUC-PR and MCC being
(0.86, 0.61) for V1 and (0.85, 0.58) V0, respectively. These nd-
ings suggest that incorporating some short-range structural
information can enhance the model's ability to classify ion
conductors with chemistry different from the training set
beyond composition-only information. We note that while
LOCO CV is designed to evaluate model extrapolation by
grouping compounds based on chemistry, automated clus-
tering does not always preserve chemically intuitive boundaries.
For instance, clusters 6 and 7 both include argyrodites with
comparable compositions, potentially contributing to the
higher observed performance.
ssed with leave-one-cluster-out cross-validation. (a) AUC-PR and (c)
h graph-based atom features (V0 to V3) and a logistic regression model
th the optimal hyperparameters for each validation cluster are shown.
) AUC-PR and (d) MCC from the optimal hyperparameter set for each
r bars indicate the standard deviation. Metrics are from the best epoch

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 illustrates the performance of AtomSets models
trained using V1 atom features constructed from the CAMN,
CAN, CAMNS, and CAN structure representations. The CAMN
and CAMNS representations enable learning that surpasses the
control tests for all validation clusters. Removing the mobile
atom yields inferior performance, with the CAN representation
exhibiting slightly worse MCC compared to the controls for
validation cluster 0, and the CANS representation showing
lower MCC than controls for validation clusters 0 and 1. This
emphasizes the value of the graph-based featurization in
Fig. 5 Classification performance of structural simplifications assessed w
each validation cluster of pre-trained AtomSets (AS) models and V1 atom
The average from 10 repeated training runs with the optimal hyperparam
are calculated for each validation cluster. (b) AUC-PR and (d) MCC from
averaged across all validation clusters. Error bars indicate the standard d
clusters.

© 2025 The Author(s). Published by the Royal Society of Chemistry
incorporating structural information while including the
disordered mobile atom sites. The mobile ion sublattice typi-
cally constitutes the source of disorder in these compounds,
and it is evident that neglecting these sites due to inadequate
representation would overlook crucial information for predic-
tion. Notably, the CAMNS representation, where the identity of
the cation, anion, and neutral species remains constant for all
compounds, achieves nearly the same performance as the
model trained on the nominal structures (CAMN) while exhib-
iting lower variation between clusters. Most representations
ith leave-one-cluster-out cross-validation. (a) AUC-PR and (c) MCC for
features for CAMN, CAN, CAMNS, and CANS structural simplifications.
eters for each validation cluster is shown. Mean and shuffled controls
the optimal hyperparameter set for each model–feature combination
eviation. Metrics are from the best epoch across all runs and validation
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exhibit lower predictive performance on validation clusters
0 and 1, which primarily consist of garnets and other oxides.
This may be due to the unique structural characteristics and
ionic conduction mechanisms in these materials, which are
more challenging for the models to capture compared to other
clusters.

The best hyperparameter conguration is different between
chosen validation clusters as shown in Table S8.† To introduce
diversity in the nal model parameters and reduce overtting to
one specic validation set, an ensemble comprised of AtomSets
models with CAMNS-V1 features is trained with the most
effective hyperparameters for each of the 10 validation clusters.
Variation for each model conguration is captured by training
10 models for each parameter set, resulting in a total of 100
AtomSets models within the ensemble. The performance of the
nal ensemble is examined using the test partition, which is
separate from the data used for the above k-fold and LOCO CV.
It is noted that the test partition, while separate from the
training data, was partitioned randomly, similar to k-fold vali-
dation. This approach does not fully assess extrapolation to
distinct chemistries, a limitation examined by LOCO CV in this
study. Fig. 6 shows the probability of a compound being supe-
rionic (PSI) where superionic is dened as sexp > 10−4 S cm−1

with the log10(sexp) for the test set. The nal model ensemble
achieves an AUC-PR of 0.86 and anMCC of 0.60. By contrast, the
logistic regression model only achieves an AUC-PR of 0.80 and
an MCC of 0.26, highlighting the superior performance of the
AtomSets ensemble approach. Test set compounds that are
misclassied all have sexp values less than two orders of
magnitude from the decision boundary. Overall, the pre-trained
Atomsets CAMNS-V1 models display signicantly higher
predictive power than control metrics, as assessed through k-
Fig. 6 Test set evaluation of the AtomSets-V1 CAMNSmodel ensemble.
The predicted likelihood of test set compounds exhibiting superionic
conductivity (PSI) is plotted against their reported log10(sexp). Dashed
lines indicate boundaries for classification. The model ensemble
achieves an AUC-PR of 0.86 and a MCC of 0.6. All incorrectly classified
compounds have log10(sexp) values less than two orders of magnitude
from the class boundary of 10−4 S cm−1.

1526 | Digital Discovery, 2025, 4, 1518–1533
fold CV, LOCO CV, and a separate test set. The strong perfor-
mance on out-of-cluster inputs suggests that this model archi-
tecture is well-suited for screening known Li-containing
materials to discover novel fast ion conductors.
2.4 Screening of known Li-containing materials

All Li-containing materials present in the ICSD (v5.2.0) and
Materials Project (v2023.11.1) are aggregated. Structures are
featurized using the CAMNS structural simplication and V1

atom feature matrix. The PSI is predicted for all compounds. To
facilitate consideration of compounds as potential SSEs, the
DFT-calculated Eg from the Materials Project is retrieved if
a corresponding ICSD entry can be identied. In cases where no
matching entry exists in the Materials Project, the Eg is pre-
dicted using the MEGNet model developed by Chen et al.45

Compounds with Eg of less than 1 eV are excluded. The rela-
tively low Eg for SSEs accounts for the systematic underesti-
mation of experimental band gap values by approximately 40
percent in the Materials Project.62 The MEGNet model is trained
using Materials Project band gap data and so a similar
systematic underestimation of experimental band gap values is
expected. This value was chosen to balance the discovery of
novel material families with practical considerations for elec-
tronic insulation.

A histogram of the PSI for all 6863 Li-containing materials
with predicted Eg > 1 eV is shown in Fig. 7. Most compounds are
not predicted to be fast ion conductors with 6435 of 6863 having
PSI less than 0.5. Of the 428 predicted to be superionic, 396
exhibit site disorder as highlighted in the inset of Fig. 7(a). This
underscores the importance of choosing a compatible struc-
tural representation to ensure that disordered materials are
retained in the screening process. The prediction condence is
quantied by the standard deviation of the ensemble PSI and
a calculated distance metric dtraining. Lower standard deviations
indicate greater agreement between ensemble models,
increasing the condence in the prediction. The distancemetric
is dened as the distance between the unlabelled compound
and the nearest training sample in Nf-dimensional space where
Nf is the number of features in the atom feature matrix. Similar
to previous work, we normalize the distances by the training
data variance using principal component analysis (PCA).15

Fig. S2† shows the PCA embedding to two dimensions of the
atom features for compounds in the training set, ICSD, and
Materials Project. A smaller dtraining indicates that the predic-
tion requires less extrapolation from the training data,
increasing the condence. Fig. 7(b) shows the PSI, dtraining and
PSI standard deviation for each Li-containing compound in the
ICSD with predicted Eg > 1 eV.

To identify novel materials that could be interesting in
battery applications, we lter out any compounds with chemical
formula similar to those in our training set. Specically,
compounds whose normalized compositions have all constit-
uent elements within 5 percent of any training sample compo-
sition are excluded. This screening results in 241materials from
the ICSD and Materials Project predicted to be superionic with
Eg > 1 eV. The ICSD compounds with the top 20 highest PSI
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 Results of screening Li-containing compounds in the ICSD using the AtomSets-V1 CAMNS model ensemble. (a) Histogram of the like-
lihood of superionic conductivity (PSI) for ordered and disordered Li-containing compounds with predicted Eg > 1 eV. Inset shows region of high
PSI where most compounds are disordered. (b) PSI vs. the distance from the nearest training sample dtraining for Li-containing materials with Eg >
1 eV.
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values are detailed in Table 2 for discussion. Intermetallic
compounds with predicted Eg > 1 eV are also omitted. The
standard deviation of the ensemble predictions is provided in
parentheses next to the PSI in addition to the dtraining. Among
these candidates, conductivity measurements for 5 compounds
were reported recently and were not captured during the data-
base creation process. These values are included in Table 2.
Although these compounds do not directly contribute to iden-
tifying new useful materials, they serve as additional validation
of the model's effectiveness, as all were correctly classied
Table 2 The top 20 candidate materials from the ICSD as ranked b
Compositions are rounded to two decimal places where appropriate

Compound ICSD code PSI (SD

Li1.25Cd1.67In0.47Cl6 98583 0.94 (
Li2Zr6MnCl15 71146 0.91 (
Li9.9SnP2S11.9Cl0.1 48716 0.9 (0
LiP5 23620 0.89 (
Li5B7S13 143927 0.89 (
Li6.75La2.75Ca0.25Zr1.5Nb0.5O12 63870 0.87 (
Li6.55Ga0.05La2.91Zr2O12 430602 0.86 (
LiP7 23621 0.84 (
LiCaAs 428102 0.84 (
LiSrAlSb2 412654 0.83 (
LiBSi2 425643 0.83 (
Li7.03La2.87Sr0.08Zr1.39Ta0.58O12.22 45740 0.83 (
Li9B19S33 73151 0.82 (
Li6.41La2.90Sr0.10Zr1.6Mo0.4O12 42738 0.81 (
Li0.5ZrS2 642338 0.79 (
Li1.66W6I14 256678 0.79 (
Li7La1.8Eu1.2Zr2O12 27177 0.79 (
Li6.43Ga0.52La2.67Zr2O12 196425 0.79 (
LiNdS2 642202 0.78 (
Li7.10La2.83Sr0.16Zr1.38Ta0.61O11.76 45741 0.78 (

a Value retrieved from corresponding entries in the Materials Project. All

© 2025 The Author(s). Published by the Royal Society of Chemistry
based on the experimental measurements. While a measure-
ment of Li1.251Cd1.671In0.471Cl6 could not be identied, its
structure was described as resembling that of the high-
temperature polymorph of LiMnInCl6, which adopts a layered
CdCl2-type structure, with Li+, Cd2+, and In3+ ions randomly
distributed across the octahedral sites.67 Li2Zr6MnCl15 is
composed of abundant elements, has a straightforward re-
ported synthesis method, and a high PSI with low standard
deviation, making it a strong candidate for experimental
investigation.68 In a recent computational study, LiP5 was found
y the average PSI from the AtomSets-V1 CAMNS model ensemble.

) Eg (eV) dtraining sexp (mS cm−1)

0.09) 3.15 0.38 NA
0.13) 1.29 0.62 NA
.13) 2.15 0.06 0.26 (ref. 63)
0.15) 1.26a 1.54 NA
0.16) 2.16 0.30 NA
0.12) 2.68 0.05 0.20 (ref. 64)
0.13) 2.47 0.05 NA
0.17) 1.65a 1.51 NA
0.20) 1.1a 2.13 NA
0.17) 1.01 1.95 NA
0.14) 1.17a 1.40 NA
0.20) 3.16 0.19 0.72 (ref. 65)
0.29) 2.27 0.29 NA
0.21) 2.74 0.14 0.33 (ref. 66)
0.26) 1.33 0.38 NA
0.24) 1.13 2.52 NA
0.24) 2.94 0.29 NA
0.17) 2.27 0.09 NA
0.22) 1.5 2.21 NA
0.20) 3.16 0.19 0.85 (ref. 65)

other Eg values are predicted from the pre-trained MEGNet model.

Digital Discovery, 2025, 4, 1518–1533 | 1527
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to have the highest ionic conductivity of all known Li–P bina-
ries, predicted to exceed 1 mS cm−1 at room temperature
through molecular dynamics simulations.69 The same study did
not observe signicant Li conduction in LiP7. Nevertheless, the
predictions from this study in addition to the work by Maltsev
et al. suggests that these phases, particularly LiP5, may warrant
further investigation. The Li dynamics of BxSy compounds
Li5B7S13 and Li9B19S33 studied via Li7 nuclear magnetic reso-
nance (NMR) have suggested high Li mobility and ab initio
molecular dynamics has also predicted high conductivity in
these materials.70–72 However, experimental measurements of
the ionic conductivity are not reported in the literature. Another
promising candidate, LiBSi2, features an open tetrahedral
framework with three-dimensional channels that may facilitate
fast ion conduction.73 Additional considerations such as the
abundance or toxicity of constituent elements could make
candidates such as Li6.55Ga0.05La2.91Zr2O12, Li7La1.8Eu1.2Zr2O12,
Li6.43Ga0.52La2.67Zr2O12, LiCaAs, and LiNdS2 less desirable.
However, these additional screening criteria are not applied for
all compounds in the present work.
Fig. 8 Experimental characterization of Li9B19S33. (a) XRD pattern and
Rietveld refinement for as-prepared Li9B19S33. (b) Arrhenius-type fit for
Li9B19S33 with ionic conductivity values obtained from electrochemical
impedance spectroscopy.
2.5 Experimental demonstration of Li9B19S33

Li9B19S33 is chosen for experimental characterization. Originally
synthesized by Hiltmann et al., the crystal structure of Li9B19S33
is composed of corner-sharing B19S36 units that form large
channels populated by highly disordered Li+ cations, offering
potential pathways for ion migration.74 NMR studies by Ber-
termann et al. indicate anisotropic Li+ diffusion within these
channels, associated with a low activation energy.71 Computa-
tional work by Sendek et al. predicted that Li9B19S33 possesses
the widest electrochemical stability window and highest
oxidative stability among the materials in the Li–B–S ternary
phase space, including Li5B7S13, Li3BS3, and Li2B2S5.72 Experi-
mental studies of materials in the Li–B–S ternary phase space
are relatively rare in the context of fast ion conductors, partly
due to synthesis challenges posed by the reactivity of their
precursors with conventional reaction vessels and the difficulty
in obtaining phase-pure products. In previous work, we devel-
oped a solid-state synthesis protocol for Li3BS3 using Li2S, B,
and S that we nd is readily adapted to the synthesis of
Li9B19S33.27 The powder X-ray diffraction (XRD) pattern and
Rietveld renement to the reported structure shown in Fig. 8(a)
conrms phase-purity. Variable-temperature EIS is used to
characterize the ionic conductivity of Li9B19S33. Although chal-
lenges with densication yield a pellet that is only 78% of the
theoretical density, the material demonstrates a conductivity of
4.1 × 10−4 S cm−1. The slope of the Arrhenius plot of ln(sT)
versus T−1 presented in Fig. 8(b) yields an activation energy Ea of
364 meV. Although improved pelletization is expected to
increase conductivity, these ndings nevertheless affirm the
superionic conductivity of Li9B19S33, a candidate identied by
the model ensemble. True experimental validation of this
approach's predictive capabilities would require the synthesis
and characterization of a signicant number of the identied
candidates. However, this task is beyond the scope of a single
group and is not pursued in the present work.
1528 | Digital Discovery, 2025, 4, 1518–1533
3 Conclusions

We have constructed the largest known database of experi-
mental ionic conductivity and corresponding crystal structure
information for 548 unique Li-containing compounds. By
comparing with ordered congurations generated through
a supercell sampling approach, we demonstrate that using
linear combinations of elemental embeddings is an effective
means of representing the prevalent site disorder in our data-
base with graph-based features, thereby enabling the training of
structurally-aware predictive models to identify potential supe-
rionic conductors.

Using this representation and a transfer-learning approach,
we train AtomSets models that display classication perfor-
mance surpassing our controls under both k-fold and LOCO CV.
As compared to a benchmark logistic regression model trained
using domain-specic features, the AtomSets models employ-
ing transfer learning exhibit superior predictive power. We nd
that short-range interactions are most critical for accurate
predictions, emphasizing the need to capture local structural
environments. Properly including and representing Li atom
positions signicantly enhances predictive accuracy. Interest-
ingly, the specic identity of anions is found to be less impor-
tant, as models using simplied structural representations (e.g.,
CAMNS) show high performance. This observation aligns with
previous ndings, suggesting that capturing the overall struc-
tural framework may be sufficient for effective identication of
fast ion conductors within this database.17,27,75

An ensemble of AtomSets models is used to screen all Li-
containing materials in the ICSD and Materials Project reposi-
tories. Through this screening, we nd 241 materials predicted
to be superionic with Eg > 1 eV and compositions signicantly
© 2025 The Author(s). Published by the Royal Society of Chemistry
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different from those in our training database. The prediction
condence is quantied by reporting the standard deviation of
the ensemble predictions and the distance from each screened
compound to the nearest training sample. The predicted like-
lihood of superionic conductivity (PSI) for all Li-containing
materials in the ICSD and Materials Project are provided for
consideration. To validate the effectiveness of the model
ensemble for screening, we experimentally demonstrate supe-
rionic conductivity in a candidate phase, Li9B19S33.

Importantly, while our approach facilitates screening of
materials containing disorder in the Li framework, it does not
account for changes in conductivity due to defect introduction.
It is possible that compounds with PSI < 0.5 could bemodied to
be fast ion conductors through appropriate defect engineering
strategies. Despite the strengths of the AtomSets architecture, it
does not enable the direct determination of interpretable
structural features to guide SSE design. While our results show
that the logistic regression model using domain-specic
features was less effective in this case, the identication of
more rened or relevant features could potentially improve its
performance. By making the structure–conductivity database
used in this study publicly available, we hope to enable future
works to explore and develop better structure–property rela-
tionships for ion conduction, facilitating design-focused
methodologies.
4 Methods
4.1 Database processing

All 11295 Li-containing compounds cataloged in the ICSD
(v5.2.0) are compiled. The constructed database for this study
encompasses the experimentally measured ionic conductivities
of 571 compounds alongside their corresponding ICSD crystal
structures. Consequently, there remain 10724 Li-containing
compounds in the ICSD without reported ionic conductivity
measurements in the literature. To identify duplicate structures
in the labelled database, the StructureMatcher tool within the
Python Materials Genomics (Pymatgen) (v2023.11.12) library is
employed. Briey, all pairs of structures are converted to
primitive cells, and checks are conducted to ensure that the
number of sites, lattice parameters, unit cell angles, and atomic
positions do not match within a default tolerance. Duplicate
structures are consolidated by retaining the entry with the
median ionic conductivity value. The resulting database, devoid
of duplicate structures, is comprised of 548 entries.
4.2 Data partitioning and clustering

From the database, 10% of entries are randomly allocated to
a test set, which is exclusively assessed with the nal model
ensemble aer determination of the nal structure represen-
tation and the completion of hyperparameter optimization. The
remaining data is divided into training and validation sets
using two distinct methods. Initially, the data undergoes
random splitting for k-fold CV, with folds of equal size (80 : 20
training and validation). When assessing model performance
using k-fold CV, the training and validation portion of the
© 2025 The Author(s). Published by the Royal Society of Chemistry
database is randomly partitioned into k different folds. The
model is trained on k − 1 of the folds and the predictive power
of the model is assessed using the remaining fold. The process
is repeated for all k folds to obtain the average and variation of
the model performance. In the present study, 5 folds are used
for CV. Additionally, the data is partitioned into non-random
training and validation sets for LOCO CV. In this scenario, the
data is initially represented using the ElMD description, fol-
lowed by the application of UMAP with a spread parameter of 5,
which controls the scale of local neighborhood preservation, to
acquire a low-dimensional representation that maintains
essential chemical relationships. Subsequently, DBSCAN, using
an epsilon of 4, which denes the maximum distance between
points to be considered neighbors, is employed to automatically
segregate the data into clusters for LOCO CV. We obtain 10
clusters of compounds, with a statistical summary of each
cluster provided in the ESI.† The ElMD description, the spread
parameter for UMAP, and the epsilon parameter for DBSCAN
were selected to align with the leave-one-cluster-out procedure
described in previous studies. Intuitive clustering of known
families of ion conductors is observed, as detailed in previous
works.26

4.3 Descriptor generation and ML models

Crystallographic Information Files (CIFs) for each compound
are parsed with Pymatgen (v2023.11.12). Simplied versions of
each structure are generated by systematically removing or
modifying groups of atoms. For the CAN representation the Li
atoms in each structure are removed. The CAMNS representa-
tion is created by checking the oxidation state from the CIF le
for each non-Li atom in the structure. Atoms with positive
oxidation states are substituted with Al, negative oxidation
states converted to S, and oxidation states of 0 converted to Mg.
For CANS, this simplication is performed and the Li atoms are
removed as well. Graph representations are created using
a modied version of the MatErials Graph Network (MEGNet)
library (https://github.com/materialsvirtuallab/megnet v1.3.2)45

to accommodate disordered crystals. The MAterials Machine
Learning (maml) library (https://github.com/
materialsvirtuallab/maml v2023.9.9) is then used to create the
atom matrix features which are used as the inputs for the
AtomSets models.50 The AtomSets models pass the atom
features matrix through a series of fully connected layers
before a set2set symmetry function is used to generate
a readout vectors of a dened length with permutation
invariance of the atom order.76 The output of the symmetry
function is subsequently passed through additional dense
layers and a nal sigmoid activation for classication.
Atomistic features are generated using the denitions
provided by Sendek et al.15 The scikit-learn library is used for
training of logistic regression models with default parameters
excluding the penalty for regularization.77

4.4 Hyperparameter optimization

The default AtomSets architecture does not include conven-
tional regularization techniques to avoid overtting. Therefore,
Digital Discovery, 2025, 4, 1518–1533 | 1529
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dropout layers and L2 kernel regularization is added. The
optimal hyperparameters for each validation cluster within the
LOCO CV framework are determined using the Ray library
(v2.9.3). Model weights are updated using the LAMB optimizer
with Lookahead mechanism and a triangular-2 cyclical learning
rate schedule.78,79 A comprehensive listing of the hyper-
parameter ranges explored is provided in Table S7.† For each
cluster, 250 congurations are tested. The top 10 performing
congurations for each are then repeated 10 times to account
for run-to-run variability. Subsequently, the best performing
conguration across these 10 runs is selected as the optimal
conguration for that particular validation cluster. Hyper-
parameter trial runs are orchestrated using the Asynchronous
Successive Halving Algorithm (ASHA).80 ASHA is an advanced
optimization algorithm that efficiently allocates computational
resources to hyperparameter congurations, enabling paralle-
lization and faster optimization by iteratively promoting
promising congurations while discarding under performing
ones through successive halving. The search space is explored
employing HyperOpt, which employs Bayesian optimization to
nd the optimal conguration.81

4.5 Li9B19S33 synthesis

Li9B19S33 is prepared from lithium sulde (Li2S, 99.9%, Thermo
Fisher Scientic), elemental boron (99.99%, SkySpring Nano-
materials, Inc.) and sulfur (S8, >99.5%, Acros Organics). In an
Ar-lled glovebox (Mbraun), a 2 gram stoichiometric mixture of
the precursor materials is combined in a 50 ml YSZ milling jar
along with milling media (2 10 mm diameter balls, 34 5 mm
diameter balls, and 8 grams of 3 mm diameter balls). The jar is
sealed before removing from the glovebox to minimize exposure
to air. The precursors are milled in a planetary ball mill (MSE
PMV1-0.4L) for 45 minutes at 300 rpm. Aer milling, the
precursor mixture is extracted under Ar and 333 mg of the
powder is transferred to a glassy carbon crucible (SPI Supplies).
Two repeated heating steps are required to obtain pure
Li9B19S33. The crucible containing the powder is placed into
a carbon-coated vitreous silica ampoule (inner diameter 14 mm,
outer diameter 16 mm), which is evacuated to <10 mTorr and
sealed. The sealed ampoule is heated to 700 °C at a rate of 1 °
C min−1, held at 700 °C for 16 h, and then cooled to room
temperature at 1 °C min−1. Aer the rst annealing step, the
material is removed under Ar, ground with a mortar and pestle,
and reloaded into the crucible. The crucible is then sealed in
a second carbon-coated vitreous silica ampoule, and the heating
procedure is repeated to yield the desired phase.

4.6 Experimental characterization of Li9B19S33

Powder X-ray diffraction is used to assess the phase purity of the
prepared Li9B19S33 material. The sample powder is loaded into
a Rigaku air-free sample holder under Ar to prevent exposure to
air during the measurement. Diffraction patterns are collected
using a Rigaku Smartlab diffractometer with a Cu Ka X-ray
source. The scan range is from 10° to 70° 2q at a rate of
3° min−1 with a step size of 0.04°. Rietveld renement of the
diffraction patterns was performed using GSAS-II soware.82 To
1530 | Digital Discovery, 2025, 4, 1518–1533
characterize the ionic conductivity of Li9B19S33, 40–60 mg of the
material is hot-pressed (Col-Int TechManual Hydraulic press) at
250 °C under 2 tons of pressure for 5 minutes, forming pellets
with 6 mm diameter. The pellet surfaces are polished with 1500-
grit abrasive sheets before the pellet thickness is measured.
Indium metal foil is placed on stainless steel current collector
rods and the pellet is assembled into Swagelok cells under
∼100 MPa of pressure using a manual vise. Electrochemical
impedance spectroscopy (EIS) is performed with a Biologic VSP-
300 potentiostat over a frequency range of 3 MHz to 1 Hz and an
amplitude of 25 mV, across a temperature range of 25 °C to 70 °
C.
Data and code availability

The database of sexp values and ICSD collection codes for cor-
responding crystal structures is made available as a supple-
mentary comma-separated values le. The dataset and the
predicted likelihood of superionic conductivity for all Li-con-
tainginmaterials in the ICSD andMaterials Project are available
through CaltechDATA at https://doi.org/10.22002/23mvv-6gk43.
The version of the codebase used to train models, perform
screening, and analyze results is archived at https://doi.org/
10.22002/cgx0v-wqq34.
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