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Machine Learning (ML) has offered innovative perspectives for accelerating the discovery of new functional

materials, leveraging the increasing availability of material databases. Despite the promising advances, data-

drivenmethods face constraints imposed by the quantity and quality of available data. Moreover, ML is often

employed in tandemwith simulated datasets originating from density functional theory (DFT), and assessed

through in-sample evaluation schemes. This scenario raises questions about the practical utility of ML in

uncovering new and significant material classes for industrial applications. Here, we propose a data-

driven framework aimed at accelerating the discovery of new transparent conducting materials (TCMs),

an important category of semiconductors with a wide range of applications. To mitigate the shortage of

available data, we create and validate unique experimental databases, comprising several examples of

existing TCMs. We assess state-of-the-art (SOTA) ML models for property prediction from the

stoichiometry alone. We propose a bespoke evaluation scheme to provide empirical evidence on the

ability of ML to uncover new, previously unseen materials of interest. We test our approach on a list of

55 compositions containing typical elements of known TCMs. Although our study indicates that ML

tends to identify new TCMs compositionally similar to those in the training data, we empirically

demonstrate that it can highlight material candidates that may have been previously overlooked, offering

a systematic approach to identify materials that are likely to display TCMs characteristics.
1 Introduction

Data-driven approaches have proposed a valuable change of
perspective in the discovery of new functional materials, assist-
ing traditional methods based on experimental investigation and
density functional theory (DFT) calculations.1,2 This has been
made possible by the consistent growth of available material
repositories (Materials Project,3 Materials Platform for Data
Science,4 Open Quantum Materials Database,5 etc.). In recent
years, computational methods driven by Machine Learning (ML)
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have proven effective in accelerating the exploration of the
chemical space, assisting in the identication of dielectric
materials,6 nickel-based superalloys7 and superhard materials.8

Despite the broad perspectives opened up by data-driven
methods, the horizon of available properties to leverage ML
towards the discovery of specic material classes is still quite
narrow due to the scarcity and dispersity of available data to train
ML models. Many data-driven approaches are based on
computed data and thus subject to the approximations and
limitations of the calculation themselves. Experimental data are
generally not available at scale. Industrial applications frequently
require exceptional compounds,9 oen exhibiting a counterintui-
tive combination of two or more chemical properties. This poses
signicant challenges to current data-driven frameworks, as
conventional material databases may lack the necessary infor-
mation to effectively guide ML in discovering materials tailored
at specic applications.

Transparent conducting materials (TCMs) fully exemplify the
category of exceptional compounds. These represent a class of
semiconductors showing simultaneously high electrical conduc-
tivity, and low absorption in the range of visible light. This unique
© 2025 The Author(s). Published by the Royal Society of Chemistry
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behaviour is oen enforced in practice by a process known as
doping, where additional components are introduced into an
intrinsic semiconductor tomodulate its optoelectronic properties.
Conventional transparent conductors are typically achieved by
doping metal oxide semiconductors like In2O3, SnO2, CdO and
ZnO. Among various classes of TCMs, tin-doped indium oxide
(ITO) stands out as the most common one typically used in high
value applications such as displays due to the scarcity of indium,
while uorine-doped tin oxide (FTO) has been widely adopted in
larger area applications such as solar control glazing and trans-
parent electrodes for solar cells.10 Although the existing set of
TCMs currently addresses the demands imposed by modern
optoelectronic applications, the scarcity of rawmaterials, together
with the high costs of vapour deposition techniques, drive
researchers to look for alternative solutions.11,12 Previous literature
using ML in the TCMs eld has investigated the optimization of
existing semiconductors,13 or focused on well-dened phase-
elds,14,15 and progress has been hindered due to the absence of
adequate datasets of experimental optoelectronic properties.

In this work, we propose a data-driven framework to accel-
erate the discovery of new TCMs. To address the shortage of
available data, we create and validate databases of chemical
formulas reporting experimental room-temperature conductivity
and band gap measurements. We utilize the obtained data to
train state-of-the-art (SOTA) ML models that leverage the stoi-
chiometry of input materials, taking into account that compo-
sition and the presence of dopants are important for conductivity
and band gap, given the typical absence of structural information
in materials discovery tasks. Furthermore, we assess the perfor-
mance of trained models using a custom evaluation framework,
designed to determine whether ML can identify previously
unseen classes of TCMs. To test the proposed framework, we
further utilize a list of 55 experimentally-reported chemical
compositions sourced from entries acrossMPDS,4 Pearson,16 and
ICSD databases.17 We use this list to empirically demonstrate the
effectiveness of ML in accelerating the identication of new
materials that are likely to display TCMs characteristics. The
main contributions of this study can be summarized as follows:

� We create two datasets of experimentally-reported optoelec-
tronic properties, (1) a dataset of electrical conductivity is collated
and curated from data residing in the MPDS and (2) we augment
a published band gap dataset. Both datasets serve as a foundation
for training ML models aimed at the identication of TCMs.

� We evaluate SOTA ML models for property-prediction on
the proposed experimental datasets.

� We empirically measure the ability of ML models to iden-
tify new classes of TCMs through a bespoke evaluation method.

� We compile a list of 55 compositions across various data-
bases and we empirically demonstrate the potential of ML in
accelerating the identication of materials that are likely to
exhibit TCMs characteristics.

2 Related work
2.1 Computationally-guided search for new TCMs

DFT has primarily enabled a computational exploration of
various material classes, including TCMs. Notably, Woods-
© 2025 The Author(s). Published by the Royal Society of Chemistry
Robinson et al.13 curated an experimental dataset comprising 74
bulk structures of well-known TCMs with the goal of computing
a set of DFT-based descriptors that would capture essential
features of these materials for computational screening
purposes. Hautier et al.18 employed a high-throughput compu-
tational approach to identify oxides with low electron effective
mass. They also assessed the band gap of the most promising
candidates and proposed potentially novel n-type transparent
conducting oxides. The increasing accessibility of materials
data has also facilitated data-driven frameworks for ML-guided
search for new materials. Sun et al.19 conducted a study that
explored the application of ML to predict new TCMs. They
utilized data on formation energy and band gap obtained from
a Kaggle competition focused on TCMs discovery.19 Despite the
promises established by computational modelling, challenges
such as high computational cost and systematic errors in DFT-
based approaches, along with the scarcity of suitable datasets in
the realm of ML, have posed important obstacles to the search
for new such materials.
2.2 Data-driven identication of optoelectronic properties

Electronic transport and optical data on semiconductors have
been gathered and evaluated in the context of thermoelectrics20,21

and of band gap.22,23 Studies have then evaluated different ML
approaches in combination with data extracted from the
University of California Santa Barbara (UCSB) dataset to predict
the electrical conductivity of materials.24,25 Furthermore, DFT-
calculated datasets for electron transport properties have also
been proposed26–29 and utilized for different tasks ranging from
data visualization, to ML property prediction. The availability of
experimental datasets has remained rather limited,21,30–32 with
most available datasets reaching the order of ∼102 entries.
Furthermore, experimental data oen encompass minimal
chemical diversity, primarily due to the difficulties in obtaining
reliable measurements. These two crucial issues (limited data-
sets size and narrow chemical diversity) heavily limit the appli-
cation of data-driven methods for the prediction of electronic
properties. In the case of band gap, the extensive availability of
entries derived from DFT calculations3,5,33 has, in part, mitigated
the problem of data scarcity, specically because this property is
more feasible to theoretical simulations compared to electron
transport properties. However, signicant challenges persist in
the prediction of experimental band gaps due to the underesti-
mation of band gaps calculated using the high-throughput DFT
approaches of large databases34 and imbalance between metals
and non-metals in the available datasets.6
3 Databases overview

A well-established gure of merit for TCMs can be identied as
the ratio of electrical conductivity (s) to the optical absorption
coefficient (a):35

4TCM ¼ s

a
: (1)
Digital Discovery, 2025, 4, 1794–1811 | 1795
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A well-performing TCM should combine high electrical
conductivity with low absorption of visible light. Therefore, to
accommodate 4TCM within a data-driven perspective, it would
be necessary to rely on abundance of data in terms of s and a.
Typically, datasets containing these properties are scarce and
fragmented across numerous sources in the literature. To
address the limitation of optical property data, we adopt the
band gap (Eg) as a proxy for optical transparency, motivated by
the abundance of this information in the existing literature.3,5

The band gap is a crucial parameter that inuences materials'
optical properties. A material with a band gap exceeding the
energy of visible light (approximately 3 eV) appears generally
transparent, as photons within this range lack the energy to
excite electrons across the band gap. Thus, by choosing mate-
rials with band gaps greater than 3 eV, we can identify materials
that are likely to exhibit transparency in the visible spectrum. To
enable a ML approach, we have created and validated two
experimental datasets of room-temperature conductivity and
band gap measurements, to be used as foundation for training
SOTA ML models for the discovery of new TCMs. Below, we
detail the creation of these databases, a key contribution of this
work. Both datasets were tailored to remove unphysical entries
by expert assessment and to ensure that a wide range of
chemistries were included, resulting in datasets well-balanced
between metals and non-metals as discussed below.
Table 1 Various families of TCMs, each with distinct N representatives
associated to a specific doping level (at%). We report the mean (m) and
standard deviation (s) related to conductivity and band gap measure-
ments for different families

TCMs family N s (log10 (S cm−1)) (m � s) Eg (eV) (m � s)

SnO2: Ga
43 3 2.52 � 0.03 3.77 � 0.03

SnO2: In
42 4 2.26 � 0.75 3.83 � 0.09

SnO2: Mn44 3 2.07 � 0.01 4.07 � 0.03
SnO2: Ta

45 3 2.52 � 0.54 4.16 � 0.11
SnO2: Ti

46 5 2.73 � 0.06 3.80 � 0.06
SnO2: W

47 4 2.23 � 0.22 4.23 � 0.68
In2O3: Sn

50–52 (ITO) 3 2.65 � 0.64 3.73 � 0.29
ZnO: Al–Sn53 4 2.58 � 0.18 3.80 � 0.16
ZnO: Al48 3 3.43 � 0.57 3.61 � 0.05
ZnO: Ga49 6 3.93 � 0.29 3.64 � 0.05
3.1 Electrical conductivity dataset

The electrical conductivity dataset was constructed using two
primary data sources. Initially, data on conductivity and resis-
tivity, along with associated chemical formulas, were gathered
from the Materials Platform for Data Science (MPDS),4 with 38
068 entries available as of December 2024. This source was sup-
plemented with the UCSB dataset21 (1794 entries), which provides
a range of experimental thermoelectric properties, including
electrical conductivity. In total, we compiled a raw dataset
comprising 39 862 material entries with associated conductivity
measurements at various temperatures. Several preprocessing
steps were conducted on the raw data. Initially, we excluded all
pure elements and noble gases and selected all chemical
formulas reported within a window of room temperature (298± 5
K), reducing the dataset to 14 307 entries. Given the experimental
nature of utilized data, it is common to encounter several mate-
rial entries where different measurements are documented for
identical chemical formulas at the same temperatures. This
variance is inherently linked to the different experimental
conditions under which these measurements were conducted. To
process raw data in view of statistical estimation, we initially
considered the distributions of measurements corresponding to
duplicated chemical formulas, discarding those groups associ-
ated to a standard deviation exceeding 10 S cm−1.

Furthermore, we excluded entries with conductivity
measurements falling outside of 4 standard deviations from the
mean, resulting in a processed dataset containing 8034material
entries. At this stage, we performed a meticulous validation,
which involved a line-by-line review of the obtained data by
domain experts, referring back to the original literature on
1796 | Digital Discovery, 2025, 4, 1794–1811
suspicious entries, to ensure the accuracy of the reported
conductivity measurements, alongside the correctness of the
corresponding chemical formulas. To facilitate the validation
process, automated nonsense-detection strategies were imple-
mented to systematically identify anomalous conductivity
measurements associated to the reported material entries. This
involved inferring the oxidation states of the chemical elements
in each composition, to ensure the feasibility of different
chemical species, in accordance with their corresponding
conductivity measurements. First, Comgen36 was used to infer
the oxidation states of chemical elements in each composition.
These were used to verify the feasibility of the chemical species
in the composition, in accordance with the reported conduc-
tivity measurement. For example, closed-shell, i.e. fully stoi-
chiometric and undoped, oxides are expected to exhibit low
conductivities. Therefore, reported entries corresponding to
closed-shell oxides with a conductivity higher than a threshold
set to 10−6 S cm−1 were automatically agged by the nonsense-
detection tool for further expert consideration. Additionally, we
incorporated experimental conductivities for several chemical
families that were absent, such as the alkaline earth oxides,
binary and ternary oxides including materials selected to
represent each integer transition metal oxidation state as far as
available data allow, as well as known TCMs (reported in
Table 1). We end up with a nal, validated database comprising
8231 material entries, with a mean �x of 1.09 (log10 (S cm−1)),
a median ~x of 2.44 (log10 (S cm−1)) and an interquartile range
(50% of data; materials from the 25th to the 75th percentile of
log10(s)) spanning from −0.18 to 3.60 (log10 (S cm−1)). The data
distribution of conductivity dataset is shown on the le of
Fig. 1. To understand the distribution of metals and non-metals
in our conductivity dataset, we utilize the theoretical notion of
minimum metallic conductivity (MMC), as introduced in ref.
37. This indicates a threshold below which materials exhibit
semiconductor-like behavior. Thus, compounds with conduc-
tivity above this threshold display metallic characteristics, while
those below it show a non-metallic behavior. For our analysis,
we adopt a threshold value of smin = 103 S cm−1, represented by
the purple dotted line in Fig. 1 (le), which has been experi-
mentally observed for many transition metal compounds near
the metal–insulator transition.38 Applying this criterion, we
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Data distributions for s (left) and Eg (right). �x and ~x denote themean and themedian, respectively. The purple dotted line on s distribution
indicates the minimum metallic conductivity smin = 103 (S cm−1).
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identied 3187 metals in the dataset (z39%), and 5044 mate-
rials (z61%) exhibiting non-metallic conductivity.
3.2 Band gap dataset

The initial band gap data was sourced from a well-known
experimental dataset proposed by ref. 22. The original dataset
comprises 6354 material entries with experimental band gap
measurements determined from optical and transport
measurements. Preprocessing steps were applied to the raw
data. Specically, we excluded groups of duplicated formulas
with band gap measurements having a standard deviation
greater than 0.1 eV. This preprocessing approach is similar to
the one used for creating the matbench_expt_gap dataset,
available on the Matbench platform.39 All the entries associated
with noble gases and pure elements have been discarded.
Additionally, entries with band gap measurements exceeding 4
standard deviations from the mean have been excluded, leading
to a processed dataset of 4732 material entries. As in the case of
conductivity, the obtained pool of data has been expanded by
including experimental band gap measurements of binary and
ternary oxides not already in the dataset, along with known
TCMs, reported in Table 1. The additional data was taken from
the primary literature40–49 aer identifying the gaps in the
original dataset. These preprocessing steps resulted in a nal
dataset comprising 4767 material entries, with a mean �x of 1.04
(eV), a median ~x of 0.00 (eV), and an interquartile range span-
ning from 0.00 to 1.93 eV. The data distribution of the band gap
dataset is shown on the right in Fig. 1. We observe a balanced
representation of metals (Eg = 0) and non-metals (Eg > 0) in the
created dataset. The group of metals comprises 2426 material
entries (z51%), while non-metals encompass 2341 entries
(z49%).
4 Methods

In this section, we introduce both the ML models and the
evaluation methods considered in this study.
© 2025 The Author(s). Published by the Royal Society of Chemistry
4.1 Representation of stoichiometry for Machine Learning
approaches

A central aspect in composition-based ML is selecting suitable
representations of input stoichiometry that reect the under-
lying chemical principles. Given a compound containing
elements ða1; a2; .; aNÞ˛AN , where A denotes the (abstract)
set of all chemical elements, it is common to consider
amappingF A/ℝdf that represents a chemical element aiwith
a vector ci˛ℝdf . The choice of F determines the nature of the
representation and is oen tailored to the ML model being
employed. In our study, we utilize two distinct representations:
Magpie descriptors54 and Mat2vec embeddings.55 Each reects
a different approach to encoding element information, the
former being manually craed, the latter learned from data. To
use these element-level features in ML models, a global repre-
sentation of the compound must be derived. For traditional ML
models like linear regression or tree-based algorithms, it is
common to construct a composition-based feature vector
(CBFV) by aggregating element vectors:

v ¼
XN
i¼1

wici; wi ¼ ni
PN
j¼1

nj

; (2)

where ni denotes the number of atoms of element ai in the
formula, and wi represents its fractional contribution. This
pooling operation produces a single vector v˛ℝdf that repre-
sents the entire compound. In our experiments, we apply this
aggregation to Magpie descriptors,54 which are handcraed
vectors (df = 132) incorporating physical and chemical attri-
butes (e.g. atomic number, electronegativity etc.), along with
statistical operations such as mean and standard deviation. In
contrast, Mat2vec embeddings55 are not aggregated via CBFV.
Instead, they have been used in tandem with attention-based
deep learning architectures to learn relationships between the
elements in a compound.56 Mat2vec embeddings are data-
driven representations, where each chemical element is
assigned to a vector (df = 200) trained from co-occurrence
Digital Discovery, 2025, 4, 1794–1811 | 1797
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patterns in materials science literature. Mat2vec embeddings
have proven particularly effective when paired with deep
learning models for property prediction.56,57 This is likely due to
the incorporation of a broader material science knowledge
learned from scientic literature. As a result, the embeddings
can adapt exibly to specic material–property relationships
through nonlinear transformations in neural network models.
Specically, in our experiments we adopt Random Forest (RF)58

with CBFVs obtained from Magpie descriptors, and CrabNet56

paired with Mat2vec embeddings.

4.2 Models

4.2.1 Random forest.58 A classic ML approach that is well
established in the eld of materials informatics and has been
applied in a variety of tasks, from predicting band gap energy59

to identifying thermoelectric and mechanical properties.60,61

The algorithm involves a combination of various weak learners
that are trained on resampled versions of the original dataset
and with different subsets of features. This has the effect of
reducing model variance by decorrelating individual decision
trees. In practice, it is commonly used in tandem with materials
representations obtained by aggregating attributes from indi-
vidual elements of the periodic table. These features are typi-
cally denominated structure or composition-based feature
vectors, given that they are obtained using the stoichiometry
alone,54 or other known attributes from the underlying crystal-
line structure.62

4.2.2 CrabNet.56 A neural-network architecture based on
the paradigm established by transformers.63 The core idea of
these models relies on self-attention, which nds an early
application in the eld of natural language processing: intui-
tively, given a sequence (phrase) of n tokens x1, x2, ., xn, the
goal is to learn new, context-aware representations y1, y2,., yN,
with a richer semantic structure. This is achieved by learning
attention scores between word pairs within the phrase.

In the context of materials science, the input tokens can be
viewed as elements of a chemical composition. Attention
scores, computed via self-attention, can then be utilized to
adjust the overall material representation for predicting
a specic property of interest. CrabNet has delivered remark-
able outcomes in predicting chemical and physical properties of
materials when only the composition is available.39 It frequently
serves as a SOTA model in scenarios where property predictions
are solely reliant on the chemical composition of materials.64–67

For further details regarding the underlying architecture, we
refer to the original paper.56

4.3 Evaluation

In our goal of identifying the constitutive properties of the
materials of interest, we stay aligned to previous work23,24,65,68

and adopt a regression task. In this context, the goal is to train
ML models to predict numerical values associated to the cor-
responding material properties. It is worth mentioning that
a classication task may be considered too, directly deter-
mining whether the predicted material meets the specied
criteria or not and thus falls into the category of TCMs.
1798 | Digital Discovery, 2025, 4, 1794–1811
However, we argue that adopting a classication approach in
this context might sacrice valuable interpretability. Rather
than simply classifying materials as TCMs or non-TCMs,
regression models provide continuous numerical predictions
for properties like conductivity and band gap. This granularity
offers a more precise understanding of each material's perfor-
mance, allowing us to evaluate how close each material is to
meeting the TCM criteria. To assess the performance of trained
ML models, we utilize different evaluation schemes: K-fold,
a conventional method deeply rooted in statistical learning
theory,69 is commonly employed; additionally, Leave-One-
Cluster-Out Cross-Validation (LOCO-CV)70 stands as an alter-
native method targeting the assessment of chemical extrapola-
tion, crucial for discovering new materials, absent in the
training data. Furthermore, we introduce a third evaluation
method designed to offer nuanced interpretability within the
task at hand, namely the discovery of novel TCMs. Details out-
lining each of these methods are provided in the following.

4.3.1 K-fold. Validation process involves quantifying the
deviation between predictions and real underlying targets, in
a portion of the dataset that is held out at training stage. This is
typically achieved with a K-fold cross validation, which consists
in splitting the original dataset in k equally-sized folds (k = 5 in
this study), and in turn, training the model on k− 1 of these and
using the remaining one for evaluation, to have an estimate of
the average test error. While K-fold cross-validation is a well-
established and commonly used procedure for assessing the
performance of ML models, it may not serve as an accurate
indicator of their extrapolation capability in the context of
materials discovery. The main concern arises from the fact that
within a K-fold approach, similar stoichiometries can end up in
both training and test data. As a consequence, the model might
be provided with a relatively favorable scenario, where it can
effortlessly interpolate between known stoichiometries, rather
than being truly challenged to extrapolate beyond the observed
data. This aspect is intrinsically connected to the redundancy of
material datasets,71,72 which inevitably leads to overestimating
the performance of ML models,73 unless bespoke evaluation
schemes are designed to quantify the extrapolation error. This
phenomenon can potentially mask any limitations or weak-
nesses in the models' ability to generalize to new and unseen
materials, undermining the overall predictive power in the
context of materials discovery.

4.3.2 LOCO-CV. While K-fold cross-validation remains
valuable for assessing models' performance within the training
distribution, it may not fully capture the crucial aspect of
extrapolation in any materials discovery task involving ML. In
addition to K-fold, we employ a LOCO-CV70 evaluation scheme.
With LOCO, the folds are not randomly generated, but rather
constructed by grouping together material families that exhibit
chemical similarity. This method provides a more rened
evaluation of models' performance by focusing on the ability to
generalize to new material groups. For example, one might be
interested in assessing the extrapolation power of a ML model
in predicting a group of oxides given that this family was
unobserved at training stage. Different techniques can be
employed to effectively implement this approach: in general,
© 2025 The Author(s). Published by the Royal Society of Chemistry
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when featurizing input chemical formulas, the initial step oen
involves employing the K-means algorithm74 to generate a pre-
determined number of distinct clusters. However, a challenge
arises due to the eventual disparity in the sizes of material
groups, which can introduce excessive variance during the
evaluation process. To address this scenario, prior observations
have indicated that applying kernel functions to the material
representations can promote more equitable cluster sizes and
enhance the invariance of the resulting clusters with respect to
the chosen representation for the input chemical formulas.75

Kernels are mathematical functions that transform the input
data into a higher-dimensional feature space where better
linear separability is possible.76 To leverage these benets in our
approach, we employ a kernel-based feature transformation
before clustering. We utilize RBFSampler from scikit-learn,
which approximates the feature map of a radial basis function
kernel using random Fourier features. Specically, the original
CBFVs (depicted in eqn (2)) are transformed into high-
dimensional representations f(v), which are then used as
input for K-means clustering. The K-means algorithm partitions
the dataset into k clusters by minimizing the within-cluster
variance. Given a set of M transformed feature vectors
{f(v1), ., f(vM)}, the objective is to nd cluster centers
{m1, ., mk} that minimize the sum of squared distances:

arg min
m1 ;.;mk

Xk

j¼1

X
fðviÞ˛Cj

kfðviÞ � mjk2; (3)

where Cj is the set of feature vectors assigned to cluster j. The
number of clusters k is a hyperparameter, and we set k = 5 in
our experiments.

4.3.3 Leave-one-TCM-family-out. In principle, LOCO-CV
can be considered as a well-motivated method to evaluate the
chemical extrapolation of ML models under consideration.
However, the assessment is oen limited by the varying sizes of
material clusters, which lead to a noisy evaluation and to an
increased variance in the assessed metrics. Moreover, it is
Fig. 2 Schematic representation of the proposed evaluation to simulate
family of known TCMs is placed in the test set, while ML models are train
for each available TCM family.

© 2025 The Author(s). Published by the Royal Society of Chemistry
common for the data folds generated within a LOCO-CV setting
to result from the sequential application of various algorithms,
which in turn leads to a limited interpretability regarding the
resulting material clusters. To gather empirical evidence
regarding the ability of ML to uncover novel compounds for
real-world applications, we propose a new evaluation strategy
that we denote as leave-one-TCM-family-out. This evaluation
method aims at providing empirical evidence on whether ML
can discover new TCMs, given prior knowledge from known
materials. For a comprehensive analysis, we initially gather
diverse families of established TCM materials. In Table 1 we
present a summary of different material families examined in
this study, along with the count of associated representatives
and the average values of reported electrical conductivity and
band gap measurements. In total, we have compiled 38 exam-
ples of established TCMs from the existing literature. Different
representatives within the same family reect different
concentrations (at%) of the corresponding dopant element.
Drawing insights from the statistics of reported TCMs and from
prior scientic knowledge, we establish an identication crite-
rion aimed at understanding whether ML can successfully
identify TCM materials: specically, a TCM will be successfully
identied if the corresponding predictions for electrical
conductivity and band gap exceed 102 S cm−1 and 3 eV,
respectively. Intuitively, we want to investigate whether ML
models can discriminate the behavior of doped semi-
conductors, and detect a signicant level of electrical conduc-
tivity, even in situations where there exists a non-negligible
band gap. In the leave-one-TCM-family-out evaluation scheme,
we exclude a specic family of TCMs from the training set, while
retaining other representative materials. Importantly, when
a cluster of extrinsically doped semiconductors is placed in the
test set, the corresponding undoped semiconductor remains in
the training set as prior knowledge. For example, all ZnO:Al
materials may be placed in the test set while ZnO is retained in
the training data. In practice, this assessment seeks to offer
the discovery of new TCMs: following an iterative scheme, a specific
ed on the remaining TCMs within training data. This procedure repeats

Digital Discovery, 2025, 4, 1794–1811 | 1799
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empirical evidence about the ability of ML to uncover novel
material families, leveraging the existing knowledge as a start-
ing point. In practice, we are asking ML models to identify new
stoichiometric combinations in the test set previously unob-
served at training stage. If one of the TCM families, either SnO2:
In or In2O3: Sn, is present in the test set, the other is excluded
from training, as they share the same chemical elements,
despite representing two different sets of TCMs. To quantify the
success rate in the proposed evaluation, we establish a new
metric named family-discovery-rate (FDR), which considers the
percentage of discovered TCMs families by ML, with success
dened as the accurate prediction of at least one representative
from the overall family, when that family is removed from the
training data. We dene it as:

FDR ð%Þ :¼ N*
f

Nf

� 100; (4)

where Nf represents the total number of families and N*
f is the

count of correctly predicted families. In Fig. 2, we provide
a visual overview of the proposed evaluation scheme.

5 Results

Since the primary task can be formulated as a regression
problem, we utilize mean absolute error (MAE) and coefficient
of determination (R2) as evaluation metrics to assess models'
performance. For band gap prediction, CrabNet undergoes pre-
training on a dataset of DFT-computed band gaps sourced from
theMaterials Project.3 This pre-trainedmodel is then ne-tuned
on the curated experimental band gap dataset (results for
CrabNet's band gap predictions, shown in Table 3, pertain to
this ne-tuned model). During ne-tuning, we choose to retrain
Table 2 ML models evaluation for electrical conductivity (s) prediction
second best-performing are shown in yellow, when there is an overlap
desired direction for improvement for the corresponding metric

Table 3 ML models evaluation for band gap (Eg) prediction (eV). Best-pe
shown in yellow, when there is an overlap in the uncertainty bands. ‘—’ i
regression task. Upward and downward arrows indicate the desired dire

1800 | Digital Discovery, 2025, 4, 1794–1811
all model weights rather than freezing earlier layers. This
approach retains knowledge from the larger DFT dataset while
allowing the model to fully adapt to experimental trends. We
adopt this transfer learning strategy to help mitigate well-
known ML limitations in band gap prediction, which oen
lead to metallic materials being incorrectly classied as semi-
conductors or insulators.6
5.1 KFold & LOCO-CV

In Tables 2 and 3 we report evaluation results for ML prediction
on both the properties considered. Fig. 3 illustrates the distinct
material clusters obtained for the LOCO-CV evaluation setting,
projected onto a two-dimensional space for visualization using
Principal Component Analysis (PCA). Specic chemical elements
included in each cluster are provided in the ESI.† In Fig. 4, we
show parity plots related to the K-fold evaluation scheme.

5.1.1 Conductivity prediction. For electrical conductivity,
CrabNet and RF yield comparable in-sample results (K-fold),
with RF achieving a ∼4% higher R2 than CrabNet, and
a slight improvement of MAE, although not statistically signif-
icant. Such an outcome is expected, considering the remarkable
performance of RF in interpolation tasks (in-sample). This is
due to the intrinsic ensemble nature of the algorithm, enabling
a good generalization within the range of training data. In the
out-of-sample evaluation (LOCO-CV), we observe that differ-
ences among models are not statistically signicant and are
subject to high variability. This primarily stems from the size
disparities among various material clusters. Additionally, it is
plausible that certain material groups contain crucial chemical
information that is missing from the training data. The
systematic exclusion of such clusters at training stage may lead
(log10 (S cm−1)). Best-performing results are shown in green, while
in the uncertainty bands. Upward and downward arrows indicate the

rforming results are shown in green, while second best-performing are
ndicates a negative R2 score, and thus the failure of the corresponding
ction for improvement for the corresponding metric

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 LOCO-CV material clusters obtained separately for the conductivity dataset (left) and for the band gap dataset (right), projected onto
a two-dimensional space for visualization using Principal Component Analysis (PCA). More details on the compositions included in each cluster
can be found in the ESI.†

Fig. 4 Parity plots are shown for both electrical conductivity (top) and band gap (bottom) prediction. These were obtained by concatenating the
different validation folds used in the K-fold evaluation scheme.
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to a signicant degradation in predictive performance, and
contribute to an increased variance in the nal evaluation. For
example, cluster 1 depicted in orange in Fig. 3 contains around
95% of the oxides in the entire dataset. This highlights
© 2025 The Author(s). Published by the Royal Society of Chemistry
a scenario where the extrapolation task becomes too
demanding for the model, as it is required to identify a great
variability across multiple orders of magnitude, all without
prior exposure to such conditions in the training dataset.
Digital Discovery, 2025, 4, 1794–1811 | 1801
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5.1.2 Band gap prediction. In the case of band gap, it is
possible to observe a remarkable improvement of CrabNet
compared to RF, with a decrease in MAE of ∼27%, and a slight
average improvement in terms of R2, although not statistically
signicant. In this scenario, we posit that the adoption of
transfer learning provides a signicant contribution (see
Section 5.2). This trend is also partially evident in the LOCO-CV
task; nevertheless, once again, the high variability poses chal-
lenges for a precise analysis in the out-of-distribution scenario.
We believe that increasing the number of clusters can mitigate
this issue, by ensuring a more consistent size of the training
dataset in each iteration. However, a larger number of clusters
increases the likelihood of similar data points being shared
between the training and testing datasets, limiting the out-of-
distribution assessment. Further exploration of this trade-off
will be addressed in future research.
5.2 Identication of metals and non-metals

Accurate band gap prediction is critical for our ML pipeline.
However, challenges arise due to the imbalance between metals
and non-metals in material datasets, leading to frequent
misclassication of metals as semiconductors or insulators,
which can undermine prediction reliability.6 Various strategies
have been explored to mitigate this issue. A rst attempt might
be partitioning the task into two stages. The initial stage entails
training a classier to discriminate materials into metals and
non-metals, eventually using loss-weighting schemes to limit the
impact of class imbalances. The next stage would involve
a regression task on the subset of non-metals by the preceding
classication step. These methods have shown a limited effec-
tiveness in practice.6 We believe that an interesting alternative
may involve foundation models pre-trained on large multi-
domain datasets,77 to be then ne-tuned for specic tasks with
limited data.78 However, we argue that a key concern with foun-
dation models is potential data leakage during pre-training,
which can lead to overly optimistic results in downstream tasks.
Fig. 5 Confusion matrices for the metal vs. non-metal classification ta
(center), and RF. The fine-tuned CrabNet shows a remarkable improveme
standard CrabNet and RF models.

1802 | Digital Discovery, 2025, 4, 1794–1811
In our study, to enhance the accuracy of band gap identi-
cation, and thus minimizing the number of false negatives (in
our denition, metals that are wrongly predicted as semi-
conductors or insulators), we have utilized a transfer learning
approach. This involved pre-training CrabNet on an extensive
dataset sourced from the Materials Project,3 encompassing all
entries with chemical formulas and associated band gap infor-
mation. At the time of data retrieval, 153 224 material entries
with their corresponding band gaps were present in the Mate-
rials Project v2023.11.1 database. From this initial dataset, we
ltered out chemical formulas that were deemed equivalent in
our experimental band gap dataset, encompassing 4767 material
entries. We have used the reduced chemical formula as criterion
to establish equivalent entries, as atomic proportions are utilized
when creating inputs to ML models. To ensure a fair evaluation
we have discarded all such entries, ending up with a pretraining
dataset consisting of 149 714 data points. Further processing is
conducted on the resulting data to handle duplicates. We utilize
a similar strategy akin to that employed for the experimental Eg
dataset. Once duplicated material groups are identied, we
eliminate those with a standard deviation exceeding 0.1 eV in
terms of the corresponding band gaps. We have used this pool of
data to pretrain CrabNet on DFT-calculated band gaps. This is
later ne-tuned on our experimental Eg dataset.

In terms of regression metrics, the ne-tuned model
demonstrates enhancements of roughly z20% in MAE and
z10% in terms of R2. To better evaluate the ne-tuned model's
effectiveness in reducing false negatives, we investigate the
predictions from both the original and ne-tuned models from
a classication perspective. For a comprehensive assessment,
we also include RF predictions within this evaluation. First,
a simple rounding scheme is applied to all the obtained
predictions. Specically, predicted band gaps that are zero
when rounded to two decimal places (i.e., values less than 0.005)
are assigned a label of 0, indicating metals. Predicted band gaps
that round to non-zero values (i.e., 0.005 or greater) are assigned
a label of 1, indicating non-metals.
sk are displayed for the standard CrabNet (left), fine-tuned CrabNet
nt, with a significant reduction in false negatives compared to both the

© 2025 The Author(s). Published by the Royal Society of Chemistry
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In Fig. 5 we report the confusion matrices related to the
different models considered. In terms of CrabNet, a signicant
decrease is observed in the count of false negatives, from the
initial model (1127) to the ne-tuned one (406). This improve-
ment comes with a slight increase in false positives (instances
where semiconductors or insulators are incorrectly predicted as
metals), rising from 42 in the model without ne-tuning to 74 in
the ne-tuned model. For RF, we note a signicant tendency to
overestimate band gaps, resulting in a large number of metals
being incorrectly predicted as non-metals (1481). Interestingly,
in terms of false positives, only 6 non-metals are misclassied
as metals. Further investigation on this aspect is deferred to
future research. Additionally, we utilize Matthews correlation
coefficient (MCC)79 as a robust metric to quantify models'
performance on binary classication, given its suitability for
imbalanced data. It is dened as follows:

MCC :¼ ðTP� TNÞ � ðFP� FNÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðTPþ FPÞðTPþ FNÞðTNþ FPÞðTNþ FNÞp ; (5)

with TP, TN, FP, FN denoting, as usual, true positives, true
negatives, false positives, and false negatives, respectively. A
signicant improvement is observed when comparing CrabNet
Fig. 6 Predicted test TCMs within the leave-one-TCM-family-out eval
conductivity (top) and band gap (bottom). The FDR score indicates the pe
materials correctly predicted with respect to the thresholds of 102 S cm

© 2025 The Author(s). Published by the Royal Society of Chemistry
without ne-tuning to the ne-tuned version, with the MCC
increasing from 0.58 to 0.80. Conversely, the MCC obtained
from the RF model is 0.48, which is signicantly lower. This can
be attributed to the tendency of the model in overestimating the
band gaps, leading to a high number of false negatives.
Considering the pivotal role that band gap prediction plays in
the primary objective of this work, namely accelerating the
identication of new TCMs, we believe that this analysis holds
fundamental signicance. In this context, improving the
precision of ML models in discriminating metals from non-
metals greatly facilitates the selection of promising material
subsets for further investigation.
5.3 Leave-one-TCM-family-out

We have discussed the results of two classic evaluation
schemes, which carry intrinsic limitations. On the one hand, K-
fold provides limited insights on the real possibilities of iden-
tifying materials outside the training distribution, frequently
yielding overestimated results. On the other hand, LOCO-CV
oen leads to a noisy evaluation, due to the different size of
the obtained material clusters. In Fig. 6, we present the results
obtained from the proposed leave-one-TCM-family-out
uation setting, categorized by the constituent properties of electrical
rcentage of test TCM families correctly identified by themodels, i.e. test
−1 for conductivity, and 3 eV for band gap.

Digital Discovery, 2025, 4, 1794–1811 | 1803
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Fig. 7 Distributions of attention scores categorized in terms of interaction with base elements IB and with dopants ID (left). Examples of attention
matrices extracted for test TCMs in the leave-one-TCM-family out evaluation scheme (right), with dopant elements highlighted in bold.
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benchmark, showcasing the joint predictions of both RF and
CrabNet and for both properties under consideration (s and Eg).
We notice that CrabNet is the only model capable of identifying
the majority of TCMs families in the test set, achieving an FDR
of 90%, compared to 20% obtained by RF. The main challenge
results in the identication of electrical conductivity in these
materials. As shown in Fig. 6, RF signicantly underestimates
this property. However, in the case of band gap prediction, both
models correctly identify over 90% of the total materials. We
believe this is primarily due to the smoother relationship
between stoichiometry and band gap, which simplies the out-
of-distribution evaluation. Overall, our analysis shows a supe-
rior robustness of CrabNet in identifying novel stoichiometric
combinations that were not present in the training distribution.
5.4 Predictions explainability via attention scores

Although the signicant breakthroughs enabled by deep
learning in materials informatics, the interpretability of these
methods still remains severely limited, giving rise to entire
branches of research which aim to improve human under-
standing of ML models (explainable AI).80 The interpretability of
ML is indeed a crucial aspect, that acquires further importance
in scientic applications, oen characterized by collaboration
among researchers from various elds, and with different
backgrounds. However, current approaches oen rely on black-
box functions, which offer limited insights into the decision-
making process. Notably, the transformer architecture63

provides an inherent mechanism for interpreting its decision-
making process through the use of self-attention. The analysis
of the underlying attention scores can indeed offer insights
about tokens' signicance with respect to the surrounding
context.

To investigate the superior predictive accuracy achieved by
CrabNet in conductivity prediction, we examined the
1804 | Digital Discovery, 2025, 4, 1794–1811
corresponding attention scores generated during the leave-one-
TCM-family-out evaluation scheme. Specically, we extracted
attention scores from the last layer of the CrabNet encoder,
averaged by the corresponding number of attention heads. In
this context, we aim to understand whether the model captures
complex chemical phenomena related to doping. In this
context, we indicate with B = {b1, ., bn} the base elements, i.e.
those which are present in the pristine form of the material,
while with D = {d1, ., dk} we indicate the dopant elements in
the chemical formula. For example, for Zn0.95Al0.05O we have B
= {Zn, O} and D= {Al} while for Zn0.97Al0.02Sn0.01O2 we have B=

{Zn, O} and D = {Al, Sn}. We categorize entries of the attention
matrices into four interaction groups:

� ABB = [Aij] with ei, ej ˛ B for base–base interactions;
� ABD = [Aij] with ei ˛ B, dj ˛ D for base–dopant interactions;
� ADD = [Aij] with di, dj ˛ D for dopant–dopant interactions;
� ADB = [Aij] with di ˛ D, ej ˛ B for dopant–base interactions.
The interactions involving base elements, IB: = ADB W ABB,

and those involving dopants, ID: = ABD W ADD, reveal distinct
patterns in the attention scores. As shown in Fig. 7 (le), the
distribution of ID exhibits a clear shi towards higher attention
scores compared to IB, with the medians indicated by dotted
lines. This suggests that the model assigns a greater importance
to the interactions involving dopants, effectively capturing their
critical role in shaping material representations for conductivity
prediction.
6 Testing the search for new TCMs

To assess ML models' effectiveness in identifying TCMs,
a search was conducted in the Pearson's Crystallographic
Database,16 MPDS4 and ICSD17 (based on available data as of
December 2024) for compounds containing elements
commonly found in known classes of TCMs. Predicting their
© 2025 The Author(s). Published by the Royal Society of Chemistry
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properties withML could reveal materials previously overlooked
as TCMs. For this experiment, we utilize CrabNet, given its good
performance in the proposed leave-one-TCM-family-out evalu-
ation method.

We conducted a search for oxide compounds containing
combinations of three cations from Zn, Ga, Sn, Al, and In. We
also include a small selection of ve compositions across MPDS
and ICSD of doped binary oxides (ZnO, SnO2 and In2O3), with
Table 4 Predicted values of conductivity (s) and band gap (Eg) for a set o
oxides with combinations of Zn, Al, Ga, In and Sn, with additional dopant
the main text. Databases in which the compositions were searched ar
meeting our TCMs criteria, with a conductivity greater than 2(log10(S cm−

blue are doped binary oxides of Zn, Sn or In, closest to the training datase
elements commonly found within well-known TCM classes. Compositio

© 2025 The Author(s). Published by the Royal Society of Chemistry
dopants not present in the training dataset. We end up with
a nal list comprising 55 compositions shown in Table 4.

We utilize the same TCMs criteria established for the leave-
one-TCM-family-out evaluation. Specically, we are targeting
materials with band gap Eg > 3 eV and with conductivity s >
102 S cm−1. Compositions meeting these criteria are high-
lighted in Table 4. To provide a global assessment of ML-
predicted materials, we dene a gure of merit FM as:
f materials containing elements common to known classes of TCMs i.e.
elements. FM, F

std
M and Fstd-adj

M are figure of merit values as discussed in
e given in the Source column. Red-bordered cells indicate materials
1)), and a band gap greater than 3 eV. Rows with formula high-lighted in
t; unhighlighted rows are three cation oxide materials with constituent
ns are ordered from highest to lowest Fstd-adj

M (ref. 81–100)
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FM = Êg × ŝ, (6)

where Êg and ŝ denote the predicted band gap and conductivity
(as log10) from ML models' ensembles, respectively. In essence,
FM will prioritize an optimal trade-off between the two
properties. We further utilize a risk-adjusted gure of merit
Fstd-adj
M ,6 dened as

Fstd-adj
M : = FM − Fstd

M , (7)

where Fstd
M ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Êg

2
sŝ

2 þ ŝ2sÊg
2

q
is obtained by uncertainty

propagation rules for multiplication, and sP denotes the
uncertainty produced by an ensemble of ML models (standard
deviation corresponding to the predictive mean, see ESI†) for
a predicted property P. The risk-adjusted gure of merit
Fstd-adj
M is essentially dened by subtracting one standard devi-

ation from the original gure of merit FM. Compositions with
high gure of merit and low uncertainty in their prediction are
prioritised over compositions with large uncertainty in their
prediction.

From the analysis of the model outputs of the 55 materials
selected above, the compositions with the highest Fstd-adj

M are, as
expected, those most similar to the training dataset; we discuss
the results for a selection of the other compositions here. Doped
binary oxides are ranked high by FM and their band gaps are
accurately predicted. Na0.025Zn0.975O0.988 (entry 2) is predicted
to have a conductivity of 3.14 (log10(S cm−1)), although
measurements reported in the literature are much lower, due to
the low concentration of p-type carriers.82 The band gap
prediction of Na0.025Zn0.975O0.988 (3.74 eV), compares to the re-
ported experimental measurement of 3.26 eV.101 Thin lms of
Ca0.04Zn0.96O (entry 3) exhibit a band gap of 3.40 eV and
a conductivity of 1.3(log10(S cm−1)),83 though the nature of the
conductivity is not discussed in the report and Ca2+ doped ZnO
would not be expected to display electrical conductivity. Crab-
Net predicts a band gap of 4.02 eV and a conductivity of
3.12(log10(S cm

−1)) for this composition. Both the band gap and
conductivity predictions show consistency with the expected
error ranges outlined in Tables 2 and 3. The higher deviation in
conductivity predictability is considered acceptable given the
inherent complexity of predicting conductivity solely from
stoichiometry. Notably, neither {Ca, Zn, O} nor {Na, Zn, O}
phase elds are present in the training dataset. For materials
containing three cations, indium-containing phase elds rank
near the top (Table 4). This is expected, given the well-
established signicance of In2O3 in the TCMs literature. Mate-
rials in the Ga2O3–In2O3–SnO2 phase eld102 have been explored
as transparent conductors,99 with the highest-ranking material
in the phase eld Ga0.06In1.92Sn0.02O3.01 (entry 6) having a re-
ported conductivity of 3.43(log10(S cm−1)) and a band gap of
3.04 eV (ref. 84) which the model does well at predicting with
2.92(log10(S cm−1)) for conductivity and 3.52 eV for band gap.
The highest Fstd-adj

M -ranked material, Al0.67Ga1.33Zn37O40

(entry 1) is a homologous phase ((Ga1−aAla)2O3(ZnO)m) in the
pseudo-ternary Ga2O3–Al2O3–ZnO phase eld and has been
postulated as a potential thermoelectric81 but not as a TCM, and
1806 | Digital Discovery, 2025, 4, 1794–1811
its band gap and electrical conductivity were not reported.
Given that other materials in the Ga2O3–Al2O3–ZnO phase eld
have very high conductivity (1.0 × 104 to 1.6 × 104 S cm−1)81 it
could be expected that the composition Al0.67Ga1.33Zn37O40

could also show high conductivity and an appropriate band gap.
The Al doped Zn2SnO4 spinel, Al0.04Sn0.98Zn1.98O4 (entry 32 in
Table 4) has been explored as TCM for CIGS solar cells,91 and
has a measured band gap of >3.5 eV but low conductivity
(12.9(log10(S cm−1))). Other spinel materials have had their
conductivity measured, for example GaInZnO4 (entry 54) has
a measured conductivity of 2.7 (log10(S cm−1)) which is much
higher than predicted (−6.53 (log10(S cm

−1))), and a band gap of
3.5 eV (ref. 103) which is predicted very closely (3.26 eV). These
two examples show that the model recognizes that doping small
amounts of elements into structures can induce conductivity
(Al0.04Sn0.98Zn1.98O4) and more stoichiometric closed shell
materials are less likely to display conductivity (GaInZnO4). In
fact, the measured conductivity in GaInZnO4 results from Ga
anti-site defects, GaZn, as the major electron donor in GaInZnO4

(ref. 104) which would be difficult for an ML model to capture,
when trained on composition only. This is because the oxida-
tion states present would correspond to lled bands and thus to
a low conductivity in terms of electron count, while the model is
unable to recognise the self-doping that produces the experi-
mentally observed conductivity.

7 Limitations

While we believe our analysis has provided valuable insights
into leveraging data-driven methods for accelerating the
discovery of new TCMs, it is important to acknowledge certain
limitations inherent in our approach. As with all ML models,
they should be used and the outputs assessed by a domain
expert for the full benets to be realised.

The rst challenge stems from the inherently limited pool of
existing TCMs. Given the scarcity of such materials in current
databases or literature, our data-driven pipeline is inevitably
constrained, impacting the breadth and depth of the proposed
analysis.

A second limitation relates to the specic mechanisms
underlying the properties of the materials of interest. If the goal
is to identify TCMs similar to those in the training dataset, the
proposed framework is indeed promising, as shown in Table 4.
However, when seeking materials that achieve the desired
properties through different mechanisms, our approach is less
likely to provide new insights into the underlying chemistry. For
example, the model reported here will not distinguish between
n-type and p-type conductivity, as highlighted in Section 6, and
the outputs will need to be interpreted by the expert user. This is
because data-driven frameworks largely depends on the
patterns reected in the training dataset, which may not
capture the diversity of mechanisms outside the established
categories. This limitation was already highlighted in previous
work.9,105

Another limitation arises from the nature of the input data
used in this study, which focuses solely on the stoichiometry of
materials. In exploratory settings, stoichiometry-based methods
© 2025 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5dd00010f


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
M

ay
 2

02
5.

 D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 3
:5

2:
34

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
provide a valuable and natural baseline since structural infor-
mation is typically unavailable. However, when additional
information is available, it becomes essential to incorporate it
effectively. Moving forward, we foresee the integration of more
detailed prior knowledge as an important next step. This could
involve leveraging recent developments in Large Language
Models (LLMs) to encode domain knowledge in chemistry, as
suggested by ref. 106 and 78, or incorporating structural data
via representation learning schemes.67,107

8 Conclusions

We have proposed a bespoke data-driven framework aimed at
leveraging data-driven methods to accelerate the discovery of
new TCMs. To address the challenge of limited and sparse
material data, we created two experimental datasets of room-
temperature conductivity and band gap. This involved the
collection of raw data, followed by the application of a meticu-
lous, line-by-line validation to verify the correctness of the re-
ported chemical formulas, alongside the corresponding
measurements of electrical conductivity and band gap. The
validated datasets were used as foundation for evaluating SOTA
ML models for property-prediction from the stoichiometry
alone. We have proposed a bespoke evaluation method to
empirically measure the potential of ML in identifying new
classes of TCMs. Finally, we have compiled a list of 55 compo-
sitions sourced across various material databases, to test the
effectiveness of ML in accelerate the identication of new
TCMs. Overall, our results suggest that ML has the potential to
identify new TCMs that are compositionally similar to the ones
in the training dataset. Nonetheless, we argue that this holds
signicant value, as it enables an accelerated identication of
compounds that may have been previously overlooked as TCMs.

9 Implementation details

CrabNet has been implemented with a batch size of 512,
a RobustL1 loss function, a Lamb Lookahead optimizer with
stochastic weight averaging, a cyclic learning rate from 1× 10−4

to 6 × 10−3. For RF, we used a modied scikit-learn imple-
mentation to estimate aleatoric and epistemic contributions to
uncertainties.60 This involved tting two RF models: one for
point predictions and epistemic uncertainty, quantied as the
standard deviation across predictions within trees in the
ensemble (n_estimators = 500, min_samples_split = 2, min_-
samples_leaf = 1), and another for aleatoric uncertainty, which
was identical except for min_samples_leaf = 10, as suggested in
ref. 60.

Code availability

The code supporting the main results of this study is available
on GitHub at https://github.com/fedeotto/tcms. Code
repository has been archived on Zenodo at https://doi.org/
10.5281/zenodo.15366904. Instructions for obtaining
representative datasets to run the pipeline are included in the
repository.
© 2025 The Author(s). Published by the Royal Society of Chemistry
Data availability

The electrical conductivity dataset used in this work was
compiled from two primary sources: the UCSB Thermoelectric
Database and the Materials Platform for Data Science (MPDS).
The original UCSB dataset, consisting of approximately 1100
entries, was expanded as part of ongoing work by the original
authors. This updated version, which was used in our study, is
available at https://zenodo.org/records/15365345 (DOI: 10.5281/
zenodo.15365345). Due to licensing restrictions associated with
MPDS data and condentiality agreements tied to funding, we
are unable to publicly release the full experimental
conductivity dataset used in this study. Access to raw MPDS
data requires a commercial API license, which can be
obtained from https://mpds.io/.

The original, unmodied band gap dataset, used as the basis
for the enriched version proposed in this study, is available
through the original publication https://pubs.acs.org/doi/
10.1021/acs.jpclett.8b00124 (DOI: 10.1021/acs.jpclett.8b00124).
Due to condentiality agreements tied to funding, we are
unable to publicly release the modied band gap dataset used
in this study.

Additional band gap data used for pre-training CrabNet were
obtained from the Materials Project (version 2023.11.1), acces-
sible via their API at https://materialsproject.org. Data from
Pearson's Crystallographic Database are available through
institutional or commercial subscription. Access to the
Inorganic Crystal Structure Database (ICSD) similarly requires
a commercial API license, available at https://www.z-
karlsruhe.de/icsd.html.
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