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Automated model-based design of experiments (MB-DoE) play an important role in enhancing process
development efficiencies by minimising material usage and saving significant human labour time. This study
describes the conception, installation and application of an automated platform and a model-based design of
experiments approach to both plan and automate the experimental load for scale-up crystallisation process
development. The platform hardware in detail is a multi-vessel configuration equipped with peristaltic pump
transfer, integrated HPLC, image-based process analytical technology and single board computer control
based loT system. To demonstrate the DataFactory's experimental capabilities a 5-point Latin hypercube
design was employed to investigate the effects of cooling rate, seed mass, and seed point supersaturation on
nucleation, growth, and yield during the cooling crystallisation of lamivudine in ethanol. This initial screening

data served as inputs for Bayesian optimisation to determine the optimal next experiment aimed at achieving
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application, provides flexibility, and accelerates experimental design, achieving a ~10% improvement in the

DOI-10.1039/d4dd00406] objective function value within just 1 iteration. This study will inform future research comparing the suitability
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1. Introduction

The pharmaceutical industry is challenged by rising costs, fragile
and inflexible global supply chains, and the climate crisis, whilst
needing to speed up the delivery of new and increasingly complex
drug products. Accelerated drug discovery and diverse drug port-
folios, coupled with the demands for faster, adaptive clinical trials
as seen during the pandemic, pose the risk of manufacturing
process development becoming a bottleneck in new drug
delivery." Consequently, chemistry, manufacturing and control
(CMC) process development must evolve to be quicker, more
efficient and sustainable. Embracing industrial digital technolo-
gies to automate experiments and simulate manufacturing
processes is therefore a strategic move for the industry towards
adoption of Quality by Digital Design methodologies.>* This
includes approaches such as, increased use of modelling,**
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of data-driven, mechanistic, and hybrid models across various crystallisation modes.

model-based design of experiments (MB-DoE),” laboratory auto-
mation,® and the integration of these tools into an autonomous
closed-loop laboratory referred to as self-driving labs (SDL?) or
DataFactories.® These approaches are seeing increasing applica-
tion in chemistry and materials science, where they are used to
discover new materials® and have considerable potential for
application in manufacturing process development.

MB-DoE'>"" integrates mathematical models to optimise
experimental planning, particularly in chemical**™ and phar-
maceutical processes.">'® These models can be mechanistic i.e.,
grounded in physical laws (white-box), statistical i.e., based on
experimental data (black-box) and a combination of both (grey-
box). Mechanistic models, such as computational fluid
dynamics (CFD)""™* and population balance modelling®® (PBM),
provide transparent insights into process dynamics, allowing
for detailed understanding and simulation. Statistical models
vary in interpretability: linear regression®" and decision trees*
offer clear relationships between factors and responses, while
complex machine learning algorithms like neural networks,*
support vector machines* and Bayesian optimisation (BO)**™*
excel in prediction without explicit reasoning. MB-DoE
enhances experimental efficiency by using these models to
simulate and predict system behaviour under various condi-
tions, reducing resource consumption and refining the under-
standing of critical process parameters.
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Crystallisation presents distinct challenges that set it apart
from other chemical and pharmaceutical processes. It is
a multiphase process involving the formation of one or more
solid phases from a liquid, creating a solute-solvent suspension
known as a slurry. This introduces the challenge of designing
equipment capable of managing phases with differing compo-
sitions, mixing behaviours, and physical properties.> Despite
efforts to ensure uniform temperature and mixing, local varia-
tions between phases can influence process kinetics, where the
balance between thermodynamics and kinetics® dictates crystal
formation. This makes crystallisation highly sensitive to small
variations in process conditions including temperature, super-
saturation, impurities, solvent composition, tip speed, heat
transfer and energy input per mass.*"** This sensitivity can lead
to issues in reproducibility and scale-up,* where minor devia-
tions may result in significant differences in crystal size, shape
and purity. Furthermore, the polymorphic nature of many
compounds adds another layer of complexity, as different
crystal forms can exhibit varying physical and chemical prop-
erties, impacting product stability and efficacy.**** The
stochastic and often unpredictable nature of nucleation further
complicates process optimisation, necessitating process moni-
toring and control strategies.*® In order to model and simulate
crystallisation processes usefully there is therefore a need for
a deep, quantitative understanding of crystallisation mecha-
nisms and the development of robust, model-driven method-
ologies to ensure consistent and reliable production of high-
quality pharmaceuticals.

b) Parameter setting

Latest result
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In pharmaceutical process development, accurate scale-up
data is critical for translating laboratory results to industrial
scales whilst maintaining product quality, optimising yield, and
ensuring safety.’” Traditional methods often rely on empirical
correlations, which may not capture the full scope of process
dynamics. This highlights the need for precise scale-up data (mL
to L to 100 s L) that can guide decision-making and minimise the
risk of costly failures. Integrating automation into experimental
workflows can address these challenges by enabling high-
throughput® and reproducible experiments.>*** Automated
systems can efficiently explore a broader parameter space, rapidly
generating reliable data® that supports effective scale-up. Addi-
tionally, automation reduces human error and can accelerate
process optimisation, making it a vital tool in modern process
development.’” By combining accurate scale-up data with auto-
mation, researchers can achieve more efficient, consistent, and
scalable outcomes in chemical manufacturing. Therefore, in this
work, we present the Scale-Up Crystallisation DataFactory to act
as a stepping stone between screening platforms and pilot plants
in the development of crystallisation processes.

2. Automated scale-up crystallisation
DataFactory platform
2.1. Description of the scale-up crystallisation workflow

The automated platform's (Fig. 1a) workflow is governed by five
key stages. Setting parameters (Fig. 1b), where variables to
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Fig. 1 A schematic showing the flow of logic in the automated crystallisation platform from (a) automated platform hardware, (b) parameter
setting, (c) experimental design, (d) reaction procedure generation, (e) data collection and processing to (f) computing the objective function
value. Higher resolution sub-figures can be viewed independently in the ESIL.{
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Table 1 Scale-up crystallisation DataFactory equipment. While each reactor has a primary role defined, the system can be reconfigured by
operators to use the vessels in different ways using the LabOS™ software. Each vessel is fitted with a Pt100 RTD and an ultrasonic level sensor

Reactor ID Size Primary role Associated metering system(s)
V-001 5L Feed tank with solution of material Heat-traced pump with ultrasonic
to be crystallised flow meter to dose into V-006
V-002 1L Feed tank of seed slurry Peristaltic pump with ultrasonic
flow meter to dose into V-006
V-003 5L Feed tank of anti-solvent Diaphragm pump with ultrasonic
flow meter to dose into V-006
V-004 300 mL Feed tank of additive (e.g. bridging HPLC-style piston pump with
liquid or impurity) ultrasonic flow meter to dose into V-
006
V-005 5L Feed tank of clean-in-place (CiP) Peristaltic pump with ultrasonic
solution flow meter to dose into V-006
V-006 1L Crystalliser Vacuum/pressure transfer zone
system to discharge slurry into
collection vessel
S-001 20 mL Slurry sample grab from V-006 Manual vacuum-based system to

explore and measure are selected based on quality by digital
design (QbDD)? objectives, such as quality attributes (QA),
sustainability, manufacturability and model verification, vali-
dation and uncertainty quantification (VVUQ).** Known data
from a material sparing, small scale Crystallisation Screening
DataFactory®®** is analysed to define constraints, establishing

draw up a fixed quantity of slurry

a feasible design space for scale up study. An experimental
design (Fig. 1c) is then constructed using design of experiments
(DoE) or machine learning methods to assess the influence of
process parameters. This design is translated into a reaction
procedure (Fig. 1d), allowing the automated hardware to
execute the experiments with a 3-fold round-the-clock time

a) Front end view

Fig. 2 The automated scale-up crystallisation DataFactory platform showing (a) the front end view of the vessels in the fume cupboard with
LabOS™ control PC, HPLC, Blaze PC and PLC box, (b) the side view showing all 6 vessels, the manifold and supporting pumps and transfer
system, (c) the crystallisation vessel equipped with temperature probe, EasySampler, Blaze Micro, level sensor and transfer lines and (d) other

vessels available for clean in place and solvent storage.
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saving improvement. The resulting raw data is analysed (Fig. 1e)
to access the key crystallisation process parameters of nucle-
ation rates, growth rates and yield. These parameters are opti-
mised against the crystallisation QbDD objectives (Fig. 1f),
enabling optimisation in subsequent workflow cycles.

2.2. Hardware

The reactor system (Fig. 1a) is composed of a set of vessels with
associated metering systems and control systems that can be
reconfigured to perform a wide range of crystallisation experi-
ments. The equipment in the system is summarised below in
Table 1, Fig. 2 and 3. Hardware capability checks of the system
were performed as sources of variation DoE experiments; these
can be found in more detail in Tables S.1, S.2, Fig. S.1 and S.2.}

By configuring the system in different ways (Table 2), it is
possible to perform batch or continuous, single-MSMPR (mixed
suspension, mixed product removal) crystallisations for cooling
crystallisations, for anti-solvent crystallisations or for crystal-
lisation processes that use both approaches.

The entire system is controlled by Snapdragon Chemistry
LabOS™ software, a web-based supervisory control and data
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acquisition (SCADA) platform designed to control and monitor
laboratory experiments. The platform allows researchers to
collect data and control a wide range of scientific instruments
through a single unified interface. Instruments are individually
connected to LabOS Workers (single board computer IoT
devices) with a simple USB plug-and-play architecture. The
LabOS workers interface, control, and collect data from a wide
range of laboratory equipment (e.g., thermocouples, pumps,
stirrers, HPLCs) ensuring flexibility and reconfigurability of the
system for different applications. In addition, OPC-UA is also
available for the communication of process analytical tech-
nology (PAT) instruments (e.g. Blaze-Micro (Blaze Metrics), UV-
vis spectroscopy, FTIR spectroscopy, etc.).

Through LabOS's web interface, users can observe and
manage their experiments remotely. Users can also define
automation procedures and upload sets of experimental
conditions to evaluate, referred to as reactions. After configu-
ration, users start data collection and manage and control
ongoing experiments with interactive dashboards. After exper-
iments are completed, users can view a full experimental history
and export data for further analysis. LabOS also has robust
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Fig. 3 Piping and instrumentation diagram for the scale-up crystallisation DataFactory equipment.
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Table 2 Types of crystallisation experiments that can be performed on the platform

Crystallisation type Reactor mode

Approach

Cooling Batch
Continuous

Anti-solvent Batch
Continuous

Charge a specified quantity of pre-heated solution of feed from V-001 to V-006. Execute
temperature ramp and deliver seed from V-002 at the appropriate time. At end of experiment,
pump out mixture with transfer zone, wash with CiP solution followed by other solvent(s) to reset
the platform for the next experiment

Continuously charge pre-heated solution of feed from V-001 to V-006. V-006 is held at a lower
temperature than V-001. Slurry is removed continuously to maintain constant reactor fill volume
Charge a specified quantity of solution of feed from V-001 to V-006. Dose a specified quantity of
anti-solvent at a specified rate from V-003 to V-006. Deliver seed from V-002 at the appropriate
time. At end of experiment, pump out mixture with transfer zone, wash with CiP solution
followed by other solvent(s) to reset the platform for the next experiment

Continuously charge solution of feed from V-001 to V-006. Continuously charge solution of anti-

solvent from V-003 to V-006. Slurry is removed continuously to maintain constant reactor fill

volume

process safety features with the ability to detect unsafe condi-
tions and alert users via SMS and to safely shutdown experi-
ments. Beyond its SCADA functionality, LabOS also has an
integrated electronic lab notebook (eLN) and is compliant with
data integrity requirements for use in GMP settings.*

The Automated Scale-Up Crystallisation DataFactory Plat-
form achieves Level 3 automation as defined in the self-driving
lab framework,” enabling a workflow that chains multiple tasks
or experiments and can integrate human-defined search spaces
with computational selection to guide experimental choices.

3. Materials & methods

3.1. Case study

The batch cooling crystallisation of lamivudine in ethanol was
selected for this case study due to its favourable solubility—
temperature profile, manageable slurry concentration and
straightforward polymorphic landscape. Lamivudine, obtained
from Phion Ltd, was a white to off-white crystalline powder with
a HPLC assay showing over 98% purity and a maximum water
content of 0.2%. Ethanol, sourced from VWR, had a purity of
more than 99.97%. Neither the active pharmaceutical ingre-
dient nor the solvent underwent further purification.

3.2. Parameter setting

For this campaign, the primary QbDD objective was to deter-
mine the relevant process parameters to achieve desirable
material and process-quality attributes. To achieve this a model
must be developed capable of iterating until a reduction in the
objective function, composed of QAs (see Section 3.4 for
details), was achieved. The aim was to minimise the number of
iterations involving active pharmaceutical ingredients (API) and
solvents, aligning with the research centre's sustainability
goals.

A thermodynamic model, based on data from the Crystal-
lisation Screening DataFactory,**** identified the maximum
operating concentration of lamivudine in ethanol as 47.3 mg
mL !, which was fixed as a constant variable. The same model
was used to link seed temperature to supersaturation (SS).

© 2025 The Author(s). Published by the Royal Society of Chemistry

Additionally, a kinetic model indicated that primary nucleation
occurred at high SS (greater than 2.5) for lamivudine in ethanol,
therefore the risk of uncontrolled nucleation was mitigated by
operating in a lower SS region.

The following process parameters from a standard cooling
crystallisation method were then selected for optimisation
(Fig. 1b): cooling rate, SS at seeding, and seed mass percentage,
with the high-level goal of enhancing process sustainability.

3.3. Experimental screening design

A five-point Latin hypercube sampling (LHS) approach was used
to design the initial screening experiments, with defined
bounds for each variable: cooling rate (0.1 to 0.5 °C min~ "), SS
(1.2 to 1.5), and seed mass (1 to 5%). These bounds were chosen
to reflect typical conditions in cooling crystallisations,*” con-
strained by the equipment's operational limits. As depicted in
(Fig. 1c and S.5t1), the LHS effectively covers the design space. To
simplify the experimental design and avoid a high-dimensional
optimisation problem, other variables — stir rate, volume,
initial concentration, and initial and final temperatures were
held constant (Table S.47).

The five experiments were conducted as detailed in Table
S.4,7 following the reaction procedure outlined in (Fig. 1d, S.3
and S.4t) Solution concentrations were quantified by sampling,
followed by 80-fold dilution in ethanol, and the area under the
peak recorded at 254 nm using HPLC (Shimadzu). Using PAT,
particle size and count were analysed with the Blaze-Micro
probe (Blaze Metrics), reporting chord length distribution
(CLD). Final yield, growth rate, and nucleation rate during the
crystallisation period were calculated using the equations
provided in Section S.2.3.f

3.4. Bayesian (data-driven) optimisation

In industrial pharmaceutical research, it is typically desirable
for the crystallisation process to take place in a growth domi-
nated regime, while also maximising yield. The optimisation
problem is therefore a scalarised single-objective problem
involving these three process parameters and their associated
uncertainties, within a 3-dimensional bounded space
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corresponding to the independent variables from the LHS. The
objective function, defined in eqn (1), incorporates the ther-
modynamic and kinetic parameter estimates extracted using
the equations in Section S.2.3.} As the goal is to maximise (refer
to Item S.11), the inverse of the nucleation rate (—Dx(Rnyc.)) is
included in the objective function. The extracted yield has no
associated uncertainty and as such the error in yield is excluded
from eqn (1).

SX) = Dx(yield) + Dx(Ryrowi) + Dx(Rg,,,.>)
- DX(Rnuc.) + DX(RRMCVZ) (1)

where X refers to cooling rate, seed mass and the SS at the point
of seeding, Rgrowth is the growth rate, R, .. is the nucleation rate,
Rg,,” is the R* value of the fitted growth parameter and R, >
is the R* value of the fitted nucleation parameter. All values
within the objective function were normalised and equal
weighting applied.

This objective function is constructed in a way to optimise
the target process parameters and minimise overall uncertainty,
whilst also appropriately weight individual experiments based
on their associated confidence levels. The BO model employed
(Fig. 1c and Item S.17) utilises an exploitation-focused strategy
to maximise the objective function value with minimal itera-
tions, deliberately avoiding exploration of parameter space
regions unlikely to yield optimal results.

4. Results & discussion

4.1. Latin hypercube sampling screening experiments

The Automated Scale-Up Crystallisation DataFactory platform
successfully executed five batch experiments autonomously,
requiring human intervention only for setup (feeder vessel
content preparation) and post-experiment cleaning. Time series
data (Fig. 1e, S.6 and S.7t) from LabOS were processed off-line
in Python to extract the responses from the process
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parameters. Covariance analysis (Fig. S.81) of the initial
screening data (Table 3) revealed trends consistent with estab-
lished physical relationships, such as a strong positive corre-
lation between SS and nucleation rate. However, some
unexpected trends were observed, such as a decrease in nucle-
ation rate with increasing cooling rate, likely due to the chal-
lenges of multivariate analysis on a limited dataset. While
further data collection is recommended for developing a low-
uncertainty kinetic model of the crystallisation process, the
primary objective of this study was to demonstrate the plat-
form's application in crystallisation and MB-DoE. Despite the
limited sample size, the data provided reasonable estimates of
kinetic parameters. It can also be observed from Table 3, the
uncertainty in growth rate remained consistent across the five
experiments, indicating a good linear correlation in the
extracted data. In contrast, nucleation rate uncertainty varied,
ranging from non-linear (R* < 0.1) to strong linear relationships
(R? > 0.9). Incorporating these uncertainty parameters into the
objective function (eqn (1)) was crucial, allowing for reduced
influence from poorly extracted nucleation rates in experiments
2 to 5 on the direction of the subsequent experiments.

4.2. Optimum experiment via Bayesian optimisation

The Bayesian optimisation experimental planner identified the
next optimal experiment within 0.15 seconds of computational
time (11th Gen Intel® Core™ i5-1145G7 @ 2.60 GHz, 16 GB
RAM), with BO parameters detailed in Item S.1.f The recom-
mended conditions were a cooling rate of 0.26 °C min ', a seed
mass of 2.32%, and a SS at seeding of 1.45. This experiment was
subsequently executed autonomously, resulting in a 3%
increase in yield over the best LHS experiment, along with
a relatively high growth rate (Table 4). Notably, the ‘optimum
experiment’ demonstrated the second-highest nucleation rate
among the six trials. High R* values for growth and nucleation
rates indicate strong confidence in the kinetic parameter
extraction, reflected in a significantly improved objective

Table 3 Results of the latin-hypercube sampling experiments with calculated objective function value

Cooling rate Seed mass® Yield Growth rate R? growth Nucleation R? nucleation Objective function
(°C min™) (%) ss? (%) (tm min ™) rate rate (#/s) rate value
0.27 2.34 1.48 63 0.14 0.93 11.12 0.95 1.17
0.45 1.00 1.23 70 0.32 0.92 3.91 0.11 1.99
0.25 4.84 1.38 61 0.23 0.91 —0.07 0.00 1.07
0.41 3.04 1.30 68 0.37 0.89 —2.32 0.01 2.14
0.14 3.80 1.33 59 0.13 0.83 2.83 0.21 —-0.17

“ Seed mass and the validation of the transfer of seed via a slurry can be found in more detail in Section S.1 and is controlled by volume addition.
b ssis calculated in respect to the thermodynamic model from the Crystallisation Screening DataFactory and controlled via temperature at the point

of seed addition.

Table 4 Results of the optimum next-best experiment with calculated objective function value

Cooling rate Seed mass Growth rate R growth Nucleation R? nucleation Objective function
(°C min™) (%) SS Yield (um min™") rate rate (#/s) rate value
0.26 2.32 1.45 73 0.19 0.95 10.23 0.96 2.31
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function value. Compared to the LHS experiments, the
‘optimum experiment’ achieved a 7% higher objective function
than the best LHS result, a 46% increase over the LHS average,
and a 107% increase over the lowest LHS outcome (Fig. 1f and
S.9%). This improvement is attributed to a Pareto balance of
yield, growth and nucleation rates and also due to an increased
confidence in the kinetic parameters and thus the model.

5. Conclusions

This study demonstrates the successful development and
application of a bespoke DataFactory for efficient model-driven
process development and scale-up. This platform integrates
single-board IoT devices for automated control of laboratory
hardware necessary to set-up, operate, monitor and control
experiments in real time in order to identify the optimum
process parameters to achieve the targeted quality attributes of
the bulk crystals. A Bayesian optimisation model with an
exploitation-favoured approach yielded a 7% improvement in
the objective function value, over the screening data, for
a cooling crystallisation of lamivudine problem within a single
iteration, indicating the potential for further optimisation. The
integrated, automated lab equipment operating system, LabOS
enabled the cyber-physical system to effectively develop an
improved process in less time than a typical manual approach
would take. In addition, it provided access to key process
parameters allowing subsequent modelling to be carried out.
Full closed loop operation, level 3 to level 4 autonomy, will
require further development of hardware to Python to hardware
systems integration and incorporation of additional off-line
analysis. Looking ahead, the goal of integration of screening
and scale-up DataFactory capabilities offers the potential to
develop high quality large data sets for model development and
training as well as supporting rapid crystallisation process
development from mL to L scale.
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