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The investigation of magnetic energy landscapes and the search for ground states of magnetic materials

using ab initio methods like density functional theory (DFT) is a challenging task. Complex interactions,

such as superexchange and spin–orbit coupling, make these calculations computationally expensive and

often lead to non-trivial energy landscapes. Consequently, a comprehensive and systematic investigation

of large magnetic configuration spaces is often impractical. We approach this problem by utilizing

Bayesian optimization, an active machine learning scheme that has proven to be efficient in modeling

unknown functions and finding global minima. Using this approach we can obtain the magnetic

contribution to the energy as a function of one or more spin canting angles with relatively small

numbers of DFT calculations. To assess the capabilities and the efficiency of the approach we investigate

the noncollinear magnetic energy landscapes of selected materials containing 3d, 5d and 5f magnetic

ions: Ba3MnNb2O9, LaMn2Si2, b-MnO2, Sr2IrO4, UO2, Ba2NaOsO6 and kagome RhMn3. By comparing our

results to previous ab initio studies that followed more conventional approaches, we observe significant

improvements in efficiency.
1 Introduction

Magnetic materials are classied based on key properties like
their magnetic ground state, exchange constants, magnetic
anisotropy energy, and metastable or excited states.1 These
properties are essential for understanding the origin of
magnetic phases and for designing and optimizing materials
for various technological applications.2–4 For simple materials,
it is generally feasible to determine these properties through
a combination of symmetry analysis and computational simu-
lations. Approaches that aim to identify magnetic ground states
typically begin by proposing several possible magnetic cong-
urations. Ab initio methods, such as density functional theory
(DFT), are then used to determine which congurations have
the lowest energy.5,6 Alternative approaches can be employed,
which rely on partially exploring the magnetic energy surface
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with respect to a single parameter, typically a canting angle. In
such cases, the ground state can be estimated by performing
a series of ab initio calculations for plausible values of the
undetermined parameter.7,8 The results can be tted to a model
Hamiltonian to derive magnetic exchange parameters.9–11

However, these simple approaches have very limited scope, and
oen break down when it comes to more complex magnetic
materials, such as frustrated magnets or materials that show
strong spin–orbit coupling. In such complex cases, it is very
difficult to determine good guesses of the noncollinear ground
states. Moreover, when more than one parameter needs to be
determined, traditional approaches to sample the relevant
conguration space require a signicantly higher number of ab
initio calculations, thereby increasing computational time. It is
also important to note that complex magnetic materials require
equally complex model Hamiltonians for an accurate descrip-
tion, making it generally unfeasible to perform a sufficient
number of ab initio calculations for a successful t.

In recent years, solutions to these problems have been
attempted. Payne et al. used the meta heuristic rey algo-
rithm12 and Zheng and Zhang genetic evolution13 to identify
noncollinear ground states. Although successful, both attempts
still require hundreds of DFT calculations per material to
converge to the nal result. An approach by Huebsch et al. aims
to nd magnetic ground states with the help of a basis set of
magnetic structures determined by a cluster-multipole expan-
sion, a theoretical approach based on magnetic point group
Digital Discovery, 2025, 4, 1639–1650 | 1639
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Table 1 Overview of the benchmark materials and their respective DFT calculation parameters

Material Structure Magnetic orbital Magnetic ordering k-mesh Energy cutoff [eV] Hubbard correction [eV]

Ba3MnNb2O9 Triple perovskite 3d 120° Néel state 5 × 5 × 6 500 Ueff = 3 (ref. 7)
LaMn2Si2 Tetragonal 3d Canted FM 8 × 8 × 8 500 —
b-MnO2 Rutile 3d Helical 8 × 8 × 5 600 U = 6.7, J = 1.2 (ref. 25)
Sr2IrO4 Layered perovskite 5d Canted AFM 7 × 7 × 3 800 Ueff = 1.6 (ref. 26)
UO2 Cubic 5f Canted AFM 6 × 6 × 6 700 Ueff = 3.46 (ref. 10)
Ba2NaOsO6 Double perovskite 5d Canted AFM 6 × 6 × 6 600 Ueff = 3.4 (ref. 11)
RhMn3 fcc 3D kagome 3d 120° Néel state 10 × 10 × 10 450 —
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analysis.14 However, magnetic ground states are oen unknown
linear combinations of these basis congurations.

Although the aforementioned methods concentrate on
identifying magnetic ground states, they overlook additional
details about the magnetic energy landscape. Consequently,
there is a need for an efficient approach to explore noncollinear
magnetic energy landscapes to determine the ground state and
other magnetic properties of complex magnetic materials. This
work proposes a solution using a data-driven Bayesian optimi-
zation (BO) technique.

BO is a versatile machine learning tool that has found
widespread applications across diverse domains.15–24 It excels in
scenarios where evaluating the objective function is resource-
demanding and proves particularly valuable for modeling
complex, potentially multi-dimensional black box functions.
Here we use DFT-informed BO to explore noncollinear magnetic
energy landscapes. Thereby we gain important insight into
magnetic properties while uncovering metastable states and
magnetic ground states at the same time.

We test our approach using the benchmark materials Ba3-
MnNb2O9, LaMn2Si2, b-MnO2, Sr2IrO4, UO2, Ba2NaOsO6 and
RhMn3. These materials represent a minimal dataset of mate-
rials characterized by different structural motifs, different
magnetic orbitals, and different magnetic structures, as
summarized in Table 1.
Fig. 1 Workflow of the proposed approach. (a) At each iteration, a new
DFT calculation is performed and the resulting energy value added to
a data set. The canting angles F that correspond to the DFT calcula-
tions is indicated by red arrows. (b) Subsequently, a surrogate model
Et(F) (red) and the GPR native uncertainty st(F) (red shade) are
determined via GPR. (c) Using this information, the corresponding
acquisition function A tðFÞ (blue) is calculated. The argmin (green star)
of the acquisition function provides the parameters that specify the
magnetic configuration for the next DFT calculation. After a predefined
number of iterations Niter, the optimization of the surrogate models
ends.
2 Methods
2.1 Bayesian optimization

BO is an active machine learning method that iteratively evolves
a regression surrogate model. Through an acquisition function
BO determines the next data point at every iteration that is then
added to the dataset. In this work, the dataset consists of
magnetic congurations, dened by one canting angle F or
several canting angles F

!
, and their corresponding DFT ener-

gies. The main aspects of the BO workow used here are shown
in Fig. 1.

At each iteration step t, the BO algorithm constructs
a surrogate model of the magnetic energy landscape Et(F) and
determines the corresponding statistical Bayesian uncertainty
st(F), utilizing the available data. The uncertainty st(F) indi-
cates the lack of condence in the current model of the
magnetic energy landscape that arises from the limited amount
of available data and the noise of the DFT energies. Typically,
1640 | Digital Discovery, 2025, 4, 1639–1650
Gaussian process regression (GPR) is used for the generation of
the surrogate model.21,27 The initial data set must include at
least two data points to start the optimization procedure. We
used two initial data points for the models involving one degree
of freedom and four initial data points for all other models.

The conguration, which will be investigated in the next DFT
calculation is strategically determined by utilizing an acquisi-
tion function A , which usually depends on the current surro-
gate model and the Bayesian uncertainty. More precisely, the
next DFT energy is determined for the magnetic conguration
that minimizes the acquisition function. Different acquisition
functions have been proposed in the literature and acquisition
function design is an active eld of research. In this work we use
the pure exploration (EXP) acquisition function, which, in our
case, is expressed as
© 2025 The Author(s). Published by the Royal Society of Chemistry
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A EXP
t ðFÞ ¼ �stðFÞ: (1)

A EXP
t ðFÞ attains its minimum where the uncertainty st(F) is

highest, thereby promoting exploration. This is advantageous
for efficiently exploring large phase spaces, which is the goal of
our work.

Once the BO algorithm terminates aer completing Niter

iteration steps, it is possible to evaluate whether the model has
converged and, if so, determine the number of iterations
required for convergence Nconv

iter and the number of DFT calcu-
lations required for convergence Nconv

DFT . If convergence is not
achieved aer Niter iterations, the optimization can be resumed
starting from the last iteration. Naturally, the total number of
performed iterations must be larger than the number of itera-
tions required for convergence (Nconv

iter ).
To ensure a high accuracy of the nal models, we monitor

the convergence of each surrogate model EðF!Þ using a valida-
tion set S, which consist of random magnetic congurations,
parametrized by vectors containing all relevant canting angles
4!i and the corresponding DFT energies Ei. We use the largest
difference between any total energy within the validation set
and the energy prediction of the surrogate model (DE)max as
a convergence measure:

ðDEÞmax ¼ max
ð4i
!

;EiÞ˛S
jEð4!Þ � Eij (2)

We consider convergence to be achieved, when (DE)max falls
below a threshold of 3% of the energy range of the magnetic
energy surface. This threshold is chosen to ensure high enough
accuracy of the models. While a more strict threshold would
naturally result in a more precise model, the improvements
could be considered negligibly small. The validation sets
contain 10, 20, 60, and 80 data points for the 1D, 2D, 3D, and 4D
models, respectively. The size of the validation sets are a result
of convergence tests that monitored the convergence of Nconv

DFT .
The concept and the mathematical foundation of BO are

extensively described in the literature.21,27,28 In this work we used
the Bayesian Optimization Structure Search (BOSS)17 python
package (version 1.10.1).

For the creation of the two- and three-dimensional models of
the Ba3MnNb2O9 magnetic energy landscape and the two-
dimensional model of RhMn3 magnetic energy landscape, we
exploit a symmetry in the crystal structures to reduce the number
of required calculations using a feature which is incorporated in
BOSS. This feature allows us to avoid redundant computations by
adding not only the directly calculated DFT data point but also
a second, symmetry-equivalent point to the data set. We used the
radial basis function kernel for the generation of almost all of our
models. The only exception is our model of the magnetic energy
landscape of UO2 that takes into account four individual degrees
of freedom. In this case we used the Matérn kernel with n = 3/2,
since it outperformed the radial basis function kernel for this
specic model in a kernel test not shown here.

A key objective of this work is to assess the accuracy of the BO
approach by comparing the resulting magnetic energy land-
scapes and ground state congurations with those reported in
related previous studies. To enable a meaningful comparison,
© 2025 The Author(s). Published by the Royal Society of Chemistry
we recreated the respective DFT setups used in the earlier
studies. Consequently, the calculated DFT energies can be
considered accurate within the context of the specic setups up
to the numerical precision of our DFT calculations, which is
10−6 eV. Since our aim is to recreate the features of themagnetic
energy landscape within the framework determined by the
previous studies, we set the GPR calculations in such a way that
it can t energy values with a noise characterized by a standard
deviation of 10−6 eV.
2.2 First principles calculations

All DFT calculations were performed using the Vienna Ab initio
Simulation Package (VASP),29–31 with spin–orbit coupling (SOC)
incorporated. For all calculations we used the Perdew–Burke–
Ernzerhof (PBE) exchange correlation functional32 and
employed the projector augmented wave method.33 To better
describe the localized orbitals in strongly correlated materials,
we primarily used the effective-U method as outlined by
Dudarev et al.34 An exception was made for b-MnO2, for which
we applied the method introduced by Liechtenstein et al.,35

following the reasoning of Tompsett et al.25 The computational
settings (k-points mesh, plane-wave cutoff, Ueff, or U and J) are
presented in Table 1 for all materials. To perform DFT calcu-
lations for specic non-collinear magnetic congurations, we
used a constrained local magnetic moment approach.9,36 The
core concept of this method is to express the total energy E as
the sum of the DFT energy E0 and a penalty term:

E ¼ E0 þ
X
I

l
h
MI � M̂

0

I

�
M̂

0

I$MI

�i2
: (3)

Here M̂0
I is a normalized vector indicating the direction of the

desired local magnetic moment at atom I and MI is the
magnetic moment integrated over a sphere centered on atom I.
The parameter l determines the strength of the constraint. It
can be shown that the penalty term scales inversely with l.36

Consequently, increasing l to a sufficiently high value ensures
that the contribution of the penalty term to the total energy
becomes negligible. For most benchmark materials we set l =

10. For LaMn2Si2 and Ba2NaOsO6 we chose l = 30 and l = 60,
respectively, in order to achieve sufficiently low penalty
energies.

In the following, we showcase the capabilities of our
approach using LaMn2Si2, b-MnO2, Ba2NaOsO6, Sr2IrO4, UO2,
Ba3MnNb2O9 and RhMn3 as benchmark materials and monitor
the computational efficiency. We apply BO to generate up to
four-dimensional models of the magnetic energy landscape.
Since the computational resources required to run the BO
algorithm are negligible compared to the computational costs
of DFT calculations, one can assume that the overall computa-
tional costs scale with the number of DFT calculations required
for the convergence of the model. The computation time for
a single DFT calculation is heavily inuenced by the computa-
tional system in use and the specic material being analyzed.
Usually, materials of greater interest require more computation
time since they are oen more complex. In our case, the DFT
calculations required between 30 minutes and four hours.
Digital Discovery, 2025, 4, 1639–1650 | 1641
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Fig. 2 The definition of the canting angles used for the triangular lattice Ba3MnNb2O9 is shown in the inset of (a). In (b), a slice of the magnetic
energy landscape of Ba3MnNb2O9 that was generated by defining one independent canting angle per magnetic site, is shown. The slice is defined
by the constraint F2 = F3. The comparison between a one-dimensional, a two-dimensional and a three-dimensional model of the magnetic
energy landscape is shown in (a). The crystal structure of LaMn2Si2 and the used definition of the canting angles F1 and F2 are shown in (c). The
magnetic energy landscapes that is spanned by the two canting angles, is depicted in (d). In (e), the energy profile corresponding to a canting
angle F which is defined by the constraint F = F1 = F2, is shown. The results of the DFT calculations used for the creation of the model are
depicted as blue points. Themodel is compared to themodel from (d). The line that correspond to the definition ofF is marked in (d) as an orange
line. The reduced crystal structure of b-MnO2 is depicted in (f). Shown are also themagneticmoments of Manganese as proposed by Yoshimori.41

The body-centered Manganese atoms are displayed in solid colors. The effect on the total energy of rotating the canting angles of the body-
centered Manganese atoms in plane by up to 180°, determined by BO is shown in (g).
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3 Results
3.1 Ba3MnNb2O9

Geometrically frustrated materials received much attention
recently because of the intriguing physics they exhibit and the
complex theoretical challenges they present.37–39 A common
feature of frustrated magnetic materials is their unconventional
and degenerate magnetic orders. An interesting subgroup of
frustrated materials are triangular lattice antiferromagnets,
with Ba3MnNb2O9 as a representative example. At 0 K and in the
absence of an external magnetic eld, the magnetic ground
state is a 120° state, where all magnetic moments lie in the
plane of the triangular lattice and the magnetic moments of
each pair of neighboring lattice sites are oriented at 120° angles
relative to each other.40 When an external magnetic eld is
applied parallel to the [001] direction, a collinear “up-up-down”
(uud) phase is stabilized within a nite range of magnetic eld
strengths.7,40 We generate an one-, a two- and a three-
dimensional model of the magnetic energy surface using BO,
to directly compare the energy of the 120° state with the uud
state and to search for possible metastable states.

To determine an one-dimensional energy prole that
connects the 120° state and the uud state, we dened an out-of-
plane canting angle F and quantify the energy gain as
1642 | Digital Discovery, 2025, 4, 1639–1650
a function of F in the range between 0° and 90° using BO.
Within this range, the one-dimensional magnetic energy
surface lacks any symmetry that could be inferred from the
crystal symmetry. Therefore we could not reduce the number of
required DFT calculations by exploiting a given symmetry as
described in Section 2.1. The convergence criterion introduced
in Section 2.1 is reached aer performing four DFT calculations.
The model and the four data points that were used for the
generation of the model are displayed in Fig. 2a. A similar
energy prole, based on ten DFT calculations and qualitatively
matching our results was previously determined by Lee et al.7 To
further investigate the phase space for potential stable or
metastable states, including those with lower symmetry, we
created higher-dimensional models of the magnetic energy
landscape by introducing two and three independent canting
angles, respectively. For two independent angles, we coupled F2

and F3 as dened in the inset of Fig. 2a and added F1 as
a second independent canting angle. For three independent
angles, we used all three canting angles as independent degrees
of freedom. To account for both ferromagnetic and ferrimag-
netic states, we expanded the search bounds of all angles to
cover the range between −90° and 90°. As a consequence, the
resulting models show a point symmetry that can be dened as
EðF!Þ ¼ Eð�F!Þ, where F

!
is a vector that contains the two or
© 2025 The Author(s). Published by the Royal Society of Chemistry
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three canting angles, respectively. This symmetry follows from
a mirror symmetry in the crystal structure. The comparison of
all three models is presented in Fig. 2a. As shown in the gure,
all three models are in good agreement. Fig. 2b depicts a two-
dimensional slice of the full three-dimensional model, which
is dened by the constraint F2 = F3. The three-dimensional
model indicates that the 120° state is the only stable or meta-
stable conguration in the explored phase space.

3.2 LaMn2Si2

RMn2X2 compounds, where R is a rare earth metal and X is Si or
Ge, are interesting due to their rich magnetic phase
diagram.42–44 LaMn2Si2 is a RMn2X2 compound, that exhibits
a canted ferromagnetic ground state below the Curie tempera-
ture.45,46 In this state, the magnetic moments of the manganese
atoms are aligned ferromagnetically along the [001], and anti-
ferromagnetically along the [100] direction. The magnetic
moments are canted with respect to the [001] direction by the
canting angles F1 and F2 (see Fig. 2c). We generated a one- and
a two-dimensional model of LaMn2Si2's magnetic energy
surface to determine the canting angles in the magnetic ground
state and to search for possible metastable states.

Using BO we obtained the energy difference as a function of
the canting angleF dened by the constraintF=F1=F2 in the
range between 0° and 90°. This range encompasses all possible
magnetic congurations achievable by varying F due to the
crystal's symmetry. The surrogate model is fully converged aer
the execution of seven DFT calculations within the BO frame-
work and exhibits a global minimum that corresponds to
a canting angle of 55.8° (see Fig. 2e). This nding agrees well
with previous DFT studies, which estimated the canting angle to
be between 53° and 57.7°.42,47

All Mn atoms lie within two distinct lattice planes of the
magnetic unit cell. To take into account additional magnetic
congurations, particularly those that are antiferromagnetic
along the [001] direction, we expand the magnetic energy
landscape using BO by decoupling the canting angles of both
planes and varyingF2 between 0° and 180°. The resultingmodel
is shown in Fig. 2d. It is converged aer 32 DFT calculations. In
addition to the global minimum, which coincides with the
known magnetic ground state of LaMn2Si2 (see Fig. 2d and e),
a local minimum emerges at F1 = 59° and F2 = 121°, which
indicates a metastable magnetic state. To the best of our
knowledge, this state has not been reported yet as a stable state
of LaMn2Si2. The energy difference between both minima is
27.1 meV/f.u. and the difference between the global minimum
and the saddle point between both minima amounts to 40.7
meV/f.u.

3.3 b-MnO2

Materials with helical spin structures are of great interest due to
their compelling physics and possible spintronics
applications.48–51 The rst discovery of a helical magnetic phase
was made in 1959 by Akio Yoshimori, who identied a helical
structure in b-MnO2 through his analysis of neutron diffraction
data.41 Since then, b-MnO2 remained a prototypical example of
© 2025 The Author(s). Published by the Royal Society of Chemistry
helical magnets. We employ BO to explore a one-dimensional
conguration space that encompasses two helical states that
were historically considered candidates for the magnetic
ground state of b-MnO2. To introduce the two states, we rst
provide a brief historical overview. Subsequently, we perform
BO and generate a one-dimensional energy prole to determine
whether one of the two states or an intermediate state is the
energetic ground state.

As Yoshimori found out, the corner manganese atoms and
the body-center cations form two distinct sublattices in the
helical phase. The magnetic moments of both sublattices screw
along the c-direction with a wavelength of 7c/2, so that the
pattern repeats aer seven unit cells (see Fig. 2f). All magnetic
moments lie within the (001) plane. Later a magnetic X-ray
diffraction experiment52 and neutron diffraction experi-
ments53,54 found that the wavelength of the helical structure is
about 4% smaller than 7c/2, which makes it incommensurate.
According to Yoshimori's model, the helical phase in b-MnO2 is
stable only if the interaction between each corner atom and its
neighboring body-centered atom is antiferromagnetic, eventu-
ally resulting in a 128.6° tilt between each manganese atom and
the two closest atoms of the other sublattice.

In 1966, W. Osmond argued that the interaction between
corner atoms and body-centered atoms should be ferromag-
netic according to the Goodenough-Kanamori rules for super-
exchange.55 Based on this assumption he proposed an
alternative pattern for the spin helix. This pattern differs from
Yoshimori's model by inversion of the three-dimensional
magnetic moment vectors of all body-centered atoms. This
inversion can alternatively be described as a revolution of the
three dimensional magnetic moment vectors of all body-
centered atoms by 180° around the c-axis.

To directly compare the energies of the spin conguration
proposed by Osmond with the one predicted by Yoshimori, we
used BO to determine the total energy of b-MnO2 as a function
of the revolution angle F in the range between 0° and 180°.
Thereby F= 0° corresponds to the model of Yoshimori and F=

180° corresponds to the model of Osmond. The surrogate
model function converges aer four DFT calculations (see
Fig. 2g). It clearly shows that the spin structure predicted by
Yoshimori is lower in energy than the one predicted by
Osmond. This result is in line with magnetic X-ray diffraction
data acquired later.52
3.4 Sr2IrO4

Strontium iridate (Sr2IrO4) is a well-studied material that
belongs to the Ruddelsden–Popper series. It was classied as
a Dirac-Mott insulator.56–58 Experimental results59 indicate that
the IrO6 octahedra are tilted around the c-axis with an angle of
a = 11.5°. A DFT study by Liu et al.9 found a similar rotation
angle a of 13.2°. Additionally, Liu et al. determined a minimum
energy canting angle of F = 12.3° by calculating the energy of
SIO for nine different canting angles F in the range between 0°
and 45°. We reproduce this result by generating a one-
dimensional and a two-dimensional model of the magnetic
energy surface using BO.
Digital Discovery, 2025, 4, 1639–1650 | 1643
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The canting angle F is dened by the condition F= F1 = F2,
where F1 and F2 are illustrated in Fig. 3a. Therefore, F

describes the common tilting of all magnetic moments from the
crystallographic axis. This result is in good agreement with
experimental measurements (F = 12.2° (ref. 60)). Using BO, we
recreated the one-dimensional magnetic energy landscape
within the interval from F = 0° to F = 50° (see Fig. 3b). The
surrogate model converged aer ve DFT calculations. The
energy minimum of our model is reached at F = 11.2° which
agrees well with the previous ndings of Liu et al. Furthermore,
we expanded the model of the magnetic energy landscape by
decoupling the canting angles F1 and F2, considering magnetic
congurations with different magnetic moment canting angles
in neighboring planes. The resulting model, which converged
aer 17 DFT calculations, is shown in Fig. 3b. This two-
dimensional model is in good agreement with the data from
Liu et al. (see Fig. 3c). The model has two minima, located at (F1

= 0.009°, F2 = 32.448°) and (F1 = 36.067°, F2 = 0.004°),
respectively. Of those two minima, the rst is lower in energy.
Its location in the two-dimensional model is marked by a red
cross in Fig. 3b. The two minima do not coincide with the
magnetic ground state previously reported by Liu et al. To test
Fig. 3 In (a), the crystal structures of subsequent lattice planes of Sr2IrO4

magnetic energy landscape spanned by the canting angles F1 and F2 is s
dimensional model and to data from Liu et al.9 The crystal structure of UO
(d). (e) Shows a slice of the four-dimensional model of the magnetic
independently. The slice is defined by the conditions F1 = F3 and F2 = F

the four canting angles simultaneously are compared to data from Duda
The definition of the canting angle F is given in the inset of the figure. Th
Fiore Mosca et al.11 in (h).

1644 | Digital Discovery, 2025, 4, 1639–1650
the validity of our prediction, we performed two additional DFT
calculations for the magnetic conguration that corresponds to
the lowest minimum of the model and the magnetic ground
state determined by Liu et al., respectively. These calculations
indicate that the minimum of the model lies 0.009 meV/f.u.
lower in energy than the state reported by Liu et al., a differ-
ence that approaches the limit of computational accuracy and
highlights the complex multi-minima landscape characteristic
of spin–orbit entangled oxide systems.
3.5 UO2

Most studies suggest that the magnetic ground state of uranium
dioxide at 0 K is the so-called 3k magnetic ordering, which is
stabilized by strong SOC of the heavy element uranium.61–66 In
the 3k state the magnetic moments of all four existing magnetic
sites are tilted from the [001] direction by 54.7°. More details on
the crystal structure of UO2 and the orientation of the magnetic
moments in the 3k crystal structure can be taken from Fig. 3d.
One of the computational studies that support the 3k structure
as the magnetic ground state of UO2 was conducted by Dudarev
et al.10 Dudarev et al. performed 46 constrained DFT + U
and the used definition of the canting angles F1 and F2 are given. The
hown in (b). In (c), the two-dimensional model is compared to a one-

2 as well as the used definition of the canting anglesF1 toF4 are given in
energy landscape obtained by using BO and all four canting angles

4. In (f) the four-dimensional model and a model obtained by a varying
rev et al.10 The reduced crystal structure of Ba2NaOsO6 is shown in (g).
e converged model of the BO energy profile is compared to data from

© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 The simplified crystal structure of RhMn3 is depicted in (a) with
Mn ions in blue and Rh ions in gray. To enhance clarity, three out of six
face-centered Mn ions are omitted. The canting angle F is defined in
such a way that the magnetic moments lie within the (111) plane
(highlighted in magenta) for any value of F. Panel (b) shows the one-
dimensional energy profile obtained via BO (blue curve), alongside the
corresponding DFT energies (blue markers). This profile is compared
to a slice from a two-dimensional model that incorporates a collective
out-of-plane canting angle Q (orange curve). The complete two-
dimensional energy landscape is displayed in (c). The path alongQ= 0,
from which the slice is extracted, is highlighted by an orange trace.
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calculations with different values for a common canting angleF
dened by F = F1 = F2 = F3 = F4 in the range between 0° and
90° to obtain a one-dimensional model of the magnetic energy
landscape (see Fig. 3d for the denition of F1 to F4). The global
minimum of their model coincides with the 3k structure.

We could reproduce Dudarev's model with BO (see Fig. 3f) by
generating an one-dimensional model with BO. The surrogate
model converged aer ve DFT calculations. By using all four
canting angles as independent input parameters for BO that
range between 0° and 90°, we received a full four-dimensional
model of the magnetic energy landscape of uranium dioxide,
which converged aer 360 DFT calculations. A two-dimensional
slice dened by F1 = F3 and F2 = F4 is shown in Fig. 3e. Fig. 3f
demonstrates that our model is in good agreement with the
data of Dudarev et al. However, our model indicates that the 3k
state is not a global energetic ground state, but rather a saddle
point in the magnetic energy landscape. The global minimum
of our model is located at F1 = F3 = 14° and F2 = F4 = 90°. The
energy difference between the global energy minimum and the
3k state amounts to 0.38 meV/f.u. This result calls for further
theoretical and experimental analysis for elucidating the
magnetic ground state of UO2.

3.6 Ba2NaOsO6

The results of an NMR study conducted by Lu et al.67 revealed
two inequivalent magnetic sites in the 5d double perovskite
Ba2NaOsO6. At temperatures below 7 K, the magnetic moments
tilt away from the [110] axis by 67° in opposite directions while
remaining within the xy plane. This results in a canted anti-
ferromagnetic conguration, as illustrated in Fig. 3g, which
shows the crystal structure and the denition of the canting
angles. Fiore Mosca et al.11 demonstrated that the canted
ground state arises from Jahn–Teller distortions of the OsO6

octahedra. They used 36 single constrained DFT + U calcula-
tions to model the dependence of the total energy on the
canting angleF. BetweenF= 0° andF= 90° they identied two
energy minima, with the global minimum at F = 67° closely
matching the experimental results. Employing BO within the
same range of F values, we successfully reproduced the result.
The position of the two minima as well as the full energy prole
are correctly captured by the BO model (see Fig. 3h). The model
converged aer nine DFT calculations were performed.

3.7 RhMn3

RhMn3 has a 3D fcc Kagome crystal structure, meaning that the
Mn ions order in a Kagome lattice within in (111) planes. A
sketch of the crystal structure is shown in Fig. 4a. Neutron
diffraction experiments68,69 suggested a triangular 120° spin
structure, where the magnetic moments lie within the (111)
plane, as shown in Fig. 4a. This specic magnetic conguration
is called T1. Later, Kübler et al. tested possible magnetic
congurations in an early noncollinear DFT study, and
conrmed that T1 is the most stable structure among the
tested.70 The stability of the T1 spin structure could be
conrmed later.71 Another spin structure tested by Kübler et al.
is the T2 spin structure, which corresponds to F = 0°, when F is
© 2025 The Author(s). Published by the Royal Society of Chemistry
dened as in Fig. 4a. To conrm the result and to verify that T1

is in fact the most stable 120° spin structure with magnetic
moments within the (111) plane, we generated a one-
dimensional energy prole using the BO approach in the
range 0°# 90°. Following this denition of the canting angle, F
= 0° corresponds to T2 and F = 90° corresponds to T1.

Themodel converged aer ve DFT calculations, yielding the
energy prole shown in Fig. 4b. It conrms the expectation that
T1 is the 120° in-plane ground state of RhMn3. In order to
expand the model to also account for small collective out-of-
plane cantings, we introduced a second canting angle Q,
which we dened as the angle between each magnetic moment
and the (111) plane. With this, we used our BO approach to
construct a two-dimensional model of the magnetic energy
surface of RhMn3 in the magnetic conguration space dened
by 0°# F# 90° and −2°# Q# 2°. To enhance efficiency of the
model generation, we exploited the symmetry E(F, Q) = E(F, –
Q) as described in Section 2.2. The model converged aer 20
DFT calculations. As depicted in Fig. 4b, it agrees closely with
the one-dimensional model. The full two-dimensional model is
presented in Fig. 4c. The global minimum of the model is
located at (F = 90.0°, Q = 0.2°), closely matching the T1 spin
structure. Notably, the two-dimensional model shows that even
minor out-of-plane canting results in signicant magnetic
energy contributions.
Digital Discovery, 2025, 4, 1639–1650 | 1645
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Table 2 Summary of BO performance compared to data from similar DFT studies. The table includes the dimensionality and search bounds of
the models, the number of DFT calculations required for convergence, and the number of DFT calculations used to construct similar models in
related studies. For Ba3MnNb2O9 we exploited symmetry as discussed in Section 2.1. The surrogate models in 2 and 3 dimensions were therefore
fitted with twice as many points. Furthermore, we added new findings from our studies to the table

Material Dim. Search bounds Nconv
DFT this work (Nconv

DFT )
1/d NDFT related work New ndings

Ba3MnNb2O9 1D [−90°, 90°] 4 4 10 (ref. 7) —
2D [−90°, 90°] × [−90°, 90°] 14 3.74 — —
3D [−90°, 90°] × [−90°, 90°] × [−90°, 90°] 25 2.92 — —

LaMn2Si2 1D [0°, 90°] 6 6 — —
2D [0°, 90°] × [0°, 180°] 33 5.74 — Potential metastable state

b-MnO2 1D [0°, 180°] 4 4 — —
Sr2IrO4 1D [0°, 50°] 5 5 9 (ref. 9) —

2D [0°, 50°] × [0°, 50°] 17 4.12 — —
UO2 1D [0°, 90°] 5 5 46 (ref. 10) —

4D [0°, 90°] × [0°, 90°] × [0°, 90°] × [0°, 90°] 360 4.35 — Potential ground state
Ba2NaOsO6 1D [0°, 90°] 10 10 36 (ref. 11) —
RhMn3 1D [0°, 90°] 5 5 — —

2D [−2°, 2°] × [0°, 90°] 20 4.47 — —
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4 Discussion

Using BO, we generated models of the magnetic energy land-
scapes for seven benchmark materials, each representing
different material classes and magnetic orders. In all cases, the
models converged aer a relatively small number of DFT
calculations. Where data from previous DFT studies was avail-
able, our results matched those ndings. This success is not
surprising, as BO models have no intrinsic bias and will
invariably converge to the correct magnetic energy landscape
within the framework of DFT aer a sufficient number of
calculations. Table 2 provides a summary of the BO perfor-
mance across all benchmark materials, along with notable new
ndings that are presented in this work.

Naturally, the number of DFT calculations needed for
convergence Nconv

DFT is most signicantly inuenced by the
dimensionality of the model. The value of Nconv

DFT of the one-
dimensional models ranges between four (Ba3MnNb2O9, b-
MnO2) and ten (Ba2NaOsO6). Compared to the number of DFT
calculations used for in the respective related study, the BO
approach required between 44% (Sr2IrO4) and 89% (UO2) fewer
DFT calculations. The two-dimensional models converged
earliest aer 14 DFT calculations (Ba3MnNb2O9) and latest aer
33 DFT calculations (LaMn2Si2). The only three-dimensional
model presented in this work (Ba3MnNb2O9) converged aer
25 DFT calculations and the only four-dimensional model (UO2)
converged aer 360 calculations.

Performance differences between models of the same
dimensionality appear to be caused primarily by variations in
their complexity. For instance, the only one-dimensional model
with two local minima (Ba2NaOsO6) required ten DFT calcula-
tions to converge, compared to the four to six calculations
needed in the other cases. A similar pattern can be found for the
two-dimensional models. The model for LaMn2Si2, which
features two local minima, required 33 calculations to converge.
In contrast, Ba3MnNb2O9, Sr2IrO4 and RhMn3, each with
a single local minimum within the search bounds, required
1646 | Digital Discovery, 2025, 4, 1639–1650
14,17 and 20 calculations, respectively. In both instances,
Nconv
DFT roughly doubles when the model contains two minima.
When Nconv

DFT DFT calculations are required to converge a one-
dimensional model, one could expect that (Nconv

DFT )
d calculations

are required to converge a d-dimensional model of the same
material. However, in all cases discussed in this work, the
performance of the multi-dimensional BOmodels is better than
this approximation, as one can see from the (Nconv

DFT )
1/d values in

Table 2.
As stated in Section 2.1, we have used validation sets to track

convergence of the surrogate models. This enabled us to ensure
the convergence of the models and to meaningfully assess the
performance of BO. However, this approach might not be
reasonable for the use of BO in most practical applications,
since it requires additional DFT calculations. Therefore we
recommend using the maximal change of the surrogate model
per iteration step as a convergence measure. This measure led
to similar results for the benchmark cases presented in this
work.

The two-dimensional model of the magnetic energy land-
scape of LaMn2Si2 revealed a local metastable state dened by
F1 = 59° and F2 = 121° following the denition of F1 and F2

given in Fig. 2c. Due to the high energy difference between the
local minimum and the energy barrier, the existence of the local
minimum can not be explained as an artifact of an imperfect
choice of k-mesh or energy cutoff of the plane-wave expansion.
To the best of our knowledge, this metastable state has not been
reported yet.

For Sr2IrO4, the 1D model accurately reproduces previous
DFT results and agrees well with experimental observations. For
the 2D model, BO identies a broad region of the magnetic
conguration space where the total energy does not exceed the
global minimum by more than 0.05 meV/f.u., highlighting the
challenges of exploring the energy landscape of complex spin–
orbit entangled systems. Within this 2D model, BO also found
an additional minimum lying 0.009 meV/f.u. below the experi-
mentally reported structure.60,72 However, due to the inherent
approximations of the employed DFT + U approach, this small
© 2025 The Author(s). Published by the Royal Society of Chemistry
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energy difference lies beyond our computational precision. As
such, our results remain consistent with the experimental
observations.

Also in the case of UO2 there is a discrepancy between the
postulated magnetic ground state and the minimum of the BO
magnetic energy landscape. Although our models match the
literature DFT data perfectly, they show that the energy is
further reduced for several magnetic congurations with
reduced symmetry by up to 0.38 meV/f.u. The lower energy
values of these congurations are not artifacts of the BO
approach, since they are established by explicit DFT calcula-
tions, that are computed with an accuracy threshold of 10−6 eV
for a supercell containing four formula units UO2. However, as
mentioned in Section 2.1, we adapted the DFT setup of Dudarev
et al.10 in order to make the results comparable. This setup, in
particular the choice of k-mesh and energy cutoff, might affect
the observed magnetic ground state, especially considering the
relatively small energy differences at play. Additionally, the
choice of exchange-correlation functional might lead to
unphysical results. It has been reported that the choice of
exchange-correlation functional affects the total energy of UO2

obtained by DFT calculations in such amanner that it can result
in different predicted ground states.66 However, although most
studies indicate that the 3k state is the physical ground state of
UO2, it remains a complicatedmatter and still poses a subject of
debate.66,73 If the minima of our models are a result of the used
exchange-correlation functional, the choice of the Ueff param-
eter or if they have a real physical root will have to be claried in
further studies.

Despite the mentioned open questions concerning inter-
pretation, the benchmark cases LaMn2Si2 and UO2 highlight
a strength of BO. They show how the capability of generating
large magnetic energy landscapes with several degrees of
freedom can help to spot interesting physics and potential
problems of theory that would otherwise be overlooked.

BO-guided explorations are easy to implement and can easily
be adapted to new problems. Although not explicitly discussed
in this work, BO can also be applied to 2D magnets and mate-
rials with defects, where approaches based on symmetry anal-
ysis fail due to the breaking of symmetry by the defect. In
principle, BO can be applied to explore any magnetic congu-
ration that is compatible with the chosen computational unit
cell.

Just like the methods used in previous approaches by Payne
et al.12 and Zheng and Zhang,13 BO is an active machine learning
scheme. An important advantage of using active machine
learning schemes is that they do not require large training
datasets that would be computationally expensive to produce.

Apart from the three methods mentioned in Section 1,12–14

magnetic ground states and model magnetic energy surfaces
can also be found with other methods. A more conventional
approach, for example, is to derive spin models from ab initio
methods.74–76 The main idea of this approach is to map DFT or
other rst principles calculations onto a lattice spin Hamilto-
nian. The resulting spin model can then describe the interac-
tion of the spins according to the chosen Hamiltonian and its
properties can be determined using analytical, numerical or
© 2025 The Author(s). Published by the Royal Society of Chemistry
spin dynamics methods. This approach is highly efficient since
oen only a small number of DFT calculations is needed to
determine the free parameters of a given spin Hamiltonian. The
choice of a Hamiltonian corresponds to the chosen material
and the interactions deemed essential for understanding
specic properties. However, determining in advance which
Hamiltonian best meets the specic requirements oen is
a delicate task and sometimes impossible. In contrast, BO does
not require the prior specication of a Hamiltonian. This lack of
a required predened Hamiltonian is a key strength of BO,
enabling it to serve as a tool for verifying or challenging prior
assumptions about spin interactions in a given material. While
doubtful or even wrong assumptions about spin interactions
could be reected in an improper choice of Hamiltonian and
eventually lead to misleading results, BO always converges
towards the true magnetic energy landscape within a given DFT
+ U framework aer a sufficient number of DFT calculations.

Magnetic ground states can also be obtained from ab initio
spin dynamics calculations as proposed by Antropov et al.77 in
1995. Starting from an arbitrary spin conguration, one follows
equations of motion for the spin degrees of freedom to end up
in the magnetic ground state. Although the approach produces
accurate results, it is computationally relatively expensive, as
the procedure should be repeated multiple times with different
random initial congurations to reduce the risk of getting
trapped in a local minimum. This approach has been adopted
for investigating relatively simple systems, such as Fe and Co
chains,78 while its application to multi-element compounds is
considerably more challenging. In contrast to ab initio spin
dynamics, BO provides a more comprehensive information
output and can be easily adapted to more complex systems, as
demonstrated in this work.

A recent approach by Ponet et al. focuses on generating an
extensive list of stable magnetic states.79 By employing a con-
straining technique, they can reliably initialize the system's
electronic state. The core idea of their approach is to generate
a diverse set of initial electronic states and relax each one
toward its nearest energy minimum. While the strength of this
approach lies in its ability to reliably identify stable magnetic
states in magnetic materials, our BO-based method offers
additional insights into the magnetic energy landscape,
including magnetocrystalline anisotropies and energy barriers
between stable states. As such, the two are complementary.

Recently, Rinaldi et al. presented a noncollinear magnetic
atomic cluster expansion (ACE) parametrization for Fe.80 They
showed that the parametrization is capable of correctly repro-
ducing a wide range of properties, including the magnetic
ground state, magnetic phases and magnetic energy proles.
This achievement, however, required a substantial training
dataset of 70 000 structures with different atomic and magnetic
structures. Magnetic ACE is therefore at the opposite end of the
data volume range from BO. While BO offers efficient infor-
mation gain about the magnetic energy landscape within
a predened conguration space at relatively low computa-
tional cost, ACE potentially offers more rened insight, albeit at
the expense of a signicantly larger training dataset.
Digital Discovery, 2025, 4, 1639–1650 | 1647
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A key strength of the ACE approach by Rinaldi et al. lies in its
ability to capture the interplay between spin structure and
crystal structure. For materials where a strong coupling exists
between these two degrees of freedom, exploring the magnetic
energy landscape of a rigid crystal structure – as done in this
work – may not suffice to identify the true magnetic ground
state. However, this limitation of our BO-based approach could
potentially be addressed by performing a structural relaxation
inside the BO loop prior to each DFT total energy calculation.
Such an approach has already been successfully applied to
investigate octahedral tilting using BO.24 While this would incur
higher computational costs, it may yield a more physically
accurate description of the ground state in such strongly
coupled systems.

In general our results show that BO can be used as a tool to
efficiently explore noncollinear magnetic energy landscapes
and ndmagnetic ground states within large spin conguration
spaces. Thereby it can help to obtain exhaustive insights into
the intricate interactions of complex magnetic materials.

5 Conclusion

In this work we introduced a new approach to explore magnetic
energy surfaces and nd magnetic ground states efficiently by
combining BO with constrained DFT + U calculations. Our
approach exploits the strength of BO to accurately model
unknown functions with a minimal number of data acquisi-
tions. We validated our method using Ba3MnNb2O9, LaMn2Si2,
b-MnO2, Sr2IrO4, UO2, Ba2NaOsO6 and RhMn3 as benchmark
materials – seven complex magnetic materials that represent
various types of magnetic structures. As a rst test for every
material we dened a collective canting angle for all magnetic
moments and determined the material's energy as a function of
the canting angle using our BO approach. The resulting one-
dimensional surrogate models converge earliest aer four and
latest aer ten DFT calculations. The ground states of all
models are perfectly in line with previous studies. Comparisons
with studies on Sr2IrO4, UO2 and Ba2NaOsO6 that investigated
the dependence of the materials energies on the same collective
canting angles using more classical approaches underline the
high efficiency of our approach. In order to achieve the same
results we needed between 44% and 89% fewer DFT calcula-
tions than in the respective study. The gain in efficiency allowed
us to expand the models to up to four degrees of freedom by
dening more than one independent canting angle, while
maintaining reasonable computational costs. Thereby we were
provided with further insights into the magnetic energy land-
scapes of the six materials. Notably, the models revealed
previously unreported stable and metastable magnetic states in
LaMn2Si2 and UO2.

Data availability

The python package BOSS used for the BO calculations can be
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75 B. Dupé, M. Hoffmann, C. Paillard and S. Heinze, Nat.

Commun., 2014, 5, 4030.
76 A. Deák, L. Szunyogh and B. Ujfalussy, Phys. Rev. B:Condens.

Matter Mater. Phys., 2011, 84, 224413.
77 V. P. Antropov, M. Katsnelson, M. Van Schilfgaarde and

B. Harmon, Phys. Rev. Lett., 1995, 75, 729.
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